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Abstract. We study the asymptotic behavior of the solutions to the problem
where $p>1, b(x) \geq 0$ is continuous and vanishes on the closure of a nontrivial subdomain $\Omega_{0}$ of $\Omega \subset R^{N}$. This case can be regarded as a mixture of the well-understood logistic (when $b(x)>0$ always) and Malthusian (when $b(x) \equiv 0$ ) models and has attracted much study in recent years. It follows from recent studies that the model behaves like the logistic model if the growth rate $a$ of the species is less than some constant $a_{0}>0$ and it behaves differently from the logistic model once $a \geq a_{0}$. In this paper, we show that, when $a \geq a_{0}$, the model behaves like the Malthusian model on part of the domain (i.e., on $\Omega_{0}$ where $b$ vanishes) and it behaves like the logistic model on the remaining part of the domain. Our study shows that the boundary blow-up problem

$$
-\Delta u=a u-b(x) u^{p} \text { in } \Omega \backslash \bar{\Omega}_{0}, \alpha u_{\nu}+\beta u=0 \text { on } \partial \Omega, \quad u=\infty \text { on } \partial \Omega_{0}
$$

plays a key role in understanding the dynamics of our model and that the whole theory can be described by a nice bifurcation picture involving a branch of positive solutions at "infinity."
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1. Introduction. In this paper, we consider the semilinear elliptic equation

$$
\begin{equation*}
-\Delta u=a u-b(x) u^{p} \text { in } \Omega, \quad B u=0 \text { on } \partial \Omega \tag{1.1}
\end{equation*}
$$

and the corresponding parabolic problem

$$
\left\{\begin{array}{rlrl}
u_{t}-\Delta u & =a u-b(x) u^{p} & & \text { in }  \tag{1.2}\\
B u, \infty) \times \Omega \\
B u & =0 & & \text { on } \\
u(0, .) & =u_{0} & & \text { in } \\
\Omega . \infty) \times \partial \Omega,
\end{array}\right.
$$

Here $a$ is a real parameter, $b \geq 0$ is in $C^{\mu}(\bar{\Omega})$, and $p>1$ is a constant; $\Omega$ is a $C^{2+\mu}$ bounded domain in $R^{N}, N \geq 2$, and the boundary condition is given by

$$
B u=\alpha u_{\nu}+\beta u,
$$

where $\nu$ is the unit outward normal to $\partial \Omega$ and either $\alpha=0, \beta=1$ (which gives the Dirichlet boundary condition) or $\alpha=1, \beta \geq 0$ is in $C^{1+\mu}(\partial \Omega)$ (which gives the Neumann or Robin boundary conditions).

Problems (1.1) and (1.2) are basic population models (see, e.g., [Hs]). Problem (1.1) is also related to some prescribed curvature problems in Riemannian geometry

[^0](see, e.g., $[\mathrm{Ou}]$ and $[\mathrm{KW}]$ ). We are interested only in positive solutions of (1.1) and (1.2) as these are the solutions which are interesting to us.

If $b(x)>0 \forall x \in \bar{\Omega}$, then the equations are known as the logistic equations, and it is well known that (1.1) has a unique positive solution if and only if $a>\lambda_{1}(\Omega)$, where $\lambda_{1}(\Omega)$ denotes the first eigenvalue of

$$
-\Delta u=\lambda u \text { in } \Omega, \quad B u=0 \text { on } \partial \Omega .
$$

Moreover, $u \equiv 0$ attracts all the solutions of (1.2) with admissible nonnegative initial values if $a \leq \lambda_{1}(\Omega)$, while when $a>\lambda_{1}(\Omega)$, the unique positive solution of (1.1) attracts all the solutions of (1.2) with admissible nontrivial nonnegative initial values. That is, for any given admissible initial value $u_{0} \geq 0, u_{0} \not \equiv 0$, the unique solution $u(t, x)$ of (1.2) exists for all time $t>0$, and as $t \rightarrow \infty$ it converges to 0 when $a \leq \lambda_{1}(\Omega)$ and it converges to the unique positive solution $u(x)$ of (1.1) when $a>\lambda_{1}(\Omega)$.

If $b(x) \equiv 0$, then the equations reduce to the linear Malthusian models with diffusion. It follows from elementary theory of linear parabolic equations (see, e.g., [Fr] or [LSU]) that, as $t \rightarrow \infty$, the solution $u(t, x)$ of (1.2) (with nontrivial nonnegative $u_{0}$ ) converges to 0 if $a<\lambda_{1}(\Omega)$ and it blows up at an exponential rate in $t$ on the whole $\Omega$ if $a>\lambda_{1}(\Omega)$.

We are interested in the degenerate logistic case where $b \geq 0, b \not \equiv 0$, but the zero set of $b$ is the closure of some suitably regular nonempty subdomain $\Omega_{0}$ :

$$
\bar{\Omega}_{0}=\{x \in \bar{\Omega}: b(x)=0\} .
$$

Hence the model becomes a mixture of the logistic and Malthusian models. The assumption that $b$ vanishes on $\Omega_{0}$ may be interpreted as $\Omega_{0}$ being an ideal environment, so that the species on $\Omega_{0}$ has almost no limitation for its population growth. We make this assumption from now on, and let $\lambda_{1}^{D}\left(\Omega_{0}\right)$ denote the first eigenvalue of the Dirichlet problem

$$
-\Delta u=\lambda u,\left.\quad u\right|_{\partial \Omega_{0}}=0 .
$$

Under the above assumptions, the elliptic problem (1.1) was studied in [AT], [AG], [Da], [dP], [FKLM], and [Ou]; and [FKLM] also considered the corresponding parabolic problem (1.2). Their results can be summarized as follows (see, e.g., Theorems 3.5 and 3.7 of [FKLM]):

- Equation (1.1) has a positive solution if and only if $a \in\left(\lambda_{1}(\Omega), \lambda_{1}^{D}\left(\Omega_{0}\right)\right)$. In this case (1.1) has a unique positive solution $u_{a}, a \rightarrow u_{a}$ is continuous as a map from $\left(\lambda_{1}(\Omega), \lambda_{1}^{D}\left(\Omega_{0}\right)\right)$ to $C^{2+\mu}(\bar{\Omega})$, and $\left\|u_{a}\right\|_{\infty} \rightarrow \infty$ as $a \rightarrow \lambda_{1}^{D}\left(\Omega_{0}\right)-0$.
- For $a \in\left(\lambda_{1}(\Omega), \lambda_{1}^{D}\left(\Omega_{0}\right)\right)$, the unique positive solution $u_{a}$ attracts all the solutions of (1.2) with admissible nontrivial nonnegative initial values.
- When $a \leq \lambda_{1}(\Omega)$, then $u \equiv 0$ attracts all the solutions of (1.2) with admissible nonnegative initial data.
- In the remaining case $a \geq \lambda_{1}^{D}\left(\Omega_{0}\right)$, any solution of (1.2) with admissible nontrivial nonnegative initial data blows up in the $L^{\infty}$-norm as $t \rightarrow \infty$ : $\lim _{t \rightarrow \infty}\|u(t, .)\|_{\infty}=\infty$.
We remark that $\lambda_{1}(\Omega)<\lambda_{1}^{D}\left(\Omega_{0}\right)$ always holds as $\lambda_{1}(\Omega) \leq \lambda_{1}^{D}(\Omega)<\lambda_{1}^{D}\left(\Omega_{0}\right)$.
Note that the above results imply that (1.2) behaves like the logistic model when $a<\lambda_{1}^{D}\left(\Omega_{0}\right)$ and it behaves differently from the logistic model when $a \geq \lambda_{1}^{D}\left(\Omega_{0}\right)$. It is natural to ask whether it behaves like the Malthusian model in the latter case. This question will be completely answered in this paper. It turns out that our model
behaves like the Malthusian model only on part of the domain $\Omega$ (in fact, on $\Omega_{0}$ where $b$ vanishes), and on the rest of the domain, it behaves like the logistic model. Moreover, our results show that the whole theory can be explained by a nice bifurcation picture involving a branch of solutions at "infinity."

Let us now explain our main results in the following. Throughout the paper, we assume that $\bar{\Omega}_{0} \subset \subset \Omega$ is nonempty, connected, and with $C^{2+\mu}$ boundary. The following problem will play an important role:

$$
\begin{equation*}
-\Delta u=a u-b(x) u^{p} \text { in } \Omega \backslash \bar{\Omega}_{0}, B u=0 \text { on } \partial \Omega, \quad u=\infty \text { on } \partial \Omega_{0} . \tag{1.3}
\end{equation*}
$$

Here, as usual, $u=\infty$ on $\partial \Omega_{0}$ means that

$$
u(x) \rightarrow \infty \text { as } x \in \Omega \backslash \bar{\Omega}_{0} \text { and } d\left(x, \partial \Omega_{0}\right) \rightarrow 0
$$

Now we are ready to state our main results; for simplicity of statement, we have refrained from giving the most general form here.

Theorem 1.1. (i) For any $a \in(-\infty, \infty)$, problem (1.3) has a minimal positive solution $\underline{U}_{a}$ and a maximal positive solution $\bar{U}_{a}$.
(ii) If there exist positive constants $\alpha$ and $c$ such that $\lim _{d\left(x, \Omega_{0}\right) \rightarrow 0} b(x) /\left[d\left(x, \Omega_{0}\right)\right]^{\alpha}=$ $c$, then (1.3) has a unique positive solution.

Theorem 1.2. Let $a_{0}=\lambda_{1}^{D}\left(\Omega_{0}\right)$. Then
(i) for any fixed $x \in \bar{\Omega}_{0}, u_{a}(x) \rightarrow \infty$ as a $\nearrow a_{0}$;
(ii) for any fixed $x \in \bar{\Omega} \backslash \bar{\Omega}_{0}, u_{a}(x) \rightarrow \underline{U}_{a_{0}}(x)$ as a $\nearrow a_{0}$.

THEOREM 1.3. Let $a \geq a_{0}=\lambda_{1}^{D}\left(\Omega_{0}\right)$. Then for any given admissible nontrivial nonnegative initial value $u_{0}$, the unique solution $u(t, x)$ of (1.2) satisfies
(i) for any fixed $x \in \bar{\Omega}_{0}, u(t, x) \rightarrow \infty$ as $t \rightarrow \infty$;
(ii) for any fixed $x \in \bar{\Omega} \backslash \bar{\Omega}_{0}, \varlimsup_{\lim }^{t \rightarrow \infty}, ~ u(t, x) \leq \bar{U}_{a}(x)$; $\underline{\lim }_{t \rightarrow \infty} u(t, x) \geq \underline{U}_{a}(x)$;
(iii) if (1.3) has a unique positive solution denoted as $U_{a}$, then for any fixed $x \in \bar{\Omega} \backslash \bar{\Omega}_{0}, \lim _{t \rightarrow \infty} u(t, x)=U_{a}(x)$.

When the solution of (1.3) is unique (as in case (ii), Theorem 1.1), then the above results give the following nice bifurcation picture for (1.1) and (1.2):

Denote $\tilde{U}_{a}(x)=U_{a}(x)$ when $a \in \Omega \backslash \bar{\Omega}_{0}$ and $\tilde{U}_{a}(x)=\infty$ when $x \in \bar{\Omega}_{0}$; and regard $\tilde{U}_{a}$ as a solution of (1.1) at "infinity." Then the unique positive solution branch

$$
\Sigma=\left\{\left(a, u_{a}\right): \lambda_{1}(\Omega)<a<\lambda_{1}^{D}\left(\Omega_{0}\right)\right\}
$$

bifurcates from the branch of trivial solutions

$$
\Sigma_{0}=\{(a, 0):-\infty<a<\infty\}
$$

at $a=\lambda_{1}(\Omega)$ and it joins the branch of positive solutions at "infinity,"

$$
\Sigma_{\infty}=\left\{\left(a, \tilde{U}_{a}\right):-\infty<a<\infty\right\}
$$

at $a=\lambda_{1}^{D}\left(\Omega_{0}\right)$. Moreover, when $a \leq \lambda_{1}(\Omega)$, the trivial solution on $\Sigma_{0}$ is globally attractive for (1.2), when $\lambda_{1}(\Omega)<a<\lambda_{1}^{D}\left(\Omega_{0}\right)$, the positive solution on $\Sigma$ is globally attractive, and when $a \geq \lambda_{1}^{D}\left(\Omega_{0}\right)$, the solution at "infinity" on $\Sigma_{\infty}$ is globally attractive.

Remark 1.4. (i) Our results remain valid if $b(x)$ vanishes on the closure of a finite number of disjoint subdomains $\Omega_{1}, \ldots, \Omega_{k}$, all with $C^{2+\mu}$ boundary; the statements of our results being modified accordingly.
(ii) With a little more effort, our arguments (except the proofs of Theorem 2.8 and Proposition 4.4) can be carried out when $\Delta$ is replaced by a general self-adjoint second-order strongly elliptic operator and the term $u^{p}$ replaced by a more general nonlinear function of the similar type.
(iii) Many difficulties in our arguments come from the fact that $b(x)$ vanishes on $\Omega_{0}$ in a continuous fashion. If we allow $b(x)$ to be discontinuous on $\partial \Omega_{0}$ so that $b(x) \geq c_{0}>0$ on $\Omega \backslash \Omega_{0}$, then it is much easier to establish similar or better results (and with less regularity on $\partial \Omega_{0}$ ). For example, in this case, (1.3) has a unique positive solution (by a variant of $[\mathrm{MV}]$ ). We suspect that the uniqueness result for (1.3) always holds.
(iv) Our techniques in this paper rely heavily on the assumption that $\Omega_{0} \subset \subset \Omega$ and do not work for the case $\partial \Omega_{0} \cap \partial \Omega \neq \emptyset$. This latter case is rather difficult and is discussed in [DG].
(v) As a by-product of our results, we find that the sufficient condition on the asymptotic behavior of the first eigenvalues given in [FKLM] is far from necessary. To be more specific, Theorem 2.4 of [FKLM] shows that

$$
\lambda_{1}\left(-\Delta+q_{k}, \Omega\right) \rightarrow \lambda_{1}^{D}\left(\Omega_{0}\right)
$$

if $q_{k}$ is a sequence of increasing nonnegative functions in $C^{\mu}(\bar{\Omega})$ satisfying

$$
q_{k} \equiv 0 \text { on } \Omega_{0}, \quad q_{k}(x) \rightarrow \infty \text { uniformly on any compact set } K \subset \bar{\Omega} \backslash \bar{\Omega}_{0} .
$$

However, if we take $q_{k}(x)=b(x) u_{a_{k}}^{p-1}(x)$, where $a_{k}<a_{0}=\lambda_{1}^{D}\left(\Omega_{0}\right)$ and $a_{k} \rightarrow a_{0}$, then by Theorem 3.6,
$q_{k}(x) \rightarrow b(x) \underline{U}_{a_{0}}^{p-1}(x)<\infty$ uniformly on any compact set $K \subset \bar{\Omega} \backslash \bar{\Omega}_{0}, q_{k} \equiv 0$ on $\Omega_{0}$, but we still have, from the equations for $u_{a_{k}}$, that

$$
\lambda_{1}\left(-\Delta+q_{k}, \Omega\right)=a_{k} \rightarrow a_{0}=\lambda_{1}^{D}\left(\Omega_{0}\right) .
$$

Finally, we would like to mention that if $b(x)$ changes sign on $\Omega$, then it is known (see, e.g., $[\mathrm{AT} 2]$ and $[\mathrm{BCN}]$ ) that there exists $a^{*}>\lambda_{1}(\Omega)$ such that (1.1) has a positive solution if and only if
(i) $a<\lambda_{1}(\Omega)$ or
(ii) $a \in\left[\lambda_{1}(\Omega), a^{*}\right]$ and $\int_{\Omega} b(x) \phi(x)<0$, where $\phi>0$ is an eigenfunction corresponding to $\lambda_{1}(\Omega)$.
Some multiplicity results can also be found in [AT2].
The rest of the paper is organized as follows. Section 2 is devoted to the boundary blow-up problem (1.3), where we use various upper and lower solution arguments to prove the existence and uniqueness of positive solutions to (1.3). In section 3, we study the asymptotic behavior of the positive solution $u_{a}$ of (1.1) as $a \nearrow a_{0}$. A crucial step here is to show that the solutions blow up on $\partial \Omega_{0}$. In section 4 , we make use of the results obtained in the previous sections and discuss how the solution of (1.2) blows up as $t \rightarrow \infty$.

After this paper was submitted for publication, we learned of the works [GGLS] and [LS], where some related problems were discussed and interesting numerical simulations were presented. Our method in this paper can be used to improve some of the results on the blow-up behavior in [GGLS] and [LS]. More precisely, in [LS, Theorem 4.3] (see also [GGLS, Corollary 3.3]), through analysis on the first variation
of the principal eigenvalues, it is proved that the stationary solution blows up on the boundary $\Gamma$ of $\{b(x)>0\}$ as $a$ approaches $\lambda_{1}^{D}(\{b(x)=0\})$, provided that

$$
b(x)=o(d(x, \Gamma)) \text { as } d(x, \Gamma) \rightarrow 0
$$

The method in section 3 of the present paper shows that the above condition is unnecessary.
2. The boundary blow-up problem (1.3). In this section, we study in detail problem (1.3). Boundary blow-up problems similar to (1.3) arise naturally from a number of different areas and have a long history. Considerable amounts of study have been attracted by such problems. We mention only $[\mathrm{BM}],[\mathrm{LM}],[\mathrm{LN}]$, and [MV]; many other works can be found from the references of these papers. One main difference, which posses technical difficulties, of our problem (1.3) from the previous ones is that our function $b(x)$ vanishes on $\partial \Omega_{0}$.

We start with an interesting comparison result which will be used frequently later (actually this result is a little more than enough for our later use).

LEMMA 2.1. If $u_{1}, u_{2} \in C^{2}\left(\bar{\Omega} \backslash \bar{\Omega}_{0}\right)$ are both positive in $\Omega \backslash \bar{\Omega}_{0}$ and

$$
\begin{gather*}
\Delta u_{1}+a u_{1}-b(x) u_{1}^{p} \leq 0 \leq \Delta u_{2}+a u_{2}-b(x) u_{2}^{p} \text { in } \Omega \backslash \bar{\Omega}_{0}  \tag{2.1}\\
B u_{1} \geq B u_{2} \text { on } \partial \Omega ; \quad \varlimsup_{\lim }^{d\left(x, \partial \Omega_{0}\right) \rightarrow 0} \\
\left(u_{2}-u_{1}\right) \leq 0
\end{gather*}
$$

then $u_{1} \geq u_{2}$ on $\bar{\Omega} \backslash \bar{\Omega}_{0}$.
Proof. We shall use a variant of a method used in the proof of Lemma 1.1 in [MV] which goes back to [BBL].

We consider only the case that the boundary operator $B$ in our problem is of Neumann or Robin type, as the Dirichlet case can be proved in exactly the same manner as in [MV]. Let $w_{1}$, $w_{2}$ be nonnegative $C^{2}$ functions on $\bar{\Omega} \backslash \Omega_{0}$ vanishing near $\partial \Omega_{0}$. Using (2.1) and applying integration by parts and subtraction we easily obtain

$$
\begin{align*}
& -\int_{\tilde{\Omega}}\left[\nabla u_{2} \nabla w_{2}-\nabla u_{1} \nabla w_{1}\right]-\beta \int_{\partial \Omega}\left(u_{2} w_{2}-u_{1} w_{1}\right)  \tag{2.2}\\
& \quad \geq \int_{\tilde{\Omega}} b(x)\left(u_{2}^{p} w_{2}-u_{1}^{p} w_{1}\right)+a \int_{\tilde{\Omega}}\left(u_{1} w_{1}-u_{2} w_{2}\right)
\end{align*}
$$

where $\tilde{\Omega}=\Omega \backslash \bar{\Omega}_{0}$.
Let $\epsilon_{1}>\epsilon_{2}>0$ and denote

$$
v_{i}=\left(u_{i}+\epsilon_{i}\right)^{-1}\left[\left(u_{2}+\epsilon_{2}\right)^{2}-\left(u_{1}+\epsilon_{1}\right)^{2}\right]^{+}, \quad i=1,2
$$

Since $v_{i}$ can be approximated arbitrarily closely in the $W^{1,2} \cap L^{\infty}$ norm on $\bar{\Omega} \backslash \Omega_{0}$ by $C^{2}$ functions vanishing near $\partial \Omega_{0}$ (this is easily seen to be possible if, say, one extends $v_{i}$ continuously across $\partial \Omega_{0}$ first and then uses mollifiers), we see that (2.2) holds when $w_{i}$ is replaced by $v_{i}$. Denote

$$
\Omega_{+}\left(\epsilon_{1}, \epsilon_{2}\right)=\left\{x \in \tilde{\Omega}: u_{2}(x)+\epsilon_{2}>u_{1}(x)+\epsilon_{1}\right\}
$$

and note that the integrands of $\int_{\tilde{\Omega}}$ in (2.2) (with $w_{i}=v_{i}$ ) vanish outside this set. The first integral on the left-hand side of (2.2) equals

$$
-\int_{\Omega_{+}\left(\epsilon_{1}, \epsilon_{2}\right)}\left(\left|\nabla u_{2}-\frac{u_{2}+\epsilon_{2}}{u_{1}+\epsilon_{1}} \nabla u_{1}\right|^{2}+\left|\nabla u_{1}-\frac{u_{1}+\epsilon_{1}}{u_{2}+\epsilon_{2}} \nabla u_{2}\right|^{2}\right)
$$

which is nonpositive. On the other hand, as $0<\epsilon_{2}<\epsilon_{1} \rightarrow 0$, the first term on the right-hand side of (2.2) converges to

$$
\int_{\Omega_{+}(0,0)} b(x)\left(u_{2}^{p-1}-u_{1}^{p-1}\right)\left(u_{2}^{2}-u_{1}^{2}\right)
$$

and the other two remaining terms in (2.2) converge to 0 . Therefore we would have a contradiction unless $\Omega_{+}(0,0)$ has measure 0 , i.e., $u_{1} \geq u_{2}$ on $\tilde{\Omega}$.

Remark 2.2. The conclusion of Lemma 2.1 holds under much weaker conditions; see, e.g., Lemma 1.1 in [MV], where $\Omega_{0}$ is empty.

Lemma 2.3. For any given positive function $\phi \in C^{2+\mu}\left(\partial \Omega_{0}\right)$ and $a \in(-\infty, \infty)$, the problem

$$
\begin{equation*}
-\Delta u=a u-b(x) u^{p} \text { in } \Omega \backslash \bar{\Omega}_{0} ;\left.u\right|_{\partial \Omega_{0}}=\phi,\left.B u\right|_{\partial \Omega}=0 \tag{2.3}
\end{equation*}
$$

has a unique positive solution.
Proof. Let $a^{*}=\max \left\{\lambda_{1}(\Omega), a\right\}$. Then choose a smooth nonnegative function $b^{*}(x)$ such that $b^{*}(x) \leq b(x)$ on $\Omega \backslash \Omega_{0}$ and $\Omega_{0}^{*} \equiv\left\{x \in \bar{\Omega}: b^{*}(x)=0\right\}$ has small volume so that $\lambda_{1}^{D}\left(\Omega_{0}^{*}\right)>a^{*}$. Then, by Theorem 2 of $[\mathrm{Ou}]$ (see also [AT], [dP], or [FKLM] for the Robin boundary conditions), there is a unique positive solution $u^{*}$ for the problem

$$
-\Delta u=a^{*} u-b^{*}(x) u^{p},\left.\quad B u\right|_{\partial \Omega}=0
$$

Choose a large constant $M>1$ such that $M u^{*}>\phi$ on $\partial \Omega_{0}$. Then it is easily checked that $M u^{*}$ is a supersolution to (2.3). Clearly $u \equiv 0$ is a subsolution to (2.3). Therefore, (2.3) has at least one positive solution (see, for example, [St]). By Lemma 2.1, there is at most one positive solution. Hence (2.3) has a unique positive solution. $\quad \square$

THEOREM 2.4. For any $a \in(-\infty, \infty)$, (1.3) has a minimal positive solution $\underline{U}_{a}$ and a maximal positive solution $\bar{U}_{a}$ in the sense that any positive solution $u$ of (1.3) satisfies $\underline{U}_{a}(x) \leq u(x) \leq \bar{U}_{a}(x)$.

Proof. Let $u_{c}(x)$ denote the unique positive solution of (2.3) with $\phi(x) \equiv c>0$. We know from Lemma 2.1 that $c \rightarrow u_{c}(x)$ is increasing. If we can show that $u_{c}(x)$ is bounded from above by some function $V(x)$ which is uniformly bounded on all compact subsets of $\bar{\Omega} \backslash \bar{\Omega}_{0}$, then a simple regularity and compactness argument shows that $u_{\infty}(x) \equiv \lim _{c \rightarrow \infty} u_{c}(x)$ is a solution of (1.3). We now set out to find such a function $V$.

We can find a nonnegative function $b^{*}(x)$ in $C^{2}\left(\bar{\Omega} \backslash \Omega_{0}\right)$ such that

$$
0<b^{*}(x) \leq b(x) \quad \forall x \in \bar{\Omega} \backslash \bar{\Omega}_{0}
$$

Such a function is easy to construct for $x$ bounded away from $\partial \Omega_{0}$. For $x$ satisfying $0<d\left(x, \Omega_{0}\right)<\delta$, where $\delta>0$ is small such that $x \rightarrow d\left(x, \Omega_{0}\right)$ is $C^{2}$, we can define

$$
b^{*}(x)=f\left(d\left(x, \Omega_{0}\right)\right), \quad \text { where } f(\eta)=\int_{0}^{\eta} \int_{0}^{\xi}\left[\min _{d\left(x, \Omega_{0}\right) \geq s} b(x)\right] d s d \xi
$$

We now fix a $c_{0}>0$ and define $V^{*}(x)$ such that
(i) $V^{*}(x)=u_{c_{0}}(x)$ for $x \in \bar{\Omega}$ and near $\partial \Omega$;
(ii) $V^{*}(x)=\left[b^{*}(x)\right]^{\beta}, \beta=3 /(1-p)$ for $x$ satisfying $0<d\left(x, \Omega_{0}\right)<\delta$;
(iii) $V^{*}$ is $C^{2}$ and positive on $\bar{\Omega} \backslash \bar{\Omega}_{0}$.

We show that, for all large constant $M>0, V(x)=M V^{*}(x)$ meets our requirement specified earlier.

Since

$$
B V(x)=B M u_{c_{0}}(x)=0 \forall x \in \partial \Omega \text { and } \lim _{d\left(x, \Omega_{0}\right) \rightarrow 0}\left[u_{c}(x)-V(x)\right]=-\infty<0,
$$

by Lemma 2.1, we will have $u_{c}(x) \leq V(x) \forall x \in \bar{\Omega} \backslash \bar{\Omega}_{0}$ if we can show that

$$
\begin{equation*}
-\Delta V \geq a V-b(x) V^{p} \quad \forall x \in \Omega \backslash \bar{\Omega}_{0} \tag{2.4}
\end{equation*}
$$

For $x$ satisfying $0<d\left(x, \Omega_{0}\right)<\delta$, a direct calculation gives

$$
\begin{gathered}
-\Delta V-a V+b(x) V^{p} \\
=-\beta M\left[b^{*}(x)\right]^{\beta-1} \Delta b^{*}(x)-\beta(\beta-1) M\left[b^{*}(x)\right]^{\beta-2}\left|\nabla b^{*}(x)\right|^{2}-a M\left[b^{*}(x)\right]^{\beta}+M^{p} b(x)\left[b^{*}(x)\right]^{p \beta} \\
\geq M\left[b^{*}(x)\right]^{p \beta+1}\left\{-\beta b^{*}(x) \Delta b^{*}(x)-\beta(\beta-1)\left|\nabla b^{*}(x)\right|^{2}-a\left[b^{*}(x)\right]^{2}+M^{p-1}\right\}>0
\end{gathered}
$$

$\forall$ large $M>0$. For $x \in \bar{\Omega}$ satisfying $d\left(x, \Omega_{0}\right) \geq \delta$,

$$
-\Delta V-a V+b(x) V^{p}=M\left[-\Delta V^{*}-a V^{*}+b(x) M^{p-1} V^{* p}\right] \geq 0
$$

$\forall$ large $M$. Hence (2.4) is always satisfied if $M$ is large.
By Lemma 2.1, any solution $u$ of (1.3) satisfies $u \geq u_{c}$ for every $c>0$. Hence $\underline{U} \equiv \lim _{c \rightarrow \infty} u_{c} \leq u$ and $\underline{U}$ is a minimal positive solution of (1.3).

To show the existence of a maximal solution for (1.3), we consider the problem

$$
-\Delta u=a u-b(x) u^{p} \text { in } \Omega \backslash \bar{\Omega}_{n},\left.\quad u\right|_{\partial \Omega_{n}}=\infty,\left.B u\right|_{\partial \Omega}=0
$$

where $\Omega_{n} \equiv\left\{x \in \Omega: d\left(x, \Omega_{0}\right)<1 / n\right\}$.
A similar but simpler (since $b(x)>0$ on $\bar{\Omega} \backslash \Omega_{n}$ ) argument shows that this problem has a minimal positive solution $u_{n}$. Using Lemma 2.1 , we see that for any positive solution $u$ of (1.3), $u_{n} \geq u_{n+1} \geq u$ on $\Omega \backslash \bar{\Omega}_{n}$. Hence $\bar{U}(x)=\lim _{n \rightarrow \infty} u_{n}(x) \geq u(x)$. But one easily sees that $\bar{U}$ is a positive solution of (1.3). Hence it is a maximal positive solution. This finishes the proof of Theorem 2.4.

Remark 2.5. To show the convergence of $u_{c}$ as $c \rightarrow \infty$, we actually need to find only, for each open set $O$ with $\bar{O} \subset \bar{\Omega} \backslash \bar{\Omega}_{0}$, a function $V_{O}$ such that $V_{O} \geq u_{c}$ on $O$ for all $c$. This is much easier to do and requires no regularity on $\partial \Omega_{0}$. In fact, in a number of places in this paper, our assumption on the regularity of the domain is more than necessary. Here we have kept the above longer proof because it shows that if $b(x)$ is $C^{2}$ near $\partial \Omega_{0}$, then $\underline{U}_{a}(x) \leq M[b(x)]^{3 /(1-p)}$ for $x$ near $\partial \Omega_{0}$.

Next we discuss the uniqueness of the positive solutions of (1.3). The following result will be useful in our proof of the uniqueness result.

LEmma 2.6. Let $b^{*} \in C^{\mu}(\bar{\Omega})$ be such that $b^{*}(x)>0 \forall x \in \bar{\Omega} \backslash \partial \Omega_{0}$. Then, for any $a \in(-\infty, \infty)$, the problem

$$
\begin{equation*}
-\Delta u=a u-b^{*}(x) u^{p} \text { in } \Omega,\left.\quad u\right|_{\partial \Omega}=\infty \tag{2.5}
\end{equation*}
$$

has at least one positive solution.
Proof. Choose subdomains $\Omega_{1}$ and $\Omega_{2}$ such that

$$
\bar{\Omega}_{0} \subset \subset \Omega_{1}, \bar{\Omega}_{1} \subset \subset \Omega_{2}, \bar{\Omega}_{2} \subset \subset \Omega
$$

By [MV], the problem

$$
-\Delta u=a u-b^{*}(x) u^{p} \text { in } \Omega \backslash \bar{\Omega}_{1},\left.\quad u\right|_{\partial \Omega}=\infty,\left.u\right|_{\partial \Omega_{1}}=\infty
$$

has a positive solution $u_{1}(x)$.
Let $a^{*}>\max \left\{a, \lambda_{1}(\Omega)\right\}$. Then the problem

$$
-\Delta u=a^{*} u-b^{*}(x) u^{p} \text { in } \Omega,\left.\quad u\right|_{\partial \Omega}=0
$$

has a positive solution $u_{2}(x)$ (see, e.g., $[\mathrm{dP}]$ ).
Now we define $u^{*} \in C^{2}(\bar{\Omega})$ such that
(i) $u^{*}(x)=u_{1}(x)$ for $x \in \Omega \backslash \Omega_{2}$;
(ii) $u^{*}(x)=u_{2}(x)$ for $x \in \Omega_{1}$;
(iii) $u^{*}(x)>0$ on $\Omega$.

Then it is easily checked that for all large constant $M>0, U=M u^{*}$ satisfies

$$
-\Delta U(x) \geq a U(x)-b^{*}(x) U^{p}(x) \quad \forall x \in \Omega
$$

A super- and subsolution argument, together with the use of Lemma 2.1, shows that the problem

$$
-\Delta u=a u-b^{*}(x) u^{p} \text { in } \Omega,\left.\quad u\right|_{\partial \Omega}=n
$$

has a unique positive solution $u_{n}$ and $u_{n} \leq u_{n+1} \leq U$ on $\Omega$. Hence $u_{\infty}(x) \equiv$ $\lim _{n \rightarrow \infty} u_{n}(x)$ exists and is a positive solution of (2.5). This finishes the proof of Lemma 2.6. $\quad$ -

Remark 2.7. It is easy to show that (2.5) has a unique positive solution (see [MV]). Lemma 2.6 generalizes earlier results of this type (see, e.g., [BM], [MV]), where $b^{*}>0$ on the entire domain is required. One easily sees from the above proof how this result can be generalized to the case that $b^{*}$ vanishes on the closure of a subdomain of $\Omega$.

THEOREM 2.8. Denote $d(x)=d\left(x, \Omega_{0}\right)$. Suppose there exist positive constants $\alpha$ and $c$ such that

$$
\lim _{d(x) \rightarrow 0} b(x) /[d(x)]^{\alpha}=c
$$

Then for any $a \in(-\infty, \infty)$, problem (1.3) has a unique positive solution $U_{a}$. Moreover,

$$
\lim _{d(x) \rightarrow 0}[d(x)]^{(\alpha+2) /(p-1)} U_{a}(x)=\left(\frac{(2+\alpha)(1+\alpha+p)}{c(p-1)^{2}}\right)^{1 /(p-1)}
$$

Proof. Given any small $\epsilon>0$, we fix a $\delta>0$ small such that
(i) $d(x)$ is $C^{2} \forall x$ satisfying $0<d(x)<2 \delta$;
(ii) $\left|\frac{2+\alpha}{p-1} \Delta d(x) s-a s^{2}\right|<\epsilon \forall s \in[0,2 \delta]$ and $x$ satisfying $0<d(x)<2 \delta$;
(iii) $(c-\epsilon) d(x)^{\alpha} \leq b(x) \leq(c+\epsilon) d(x)^{\alpha} \forall x$ with $0<d(x)<2 \delta$.

Denote $\beta=-\frac{2+\alpha}{p-1}$, and let

$$
\begin{equation*}
\underline{\xi}=\left(\frac{\beta(\beta-1)-\epsilon}{c+\epsilon}\right)^{1 /(p-1)}, \bar{\xi}=\left(\frac{\beta(\beta-1)+\epsilon}{c-\epsilon}\right)^{1 /(p-1)} \tag{2.6}
\end{equation*}
$$

and for $\sigma \in(0, \delta)$, define

$$
\underline{v}_{\sigma}=[d(x)+\sigma]^{\beta} \underline{\xi}, \quad \bar{v}_{\sigma}=[d(x)-\sigma]^{\beta} \bar{\xi} .
$$

Since $|\nabla d(x)| \equiv 1$ and $b(x) \geq(c-\epsilon)[d(x)-\sigma]^{\alpha}$ when $\sigma<d(x)<2 \delta$, we easily obtain

$$
\begin{gathered}
-\Delta \bar{v}_{\sigma}-a \bar{v}_{\sigma}+b(x)\left(\bar{v}_{\sigma}\right)^{p} \\
=\bar{\xi}\left\{-\beta[d(x)-\sigma]^{\beta-1} \Delta d(x)-\beta(\beta-1)[d(x)-\sigma]^{\beta-2}-a[d(x)-\sigma]^{\beta}+b(x)[d(x)-\sigma]^{\beta p} \bar{\xi}^{p-1}\right\} \\
\geq \bar{\xi}[d(x)-\sigma]^{\beta-2}\left\{-\beta \Delta d(x)[d(x)-\sigma]-a[d(x)-\sigma]^{2}+\epsilon\right\} \\
\geq 0 \quad \forall x \text { satisfying } \sigma<d(x)<2 \delta
\end{gathered}
$$

Similarly, since $b(x)<(c+\epsilon)[d(x)+\sigma]^{\alpha}$ when $d(x)+\sigma<2 \delta$,

$$
\begin{gathered}
-\Delta \underline{v}_{\sigma}-a \underline{v}_{\sigma}+b(x)\left(\underline{v}_{\sigma}\right)^{p} \\
\leq \underline{\xi}[d(x)+\sigma]^{\beta-2}\left\{-\beta \Delta d(x)[d(x)+\sigma]-a[d(x)+\sigma]^{2}-\epsilon\right\} \\
\leq 0 \quad \forall x \text { satisfying } d(x)+\sigma<2 \delta .
\end{gathered}
$$

Let $w$ be the positive solution of (2.5) with $\Omega$ replaced by $\Omega_{\delta} \equiv\left\{x \in \Omega: d\left(x, \Omega_{0}\right)<\right.$ $\delta\}$ and $b^{*} \in C^{\mu}\left(\overline{\Omega_{\delta}}\right)$ satisfying $b^{*}(x)=b(x)$ for $x \in \overline{\Omega_{\delta}} \backslash \Omega_{0}$ and $b^{*}(x)>0$ for $x \in \Omega_{0}$.

Suppose that $u$ is any positive solution of (1.3). Then one easily checks that $v=u+w$ satisfies

$$
-\Delta v \geq a v-b(x) v^{p} \quad \text { in } \Omega_{\delta} \backslash \overline{\Omega_{0}}
$$

Since

$$
\left.v\right|_{\partial \Omega_{0}}=\infty>\left.\underline{v}_{\sigma}\right|_{\partial \Omega_{0}} \text { and }\left.v\right|_{\partial \Omega_{\delta}}=\infty>\left.\underline{v}_{\sigma}\right|_{\partial \Omega_{\delta}}
$$

by Lemma 2.1,

$$
\begin{equation*}
u+w \geq \underline{v}_{\sigma} \text { on } \Omega_{\delta} \backslash \bar{\Omega}_{0} \tag{2.7}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\bar{v}_{\sigma}+w \geq u \text { on } \Omega_{\delta} \backslash \bar{\Omega}_{\sigma} . \tag{2.8}
\end{equation*}
$$

Letting $\sigma \rightarrow 0$ in (2.7) and (2.8), we deduce

$$
d(x)^{\beta} \bar{\xi}+2 w \geq u+w \geq d(x)^{\beta} \underline{\xi} \quad \forall x \in \Omega_{\delta} \backslash \bar{\Omega}_{0} .
$$

Since $w$ is uniformly bounded on $\partial \Omega_{0}$, it follows that

$$
\begin{equation*}
\underline{\xi} \leq \underline{\lim }_{d(x) \rightarrow 0} d(x)^{-\beta} u(x) \leq \varlimsup_{\lim }^{d(x) \rightarrow 0} 10(x)^{-\beta} u(x) \leq \bar{\xi} \tag{2.9}
\end{equation*}
$$

Recalling (2.6) and letting $\epsilon \rightarrow 0$ in (2.9), we obtain

$$
\begin{equation*}
\lim _{d(x) \rightarrow 0} d(x)^{-\beta} u(x)=\left(\frac{\beta(\beta-1)}{c}\right)^{1 /(p-1)}=\left(\frac{(2+\alpha)(1+\alpha+p)}{c(p-1)^{2}}\right)^{1 /(p-1)} \tag{2.10}
\end{equation*}
$$

Suppose now $u_{1}$ and $u_{2}$ are two positive solutions of (1.3). By (2.10), for any $\epsilon>0$,

$$
\lim _{d(x) \rightarrow 0}\left[u_{1}(x)-(1+\epsilon) u_{2}(x)\right]=-\infty, \lim _{d(x) \rightarrow 0}\left[u_{2}(x)-(1+\epsilon) u_{1}(x)\right]=-\infty
$$

Let us denote $w_{i}=(1+\epsilon) u_{i}, i=1,2$. Clearly,

$$
-\Delta w_{i} \geq a w_{i}-b(x) w_{i}^{p} \text { in } \Omega \backslash \bar{\Omega}_{0}, \quad B w_{i}=0 \text { on } \partial \Omega
$$

Hence we can use Lemma 2.1 to conclude that

$$
u_{1}(x) \leq(1+\epsilon) u_{2}(x), \quad u_{2}(x) \leq(1+\epsilon) u_{1}(x) \quad \forall x \in \Omega \backslash \bar{\Omega}_{0}
$$

Letting $\epsilon \rightarrow 0$, we obtain $u_{1} \equiv u_{2}$. This finishes the proof of Theorem 2.8. $\quad \square$
Remark 2.9. From the above proof, we easily see that if $b(x)>0$ on $\bar{\Omega} \backslash \Omega_{0}$ and if the condition of Theorem 2.8 holds with $\alpha=0$, then the uniqueness conclusion and the asymptotic formula near $\partial \Omega_{0}$ (with $\alpha=0$ ) are also valid. In fact, it is easy to show by a simple variant of the techniques in [MV] that when $b(x)>0$ on $\bar{\Omega} \backslash \Omega_{0}$, (1.3) always has a unique positive solution. We suspect that, even in our case where $b(x)$ vanishes on $\partial \Omega_{0}$, the condition $\lim _{d(x) \rightarrow 0} b(x) /[d(x)]^{\alpha}=c$ in Theorem 2.8 is unnecessary for uniqueness.

By using Lemma 2.1 and a simple compactness argument, we deduce easily the following result.

Corollary 2.10. Suppose that (1.3) has a unique positive solution $U_{a}$. Then
(i) $a \rightarrow U_{a}$ is continuous as a map from $(-\infty, \infty)$ to $C^{2+\mu}(K)$ for any compact set $K \subset \bar{\Omega} \backslash \bar{\Omega}_{0}$;
(ii) for any fixed $x \in \Omega \backslash \bar{\Omega}_{0}, a \rightarrow U_{a}(x)$ is strictly increasing.
3. Blow-up solutions of problem (1.1). In this section, we study the blow-up solutions of (1.1) as $a \rightarrow a_{0}$. It is well known that $a \rightarrow u_{a}(x)$ is strictly increasing for $a \in\left(\lambda_{1}(\Omega), a_{0}\right)$. Therefore, to study the behavior of $\lim _{a \rightarrow a_{0}} u_{a}(x)$, it suffices to study this limit when $a \rightarrow a_{0}$ is replaced by some sequence $a_{n} \rightarrow a_{0}$. To this end, we let

$$
\Omega_{n}=\left\{x \in \Omega: d\left(x, \Omega_{0}\right)<1 / n\right\}
$$

Without loss of generality, we may assume that $\Omega_{n} \subset \subset \Omega$ for all $n \geq 1$. Let $a_{n}=$ $\lambda_{1}^{D}\left(\Omega_{n}\right)$. Then we have

$$
\lambda_{1}(\Omega)<a_{n}<a_{0}, \quad a_{n} \rightarrow a_{0} \text { as } n \rightarrow \infty
$$

We denote $u_{n}=u_{a_{n}}$, i.e.,

$$
-\Delta u_{n}=a_{n} u_{n}-b(x) u_{n}^{p} \text { in } \Omega, \quad B u_{n}=0 \text { on } \partial \Omega
$$

LEMMA 3.1. $\lim _{n \rightarrow \infty} u_{n}(x)=\infty$ uniformly for $x$ in any compact set $K \subset \subset \Omega_{0}$.
Proof. Let $\phi_{0} \geq 0$ with $\left\|\phi_{0}\right\|_{\infty}=1$ be the eigenfunction corresponding to $a_{0}=$ $\lambda_{1}^{D}\left(\Omega_{0}\right)$,

$$
-\Delta \phi_{0}=a_{0} \phi_{0},\left.\quad \phi_{0}\right|_{\partial \Omega_{0}}=0
$$

and let

$$
\alpha_{0}=\inf _{x \in \Omega_{0}} u_{1}(x), \quad \beta_{0}=\min _{x \in K} \phi_{0}(x) .
$$

Clearly,

$$
\begin{equation*}
\alpha_{0}>0, \beta_{0}>0, \quad u_{n}(x) \geq u_{1}(x) \geq \alpha_{0} \forall n \geq 1, x \in \Omega_{0} . \tag{3.1}
\end{equation*}
$$

Given any large number $M>0$, we can find a domain $K^{*}$ satisfying $K \subset K^{*} \subset \subset \Omega_{0}$ such that

$$
\begin{equation*}
\phi_{0}(x)<\alpha_{0} \beta_{0} /(2 M) \forall x \in \partial K^{*} . \tag{3.2}
\end{equation*}
$$

By a standard interior regularity argument (see, e.g., the proof of Theorem 2.1 in [BNV]), $\phi_{n} \rightarrow \phi_{0}$ uniformly on $K^{*}$, where $\phi_{n}$ is given by

$$
-\Delta \phi_{n}=a_{n} \phi_{n},\left.\quad \phi_{n}\right|_{\partial \Omega_{n}}=0, \quad \phi_{n} \geq 0,\left\|\phi_{n}\right\|_{\infty}=1 .
$$

Thus, by (3.2) and the definition of $\beta_{0}, \forall$ large $n$,

$$
\begin{equation*}
\left(M / \beta_{0}\right) \phi_{n}(x)<\alpha_{0} \forall x \in \partial K^{*} ; \quad\left(M / \beta_{0}\right) \phi_{n}(x)>M / 2 \forall x \in K . \tag{3.3}
\end{equation*}
$$

Recall that $b(x)=0$ on $K^{*}$. Hence $u_{n}$ and $\left(M / \beta_{0}\right) \phi_{n}$ satisfy the same equation $-\Delta u=a_{n} u$. It now follows from (3.1) and (3.3) that $\left(M / \beta_{0}\right) \phi_{n}$ and $u_{n}$ are, respectively, sub- and supersolutions of the problem

$$
-\Delta u=a_{n} u \text { in } K^{*},\left.\quad u\right|_{\partial K^{*}}=\alpha_{0} .
$$

As $a_{n}<a_{0}<\lambda_{1}^{D}\left(K^{*}\right)$, it follows from the maximum principle that $\forall$ large $n$,

$$
u_{n}(x) \geq\left(M / \beta_{0}\right) \phi_{n}(x) \geq M / 2 \quad \forall x \in K \subset K^{*} .
$$

Since $M>0$ is arbitrary, this shows $\lim _{n \rightarrow \infty} u_{n}(x)=\infty$ uniformly in $K$.
Remark 3.2. Lemma 3.1 is related to Theorem 3 of [dP].
Since $\partial \Omega_{0}$ is $C^{2+\mu}$, it satisfies a uniform interior ball condition: There exists $R>0$ such that for any $x \in \partial \Omega_{0}$, there is a ball $B_{x}$ of radius $R$ such that $B_{x} \subset \bar{\Omega}_{0}$ and $B_{x} \cap \partial \Omega_{0}=\{x\}$.

Lemma 3.3. Let $x_{n} \in \partial \Omega_{0}$ be such that

$$
u_{n}\left(x_{n}\right)=\min _{x \in \partial \Omega_{0}} u_{n}(x) .
$$

If $\left\{u_{n}\left(x_{n}\right)\right\}$ is bounded, then we can find a constant $\sigma>0$ and a sequence $c_{n} \rightarrow \infty$ such that

$$
\begin{equation*}
u_{n}(x) \geq u_{n}\left(x_{n}\right)+c_{n} \psi(x) \quad \text { whenever } R / 2 \leq\left|x-y_{n}\right| \leq R, \tag{3.4}
\end{equation*}
$$

where $\psi(x)=e^{-\sigma\left|x-y_{n}\right|^{2}}-e^{-\sigma R^{2}}$ and $y_{n}$ is the center of the ball $B_{x_{n}}$.
Proof. A simple calculation gives

$$
\Delta \psi+a_{n} \psi=\left(4 \sigma^{2}\left|x-y_{n}\right|^{2}-2 N \sigma+a_{n}\right) e^{-\sigma\left|x-y_{n}\right|^{2}}-a_{n} e^{-\sigma R^{2}} .
$$

We can choose a large $\sigma>0$ such that

$$
-\Delta \psi(x) \leq a_{n} \psi(x) \quad \forall x \in B_{x_{n}} \backslash B_{R / 2}\left(y_{n}\right),
$$

where $B_{R / 2}\left(y_{n}\right)=\left\{x \in R^{N}:\left|x-y_{n}\right|<R / 2\right\}$.

Choose a compact set $K \subset \subset \Omega_{0}$ such that $K \supset \cup_{n=1}^{\infty} B_{R / 2}\left(y_{n}\right)$. By Lemma 3.1 and the assumption that $\left\{u_{n}\left(x_{n}\right)\right\}$ is bounded, we can find a sequence $c_{n} \rightarrow \infty$ such that

$$
u_{n}(x) \geq u_{n}\left(x_{n}\right)+c_{n}\left(e^{-\sigma R^{2} / 4}-e^{-\sigma R^{2}}\right) \quad \forall x \in B_{R / 2}\left(y_{n}\right) \subset K .
$$

On the other hand, since $a_{n}<a_{0}$, by the maximum principle, $u_{n}(x) \geq u_{n}\left(x_{n}\right) \forall x \in$ $\Omega_{0}$. In particular, $u_{n}(x) \geq u_{n}\left(x_{n}\right)$ on $\partial B_{x_{n}}$. Thus we see that $u_{n}$ is a supersolution to the problem

$$
\left\{\begin{array}{l}
-\Delta u=a_{n} u \text { in } B_{x_{n}} \backslash \bar{B}_{R / 2}\left(y_{n}\right),  \tag{3.5}\\
\left.u\right|_{\partial B_{x_{n}}}=u_{n}\left(x_{n}\right),\left.u\right|_{\partial B_{R / 2}\left(y_{n}\right)}=u_{n}\left(x_{n}\right)+c_{n}\left(e^{-\sigma R^{2} / 4}-e^{-\sigma R^{2}}\right) .
\end{array}\right.
$$

But clearly, $u_{n}\left(x_{n}\right)+c_{n} \psi(x)$ is a subsolution to (3.5). Hence, since $a_{n}<a_{0}<$ $\lambda_{1}^{D}\left(B_{x_{n}} \backslash \bar{B}_{R / 2}\left(y_{n}\right)\right)$, by the maximum principle,

$$
u_{n}(x) \geq u_{n}\left(x_{n}\right)+c_{n} \psi(x) \text { whenever } R / 2 \leq\left|x-y_{n}\right| \leq R,
$$

as required.
Lemma 3.4. $\lim _{n \rightarrow \infty} u_{n}(x)=\infty$ uniformly on $\bar{\Omega}_{0}$.
Proof. By the maximum principle, it suffices to show that

$$
u_{n}\left(x_{n}\right)=\min _{x \in \partial \Omega_{0}} u_{n}(x) \rightarrow \infty .
$$

We argue indirectly. Suppose that this is not true. Then by passing to a subsequence, we may assume that $\left\{u_{n}\left(x_{n}\right)\right\}$ is bounded: $u_{n}\left(x_{n}\right) \leq C \forall n$.

Clearly, $u_{n}$ is a supersolution to

$$
\begin{equation*}
-\Delta u=a_{n} u-b(x) u^{p} \text { in } \Omega \backslash \bar{\Omega}_{0} ;\left.u\right|_{\partial \Omega_{0}}=u_{n}\left(x_{n}\right),\left.B u\right|_{\partial \Omega}=0 . \tag{3.6}
\end{equation*}
$$

By Lemma 2.3, (3.6) has a unique positive solution, which we denote as $v_{n}$. By Lemma 2.1, we deduce $u_{n} \geq v_{n}$ on $\Omega \backslash \Omega_{0}$. Replacing $u_{n}\left(x_{n}\right)$ in (3.6) by its upper bound $C$, we similarly obtain a unique positive solution $V$ of (3.6) and by Lemma 2.1, $v_{n} \leq V$ on $\Omega \backslash \Omega_{0}$. In particular, $\left\|v_{n}\right\|_{L^{\infty}\left(\Omega \backslash \Omega_{0}\right)}$ is bounded. Then the $L^{p}$-estimates and the Sobolev imbedding theorems (see $[\mathrm{GT}]$ ) imply that $\left\{v_{n}\right\}$ is bounded in $C^{1}\left(\bar{\Omega} \backslash \Omega_{0}\right)$. In particular, $\left|\nabla v_{n}\left(x_{n}\right)\right|$ is bounded. Since

$$
u_{n}(x) \geq v_{n}(x) \quad \forall x \in \Omega \backslash \Omega_{0} \quad \text { and } u_{n}\left(x_{n}\right)=v_{n}\left(x_{n}\right),
$$

we have

$$
\partial u_{n}\left(x_{n}\right) / \partial \nu_{n} \leq \partial v_{n}\left(x_{n}\right) / \partial \nu_{n} \leq C_{0}
$$

for some $C_{0}>0$, where $\nu_{n}=\left(y_{n}-x_{n}\right) /\left|y_{n}-x_{n}\right|$ and $y_{n}$ is as in Lemma 3.3.
On the other hand, by Lemma 3.3,

$$
\partial u_{n}\left(x_{n}\right) / \partial \nu_{n} \geq c_{n} \partial \psi\left(x_{n}\right) / \partial \nu_{n}=c_{n}\left[2 \sigma R e^{-\sigma R^{2}}\right] \rightarrow \infty
$$

as $n \rightarrow \infty$. This contradiction finishes the proof.
Lemma 3.5. For any compact set $K \subset \bar{\Omega} \backslash \bar{\Omega}_{0}, u_{n} \rightarrow U_{a_{0}}$ in $C^{2+\mu}(K)$ as $n \rightarrow \infty$.
Proof. By Lemma 2.1, $u_{n} \leq \underline{U}_{a_{0}}$ on $\Omega \backslash \bar{\Omega}_{0}$. Since $u_{n}(x) \leq u_{n+1}(x), \lim _{n \rightarrow \infty} u_{n}(x)=$ $u_{\infty}(x)$ exists. It follows that $u_{\infty}$ satisfies (1.3) with $a=a_{0}$. Here the fact that
$u_{\infty}=\infty$ on $\partial \Omega_{0}$ follows from $u_{n}(x) \leq u_{n+1}(x)$ and $u_{n}(x) \rightarrow \infty$ uniformly on $\partial \Omega_{0}$ by Lemma 3.4. By Theorem 2.4, we necessarily have $u_{\infty}=\underline{U}_{a_{0}}$.

Using Sobolev imbedding theorems and interior estimates, we easily see that $u_{n} \rightarrow \underline{U}_{a_{0}}$ in $C^{2+\mu}(K)$ as $n \rightarrow \infty$, for any compact set $K \subset \bar{\Omega} \backslash \bar{\Omega}_{0}$.

From Lemmas 3.4 and 3.5, we obtain immediately the following result.
TheOrem 3.6. Let $a_{0}=\lambda_{1}^{D}\left(\Omega_{0}\right)$. Then
(i) $u_{a} \rightarrow \infty$ uniformly on $\bar{\Omega}_{0}$ as a $\nearrow a_{0}$;
(ii) $u_{a} \rightarrow \underline{U}_{a_{0}}$ in $C^{2+\mu}(K)$, as a $\nearrow a_{0}$, for any compact set $K \subset \bar{\Omega} \backslash \bar{\Omega}_{0}$.

Clearly, Theorem 1.2 is a weaker version of Theorem 3.6.
4. Blow-up solutions of problem (1.2). In this section, we study how the solutions of (1.2) with admissible nontrivial nonnegative initial values blow up as $t \rightarrow \infty$ when $a \geq a_{0}=\lambda_{1}^{D}\left(\Omega_{0}\right)$.

Denote $X=C(\bar{\Omega})$ and $X^{+}=\{u \in X: u \geq 0 \quad \forall x \in \Omega\}$.
Lemma 4.1. Suppose $a \geq a_{0}$ and $u_{0} \in X^{+} \backslash\{0\}$. Then the unique solution $u(t, x)$ of (1.2) satisfies

$$
\lim _{t \rightarrow \infty} u(t, x)=\infty \quad \text { uniformly for } x \in \bar{\Omega}_{0}
$$

Proof. For $\epsilon>0$ small, let $u_{\epsilon}(t, x)$ be the unique solution to the problem

$$
\left\{\begin{array}{cl}
u_{t}-\Delta u=\left(a_{0}-\epsilon\right) u-b(x) u^{p}, & (t, x) \in(0, \infty) \times \Omega  \tag{4.1}\\
B u=0, & (t, x) \in(0, \infty) \times \partial \Omega \\
u(0, x)=u_{0}(x), & x \in \Omega
\end{array}\right.
$$

Since $a>a_{0}-\epsilon$, clearly, $u(t, x)$ is a supersolution of (4.1) and hence

$$
u(t, x) \geq u_{\epsilon}(t, x) \quad \forall(t, x) \in[0, \infty) \times \Omega
$$

For any given $M>0$, by Lemma 3.4, we can find $\epsilon_{0}>0$ such that the unique positive solution $u_{a_{0}-\epsilon_{0}}(x)$ of

$$
-\Delta u=\left(a_{0}-\epsilon_{0}\right) u-b(x) u^{p} \quad \text { in } \Omega,\left.\quad B u\right|_{\partial \Omega}=0
$$

satisfies $u_{a_{0}-\epsilon_{0}}(x)>M \forall x \in \bar{\Omega}_{0}$. But it is well known that $u_{\epsilon_{0}}(t, x) \rightarrow u_{a_{0}-\epsilon_{0}}(x)$ as $t \rightarrow \infty$ in the $L^{\infty}(\Omega)$ norm. Hence $\min _{x \in \bar{\Omega}_{0}} u(t, x) \geq M \forall$ large $t$. This implies that $u(t, x) \rightarrow \infty$ as $t \rightarrow \infty$ uniformly for $x \in \bar{\Omega}_{0}$.

Lemma 4.2. Suppose $a \geq a_{0}$ and $u_{0} \in X^{+} \backslash\{0\}$. Then the unique solution $u(t, x)$ of (1.2) satisfies
(i) $\lim _{t \rightarrow \infty} u(t, x) \geq \underline{U}_{a}(x)$ and $\overline{\lim }_{t \rightarrow \infty} u(t, x) \leq \bar{U}_{a}(x) \quad \forall x \in \bar{\Omega} \backslash \bar{\Omega}_{0}$;
(ii) if (1.3) has a unique positive solution denoted as $U_{a}$, then $\lim _{t \rightarrow \infty} u(t, \cdot)=U_{a}$ in $C^{2+\mu}(K)$ for any compact set $K \subset \bar{\Omega} \backslash \bar{\Omega}_{0}$.

Proof. Let us denote the unique positive solution of (2.3) with $\phi \equiv c>0$ by $u_{c}$. We first show that for any $v_{0} \in C\left(\bar{\Omega} \backslash \Omega_{0}\right)$ with $v_{0} \geq 0, v_{0} \not \equiv 0$, the unique solution $v(t, x)$ of

$$
\left\{\begin{array}{cl}
v_{t}-\Delta v=a v-b(x) v^{p}, & (t, x) \in(0, \infty) \times\left[\Omega \backslash \bar{\Omega}_{0}\right]  \tag{4.2}\\
v(t, x)=c, & (t, x) \in(0, \infty) \times \partial \Omega_{0} \\
B v(t, x)=0, & (t, x) \in(0, \infty) \times \partial \Omega \\
v(0, x)=v_{0}(x), & x \in \Omega \backslash \bar{\Omega}_{0}
\end{array}\right.
$$

satisfies

$$
v(t, x) \rightarrow u_{c}(x) \text { as } t \rightarrow \infty \text { uniformly for } x \in \bar{\Omega} \backslash \Omega_{0}
$$

Indeed, for any constant $M>1, M u_{c}$ is a supersolution of (2.3). Choose $M>1$ large such that $M u_{c}(x)>v(1, x)$ on $\Omega \backslash \Omega_{0}$ (note this is possible by the strong maximum principle), and let $\underline{v}(t, x)$ denote the unique solution of (4.2) with $v(0, x) \equiv 0$, and let $\bar{v}(t, x)$ denote the unique solution of (4.2) with $v(0, x) \equiv M u_{c}(x)$. Then $\underline{v}(t+1, x) \leq$ $v(t+1, x) \leq \bar{v}(t, x)$. But since $u_{c}$ is the only steady-state solution of (4.2), we have $\underline{v}(t, x) \rightarrow u_{c}(x)$ and $\bar{v}(t, x) \rightarrow u_{c}(x)$ as $t \rightarrow \infty$ uniformly for $x \in \bar{\Omega} \backslash \Omega_{0}$ (see, e.g., [Ma] or [Sa]). Hence $v(t, x) \rightarrow u_{c}(x)$ as $t \rightarrow \infty$ uniformly for $x \in \bar{\Omega} \backslash \Omega_{0}$.

By Lemma 2.1 and the properties of $\underline{U}_{a}$, for any $c>0, u_{c} \leq \underline{U}_{a}$ and $c \rightarrow u_{c}(x)$ is increasing. It then follows easily from the equation of $u_{c}$ that $u_{c} \rightarrow \underline{U}_{a}$ as $c \rightarrow \infty$ in $C^{2+\mu}(K)$ for any compact set $K \subset \bar{\Omega} \backslash \bar{\Omega}_{0}$.

For any give $\epsilon>0$, let $c_{0}>0$ be chosen such that

$$
\begin{equation*}
u_{c_{0}}(x)>\underline{U}_{a}(x)-\epsilon / 2 \quad \forall x \in K \tag{4.3}
\end{equation*}
$$

By Lemma 4.1 we can find $T>0$ such that the unique solution of (1.2) with initial value $u_{0} \in X^{+} \backslash\{0\}$ satisfies $u(t, x)>c_{0}$ for $t \geq T$ and $x \in \partial \Omega_{0}$. Therefore, $u(T+t, x)$ is a supersolution of (4.2) with $c=c_{0}$ and $v_{0}(x)=u(T, x)$. Hence, $u(t, x) \geq u_{c_{0}}(x)-\epsilon / 2$ for all large $t$ and $x \in \bar{\Omega} \backslash \bar{\Omega}_{0}$. Using (4.3), we see that $\forall$ large $t$,

$$
\begin{equation*}
u(t, x) \geq \underline{U}_{a}(x)-\epsilon \quad \forall x \in K \tag{4.4}
\end{equation*}
$$

This implies that

$$
\begin{equation*}
\underline{\lim }_{t \rightarrow \infty} u(t, x) \geq \underline{U}_{a}(x) \forall x \in \bar{\Omega} \backslash \bar{\Omega}_{0} \tag{4.5}
\end{equation*}
$$

Choose a large constant $M>1$ such that $M \underline{U}_{a}(x)>u(1, x)$ for all $x \in \bar{\Omega} \backslash \bar{\Omega}_{0}$ (note this is possible in the Dirichlet boundary condition case since $\underline{U}_{a}(x) \geq u_{a^{\prime}}(x)$ near $\partial \Omega$, where $a^{\prime} \in\left(\lambda_{1}(\Omega), \lambda_{1}^{D}\left(\Omega_{0}\right)\right)$ and $\partial u_{a^{\prime}} / \partial \nu<0$ on $\left.\partial \Omega\right)$. An application of the parabolic maximum principle shows that

$$
\begin{equation*}
u(t, x) \leq M \underline{U}_{a}(x) \quad \forall t>1, x \in \bar{\Omega} \backslash \bar{\Omega}_{0} . \tag{4.6}
\end{equation*}
$$

Now consider (4.2) with $\Omega_{0}$ replaced by $\Omega_{n}$, where $\Omega_{n}=\left\{x \in \Omega: d\left(x, \Omega_{0}\right)<1 / n\right\}$. We may assume that $\bar{\Omega}_{n} \subset \subset \Omega \forall n \geq 1$. Then, for any fixed $n$, as before, every solution $v_{n, c}(t, x)$ of (4.2) (with $\Omega_{0}$ replaced by $\Omega_{n}$ ) converges to the unique steadystate solution, which we denote as $v_{n, c}^{*}(x)$. By the parabolic maximum principle and (4.6), $\forall$ large $c, u(t, x) \leq v_{n, c}(t, x)$ for $(t, x) \in(0, \infty) \times \bar{\Omega} \backslash \Omega_{n}$, provided $v_{0}(x)=u(0, x)$. Thus

$$
\begin{equation*}
\varlimsup_{t \rightarrow \infty} u(t, x) \leq v_{n, c}^{*}(x) \quad \forall x \in \bar{\Omega} \backslash \Omega_{n} . \tag{4.7}
\end{equation*}
$$

By the proof of Theorem 2.4, as $c \rightarrow \infty, v_{n, c}^{*}(x) \rightarrow v_{n, \infty}^{*}(x)$, which is the minimal positive solution of (1.3) with $\Omega_{0}$ replaced by $\Omega_{n}$, and as $n \rightarrow \infty, v_{n, \infty}^{*}(x) \rightarrow \bar{U}_{a}(x)$, the maximal solution of (1.3). Therefore, by (4.7),

$$
\begin{equation*}
\varlimsup_{t \rightarrow \infty} u(t, x) \leq \bar{U}_{a}(x) \quad \forall x \in \bar{\Omega} \backslash \bar{\Omega}_{0} \tag{4.8}
\end{equation*}
$$

If (1.3) has a unique positive solution $U_{a}$, then by (4.5) and (4.8), we necessarily have

$$
\lim _{t \rightarrow \infty} u(t, x)=U_{a}(x) \quad \forall x \in \bar{\Omega} \backslash \bar{\Omega}_{0}
$$

Moreover, if $\left\{t_{n}\right\}$ is any sequence of positive numbers satisfying $t_{n} \rightarrow \infty$ as $n \rightarrow \infty$, then it follows from (4.6) that $\left\{u_{\infty}\left(t_{k},.\right): k \geq 1\right\}$ is bounded in $C(K)$. By regularity, it is compact in $C^{2+\mu}(K)$. Hence we can find a subsequence of $\left\{t_{k}\right\}$, still denoted by $\left\{t_{k}\right\}$, and some $C^{2}$ function $u_{\infty}$ such that

$$
u_{\infty}\left(t_{k}, .\right) \rightarrow u_{\infty} \text { in } C^{2+\mu}(K)
$$

But we must have $u_{\infty}=U_{a}$ by our previous discussions. This implies that $\lim _{t \rightarrow \infty} u(t,)=$. $U_{a}$ in the $C^{2+\mu}(K)$ norm. The proof of Lemma 4.2 is now complete.

Thus we have the following result which implies Theorem 1.3.
ThEOREM 4.3. Suppose $a \geq a_{0}=\lambda_{1}^{D}\left(\Omega_{0}\right)$ and $u_{0} \in X^{+} \backslash\{0\}$. Then the unique solution $u(t, x)$ of (1.2) satisfies
(i) $\lim _{t \rightarrow \infty} u(t, x)=\infty$ uniformly for $x \in \bar{\Omega}_{0}$.
(ii) $\underline{\lim }_{t \rightarrow \infty} u(t, x) \geq \underline{U}_{a}(x)$ and $\overline{\lim }_{t \rightarrow \infty} u(t, x) \leq \bar{U}_{a}(x) \quad \forall x \in \bar{\Omega} \backslash \bar{\Omega}_{0}$;
(iii) if (1.3) has a unique positive solution denoted as $U_{a}$, then $\lim _{t \rightarrow \infty} u(t,)=.U_{a}$ in $C^{2+\mu}(K)$ for any compact set $K \subset \bar{\Omega} \backslash \bar{\Omega}_{0}$.

As we are able to show that (1.3) has a unique positive solution only if certain conditions on $b(x)$ are satisfied (see Theorem 2.8), it is of some interest to see whether conclusion (ii) in Theorem 4.3 can be improved. We suspect that $\lim _{t \rightarrow \infty} u(t, x)=$ $\underline{U}_{a}(x)$, but again, can only prove this under some conditions on $b(x)$.

Proposition 4.4. Let us denote $d(x)=d\left(x, \Omega_{0}\right)$. If there exist constants $\alpha \geq$ $0, c_{1}>0, c_{2}>0$ and $\hat{\alpha} \in(\alpha, \alpha+2)$ such that

$$
\begin{equation*}
c_{1} d(x)^{\hat{\alpha}} \leq b(x) \leq c_{2} d(x)^{\alpha} \forall x \text { near } \partial \Omega_{0} \tag{4.9}
\end{equation*}
$$

then for $a \geq a_{0}$ and $u_{0} \in X^{+} \backslash\{0\}$, the unique solution $u(t, x)$ of (1.2) satisfies $\lim _{t \rightarrow \infty} u(t,)=.\underline{U}_{a}$ in $C^{2+\mu}(K)$ for any compact set $K \subset \bar{\Omega} \backslash \bar{\Omega}_{0}$.

Proof. To make the ideas more transparent, we divide the proof into two steps.
Step 1. The conclusion holds under the condition

$$
\begin{equation*}
\underline{\lim }_{d(x) \rightarrow 0} b(x)\left[\underline{U}_{a}(x)\right]^{p-1}>a / p \tag{4.10}
\end{equation*}
$$

We first show that there exists some large positive constant $C$ such that

$$
\begin{equation*}
u(t, x)-\underline{U}_{a}(x) \leq C \forall(t, x) \in(0, \infty) \times \bar{\Omega} \backslash \bar{\Omega}_{0} \tag{4.11}
\end{equation*}
$$

If this is not true, then we can find $\left(t_{n}, x_{n}\right)$ satisfying

$$
u\left(t_{n}, x_{n}\right)-\underline{U}_{a}\left(x_{n}\right)=\max \left\{u(t, x)-\underline{U}_{a}(x): 0 \leq t \leq n, x \in \bar{\Omega} \backslash \bar{\Omega}_{0}\right\} \rightarrow \infty
$$

as $n \rightarrow \infty$. By (4.6) and the fact that $\underline{U}_{a}(x)$ blows up at $\partial \Omega_{0}$, one easily sees that

$$
\begin{equation*}
x_{n} \in \Omega \backslash \bar{\Omega}_{0}, \quad d\left(x_{n}\right) \rightarrow 0 \tag{4.12}
\end{equation*}
$$

We now look at the equation satisfied by $u(t, x)-\underline{U}_{a}(x)$ :

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(u-\underline{U}_{a}\right)-\Delta\left(u-\underline{U}_{a}\right)=\left\{a-p b(x)\left[\theta u^{p-1}+(1-\theta) \underline{U}_{a}^{p-1}\right]\right\}\left(u-\underline{U}_{a}\right) \tag{4.13}
\end{equation*}
$$

where $\theta=\theta(t, x) \in(0,1)$. At $(t, x)=\left(t_{n}, x_{n}\right)$, because of (4.12), the left side of (4.13) is nonnegative. However, using (4.10), we see that the right side of (4.13) at $(t, x)=\left(t_{n}, x_{n}\right)$ is negative! This contradiction proves (4.11).

Given any small $\epsilon>0$, denote $\Omega_{\epsilon}=\left\{x \in \Omega: d\left(x, \Omega_{0}\right)<\epsilon\right\}$. By (4.11), we know that

$$
\begin{equation*}
u(t, x) \leq(1+\delta(\epsilon)) \underline{U}_{a}(x) \quad \forall t \geq 0, x \in \partial \Omega_{\epsilon} \tag{4.14}
\end{equation*}
$$

where $\delta(\epsilon)>0$ and converges to 0 as $\epsilon \rightarrow 0$. Let $v_{\epsilon}(t, x)$ denote the unique solution of

$$
\left\{\begin{array}{cl}
v_{t}-\Delta v=a v-b(x) v^{p}, & (t, x) \in(0, \infty) \times\left[\Omega \backslash \bar{\Omega}_{\epsilon}\right],  \tag{4.15}\\
v(t, x)=(1+\delta(\epsilon)) \underline{U}_{a}(x), & (t, x) \in(0, \infty) \times \partial \Omega_{\epsilon}, \\
B v(t, x)=0, & (t, x) \in(0, \infty) \times \partial \Omega \\
v(0, x)=M \underline{U}_{a}(x), & x \in \Omega \backslash \bar{\Omega}_{\epsilon} .
\end{array}\right.
$$

Then using (4.6), (4.14), and the parabolic maximum principle, we obtain

$$
\begin{equation*}
u(t+1, x) \leq v_{\epsilon}(t, x) \quad \forall t \geq 0, x \in \bar{\Omega} \backslash \bar{\Omega}_{\epsilon} \tag{4.16}
\end{equation*}
$$

By Lemma 2.3, problem (4.15) has a unique steady-state solution which we denote as $u_{\epsilon}(x)$. It follows that $v_{\epsilon}(t, x) \rightarrow u_{\epsilon}(x)$ as $t \rightarrow \infty$. Using Lemma 2.1, we easily deduce $u_{\epsilon}(x) \leq(1+\delta(\epsilon)) \underline{U}_{a}(x)$. Therefore, from (4.16), we have

$$
\varlimsup_{\lim }^{t \rightarrow \infty}, u(t, x) \leq(1+\delta(\epsilon)) \underline{U}_{a}(x) \quad \forall x \in \bar{\Omega} \backslash \bar{\Omega}_{\epsilon}
$$

Letting $\epsilon \rightarrow 0$, we finally obtain

$$
\varlimsup_{\lim }^{t \rightarrow \infty}, u(t, x) \leq \underline{U}_{a}(x) \quad \forall x \in \bar{\Omega} \backslash \bar{\Omega}_{0} .
$$

This combined with conclusion (ii) of Theorem 4.3 gives

$$
\lim _{t \rightarrow \infty} u(t, x)=\underline{U}_{a}(x) \quad \forall x \in \bar{\Omega} \backslash \bar{\Omega}_{0}
$$

As in the proof of Lemma 4.2, it follows then from the regularity of solutions that $\lim _{t \rightarrow \infty} u(t,)=.\underline{U}_{a}$ in $C^{2+\mu}(K)$ for any compact set $K \subset \bar{\Omega} \backslash \bar{\Omega}_{0}$.

Step 2. Condition (4.9) implies (4.10).
By (4.9), we can find $c_{2}^{\prime}>c_{2}$ and $c_{1}^{\prime} \in\left(0, c_{1}\right)$ such that

$$
c_{1}^{\prime} d(x)^{\hat{\alpha}} \leq b(x) \leq c_{2}^{\prime} d(x)^{\alpha} \forall x \in \bar{\Omega} \backslash \Omega_{0}
$$

Hence, one easily sees that $\underline{U}_{a}(x)$ is a supersolution to (1.3) with $b(x)$ replaced by $c_{2}^{\prime} d(x)^{\alpha}$, whose unique positive solution (guaranteed by Theorem 2.8 and Remark 2.9) we denote as $v(x)$. Considering that $v(x)$ can be obtained as the limit of the solutions of problem (2.3) with $\phi \equiv n \rightarrow \infty$ and $b(x)=c_{2}^{\prime} d(x)^{\alpha}$, one sees easily by Lemma 2.1 that $\underline{U}_{a}(x) \geq v(x)$. By Theorem 2.8 and Remark 2.9,

$$
\lim _{d(x) \rightarrow 0} d(x)^{\alpha+2} v(x)^{p-1}=c_{0}>0
$$

Hence,

$$
\underline{\lim }_{d(x) \rightarrow 0} b(x)\left[\underline{U}_{a}(x)\right]^{p-1} \geq \lim _{d(x) \rightarrow 0} c_{1}^{\prime} d(x)^{\hat{\alpha}} v(x)^{p-1}=+\infty>a / p
$$

The proof is complete.
Finally we give some estimates on the blow-up rate of the solutions of (1.2).

Theorem 4.5. Let $a \geq a_{0}$ and $u_{0} \in X^{+} \backslash\{0\}$. Then for any given small $\epsilon>0$, there exists a constant $M_{\epsilon}>0$ such that the unique solution $u(t, x)$ of (1.2) satisfies

$$
u(t, x) \leq M_{\epsilon} e^{\left(a-a_{0}+\epsilon\right) t} \quad \forall x \in \bar{\Omega}_{0} \quad \text { and } \forall \text { large } t
$$

for any $x \in \Omega_{0}$ and any positive constant $M$, it holds

$$
u(t, x) \geq M e^{\left(a-a_{0}\right) t} \quad \forall \text { large } t
$$

Proof. For any given $\epsilon>0$, define

$$
v(t, x)=e^{\left(a_{0}-\epsilon-a\right) t} u(t, x)
$$

where $u(t, x)$ is the unique solution of (1.2). A simple calculation shows

$$
v_{t}-\Delta v \leq\left(a_{0}-\epsilon\right) v-b(x) v^{p}
$$

Clearly, $\left.B v\right|_{\partial \Omega}=0$ and $v(0, x)=u(0, x)$. Hence $v$ is a subsolution of (1.2) with $a$ replaced by $a_{0}-\epsilon$. It follows from the parabolic maximum principle that

$$
v(t, x) \leq u_{\epsilon}(t, x) \quad \forall(t, x) \in(0, \infty) \times \Omega
$$

Here $u_{\epsilon}(t, x)$ denotes the positive solution of (1.2) with $a$ replaced by $a_{0}-\epsilon$. It is well known that $u_{\epsilon}(t, x) \rightarrow u_{a_{0}-\epsilon}(x)$ uniformly on $\bar{\Omega}$. Hence if we define $M_{\epsilon}$ by

$$
M_{\epsilon}=(1+\epsilon) \max _{x \in \bar{\Omega}} u_{a_{0}-\epsilon}(x)
$$

then $v(t, x) \leq M_{\epsilon} \forall$ large $t$ and $x \in \bar{\Omega}_{0}$. That is,

$$
u(t, x) \leq M_{\epsilon} e^{\left(a-a_{0}+\epsilon\right) t} \quad \forall x \in \bar{\Omega}_{0} \quad \text { and } \forall \text { large } t
$$

Next we let $\phi_{0}(x) \geq 0$ with $\left\|\phi_{0}\right\|_{L^{\infty}\left(\Omega_{0}\right)}=1$ be the eigenfunction for the problem

$$
-\Delta \phi=a_{0} \phi,\left.\quad \phi\right|_{\partial \Omega_{0}}=0
$$

Then for any positive constant $M^{\prime}, v(t, x)=M^{\prime} e^{\left(a-a_{0}\right) t} \phi_{0}(x)$ satisfies

$$
v_{t}-\Delta v=a v \text { in } \Omega_{0},\left.\quad v\right|_{\partial \Omega_{0}}=0
$$

By Lemma 4.1, there exists $T>0$ such that $u(T, x)>M^{\prime} \phi_{0}(x)$ on $\bar{\Omega}_{0}$. Hence by the parabolic maximim principle, $v(t, x) \leq u(T+t, x)$ for all $t>0$ and $x \in \Omega_{0}$. Now for any given $x \in \Omega_{0}$ and $M>0$, choose $M^{\prime}$ such that $M^{\prime} e^{-\left(a-a_{0}\right) T} \phi_{0}(x)=M$; then

$$
u(t, x) \geq M e^{\left(a-a_{0}\right) t} \quad \forall \text { large } t
$$

This finishes the proof of Theorem 4.5.
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# A SOBOLEV SPACE THEORY OF SPDEs WITH CONSTANT COEFFICIENTS IN A HALF SPACE* 

N. V. KRYLOV ${ }^{\dagger}$ AND S. V. LOTOTSKY ${ }^{\ddagger}$<br>Abstract. Equations of the form $d u=\left(a^{i j} u_{x^{i} x^{j}}+D_{i} f^{i}\right) d t+\sum_{k}\left(\sigma^{i k} u_{x^{i}}+g^{k}\right) d w_{t}^{k}$ are considered for $t>0$ and $x \in \mathbb{R}_{+}^{d}$. The unique solvability of these equations is proved in weighted Sobolev spaces with fractional positive or negative derivatives, summable to the power $p \in[2, \infty)$.
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Introduction. The main goal of this article is to extend the results of [6] to multidimensional cases. We are dealing with the equation

$$
d u=\left(a^{i j} u_{x^{i} x^{j}}+f_{x^{i}}^{i}\right) d t+\left(\sigma^{i k} u_{x^{i}}+g^{k}\right) d w_{t}^{k}
$$

given for $t \geq 0$ and $x \in \mathbb{R}_{+}^{d}:=\left\{x=\left(x^{1}, x^{\prime}\right): x^{1}>0, x^{\prime} \in \mathbb{R}^{d-1}\right\}$. Here $w_{t}^{k}$ are independent one-dimensional Wiener processes, $i$ and $j$ run from 1 to $d, k$ runs through $\{1,2, \ldots\}$ with the summation convention being enforced, and $f^{i}$ and $g^{k}$ are some given functions of $(\omega, t, x)$ defined for $i=1, \ldots, d$ and $k \geq 1$. The functions $a^{i j}$ and $\sigma^{i k}$ are assumed to depend only on $\omega$ and $t$, and in this sense we consider equations with "constant" coefficients. Without loss of generality we also assume that $a^{i j}=a^{j i}$.

As in [6], let us mention that such equations with a finite number of the processes $w_{t}^{k}$ appear, for instance, in nonlinear filtering problems for partially observable diffusions (see [8]). Considering infinitely many $w_{t}^{k}$ turns out to be instrumental in treating equations for measure valued processes, for instance, driven by space-time white noise (see [3] or [4]).

Our main goal is to prove the solvability of such equations in spaces similar to Sobolev spaces, in which derivatives are understood as generalized functions, the number of derivatives may be fractional or negative, and underlying power of summability is $p \in[2, \infty)$.

The motivation for this goal is explained in detail in [3] or [4], where an $L_{p}$-theory is developed for the equations in the whole space. We mention only that if $p=2$, the theory was developed long ago and an account of it can be found, for instance, in [8]. The case of equations in domains is also treated in [8]. However, the solvability is proved only in spaces $W_{2}^{1}$ of functions having one generalized derivative in $x$ square summable in $(\omega, t, x)$. It turns out that going to better smoothness of solutions is not possible in spaces $W_{2}^{n}$ and one needs to consider Sobolev spaces with weights, allowing derivatives to blow up near the boundary. The theory of solvability in Hilbert spaces like $W_{2}^{n}$ with weights is developed in [1] and [7], where $n$ is an integer. Here we show

[^1]what happens if one takes a fractional or negative number of derivatives and replaces 2 with any $p \geq 2$. By the way, according to [2], it is not possible to take $p<2$ when a stochastic term is present in the equation.

One of the main difficulties in developing the theory presented below was finding the right spaces where to look for solutions. In the one-dimensional case $\mathbb{R}_{+}^{d}=\mathbb{R}_{+}$they have been found in [6]. It turns out that there are many multidimensional counterparts of spaces from [6]. The one which looks the most natural is to apply weights only to derivatives with respect to $x^{1}$. Indeed, why should we allow the derivatives with respect to tangential variables blow up near $x^{1}=0$ ? The equation is translation invariant with respect to $x^{\prime}$, isn't it? However, in such spaces it is impossible to solve equations with variable coefficients in smooth domains unless the coefficients not only are smooth with respect to $x$ but also behave in a very restrictive way as $x$ approaches the boundary. And, of course, considering equations with constant coefficients in half spaces aims at equations with variable coefficients in smooth domains.

This shows that one cannot just imitate the original definition of Sobolev spaces with weights $H_{p, \theta}^{\gamma}$ from [6]. However, it turns out that one can very naturally generalize to the multidimensional case an equivalent definition, looking much more complex, which is discovered in [6] and stated there as Theorem 1.11 (see Definition 1.1 below).

This article is organized as follows. In section 1 we present some definitions and facts from [5] on the basis of which, in section 2, we introduce the stochastic Banach spaces in which we are going to solve our equations. Our main result is given and proved in section 3. One auxiliary result used in section 3 is proved in section 4.

We finish the introduction with some notation. Everywhere, apart from section 1, we assume that $p \in[2, \infty)$. By $C_{0}^{n}(D)$ we denote the set of all $n$ times continuously differentiable (real-valued) functions with compact support belonging to $D$. We denote

$$
D_{i}=\partial / \partial x^{i}, \quad D u=u_{x}=\left(D_{1} u, \ldots, D_{d} u\right)
$$

For a multi-index $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right)$, where $\alpha_{i}$ 's are nonnegative integers, denote

$$
D^{\alpha}=D_{1}^{\alpha_{1}} \cdots D_{d}^{\alpha_{d}}, \quad|\alpha|=\alpha_{1}+\cdots+\alpha_{d}
$$

By $H_{p}^{\gamma}=H_{p}^{\gamma}\left(\mathbb{R}^{d}\right)$ we denote the space of Bessel potentials $\left(=(1-\Delta)^{-\gamma / 2} L_{p}\right)$ with norm $\|\cdot\|_{\gamma, p}($ see $[9])$. For $\gamma=0$, we have $H_{p}^{0}=L_{p}$ and we denote $\|\cdot\|_{p}=\|\cdot\|_{0, p}$.

Any function given on $\mathbb{R}_{+}:=\mathbb{R}_{+}^{1}$ is also considered as a function on $\mathbb{R}_{+}^{d}$ independent of $x^{\prime}$. Define $M^{\alpha}$ as the operator of multiplying by $\left(x^{1}\right)^{\alpha}, M=M^{1}$.

Finally, by $\mathcal{D}\left(R_{+}^{d}\right)$ we denote the space of all distributions on $\mathbb{R}_{+}^{d}$ that is of continuous linear functionals on $C_{0}^{\infty}\left(\mathbb{R}_{+}^{d}\right)$.

1. Sobolev spaces with weights. Here we collect some definitions and facts from [5].

DEFINITION 1.1. Take and fix a nonnegative function $\zeta \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$such that

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} \zeta^{p}\left(e^{x-n}\right) \geq 1 \quad \text { for all } x \in \mathbb{R} \tag{1.1}
\end{equation*}
$$

For $\gamma, \theta \in \mathbb{R}$, and $p \in(1, \infty)$ let $H_{p, \theta}^{\gamma}$ be the set of all distributions $u$ on $\mathbb{R}_{+}^{d}$ such that

$$
\begin{equation*}
\|u\|_{\gamma, p, \theta}^{p}:=\sum_{n=-\infty}^{\infty} e^{n \theta}\left\|u\left(e^{n} \cdot\right) \zeta\right\|_{\gamma, p}^{p}=\sum_{n=-\infty}^{\infty} e^{n \theta}\left\|(1-\Delta)^{\gamma / 2}\left(u\left(e^{n} \cdot\right) \zeta\right)\right\|_{p}^{p}<\infty \tag{1.2}
\end{equation*}
$$

Denote $L_{p, \theta}=H_{p, \theta}^{0}$.
In the same way, for any separable Banach space $X$, we introduce the spaces $H_{p, \theta}^{\gamma}(X)$ of $X$-valued functions by replacing $(1-\Delta)^{\gamma / 2}\left(u\left(e^{n} \cdot\right) \zeta\right)$ in (1.2) with $\mid(1-$ $\Delta)\left.^{\gamma / 2}\left(u\left(e^{n} \cdot\right) \zeta\right)\right|_{X}$.

Lemma 1.2. (i) The spaces $H_{p, \theta}^{\gamma}$ are Banach spaces and the space $C_{0}^{\infty}\left(\mathbb{R}_{+}^{d}\right)$ is dense in $H_{p, \theta}^{\gamma}$.
(ii) For different $\zeta$ satisfying (1.1), we get the same spaces $H_{p, \theta}^{\gamma}$ with equivalent norms. Furthermore, if $\eta \in C_{0}^{\infty}\left(\mathbb{R}_{+}^{d}\right)$, then for any $u \in \mathcal{D}\left(\mathbb{R}_{+}^{d}\right)$ and $\gamma, \theta, p$ we have

$$
\sum_{n=-\infty}^{\infty} e^{n \theta}\left\|u\left(e^{n} \cdot\right) \eta\right\|_{\gamma, p}^{p} \leq N \sum_{n=-\infty}^{\infty} e^{n \theta}\left\|u\left(e^{n} \cdot\right) \zeta\right\|_{\gamma, p}^{p}
$$

where $N$ depends only on $\gamma, \theta, p, \eta, d$ (and $\zeta$ ).
(iii) Let $\alpha \in \mathbb{R}$. We have $u \in H_{p, \theta}^{\gamma}$ if and only if $u=M^{\alpha} v$ with $v \in H_{p, \theta+\alpha p}^{\gamma}$. Hence,

$$
M^{\alpha} H_{p, \theta+\alpha p}^{\gamma}=H_{p, \theta}^{\gamma}
$$

In addition,

$$
\|u\|_{\gamma, p, \theta} \leq N\left\|M^{-\alpha} u\right\|_{\gamma, p, \theta+\alpha p} \leq N\|u\|_{\gamma, p, \theta}
$$

where $N$ are independent of $u$.
(iv) The space $L_{p, \theta}$ coincides with the space of functions summable to the power $p$ over $\mathbb{R}_{+}^{d}$ with respect to the measure $\left(x^{1}\right)^{\theta-d} d x$.
(v) If $\gamma$ is a nonnegative integer, then the space $H_{p, \theta}^{\gamma}$ is

$$
\left\{u: u, x^{1} u_{x}, \ldots,\left(x^{1}\right)^{|\alpha|} D^{\alpha} u \in L_{p, \theta} \quad \text { for all } \alpha:|\alpha| \leq \gamma\right\}
$$

with a natural norm.
The spaces $H_{p, \theta}^{\gamma}$ are introduced and studied in [5] for all $\theta \in \mathbb{R}$. However, below in this article we always suppose that $d-1<\theta<p+d-1$. For this range of $\theta$, the following results, again borrowed from [5], are true.

Lemma 1.3. Let $d-1<\theta<p+d-1$.
(i) The following conditions are equivalent:
(a) $u \in H_{p, \theta}^{\gamma}$,
(b) $u \in H_{p, \theta}^{\gamma-1}$ and $M u_{x} \in H_{p, \theta}^{\gamma-1}$,
(c) $u \in H_{p, \theta}^{\gamma-1}$ and $(M u)_{x} \in H_{p, \theta}^{\gamma-1}$.

In addition, under either of these three conditions for some constants $N=N(\gamma, p, \theta, d)$ we have

$$
\begin{gathered}
\|u\|_{\gamma, p, \theta} \leq N\left\|M u_{x}\right\|_{\gamma-1, p, \theta} \leq N\|u\|_{\gamma, p, \theta} \\
\|u\|_{\gamma, p, \theta} \leq N\left\|(M u)_{x}\right\|_{\gamma-1, p, \theta} \leq N\|u\|_{\gamma, p, \theta}
\end{gathered}
$$

(ii) We have $M^{-1} u \in H_{p, \theta}^{\gamma}$ if and only if

$$
u_{x} \in H_{p, \theta}^{\gamma-1} \quad \text { and } \quad M^{-1} u \in \bigcup_{\mu} H_{p, \theta}^{\mu}
$$

Moreover, there exist constants $N=N(d, \gamma, \mu, \theta, p)$ such that, for any $\mu \leq \gamma$ and $M^{-1} u \in H_{p, \theta}^{\gamma}$, we have

$$
\left\|M^{-1} u\right\|_{\gamma, p, \theta} \leq N\left\|u_{x}\right\|_{\gamma-1, p, \theta} \leq N\left\|M^{-1} u\right\|_{\gamma, p, \theta}
$$

(iii) The operator $\mathcal{L}:=M^{2} \Delta+2 M D_{1}$ is a bounded operator from $H_{p, \theta}^{\gamma}$ onto $H_{p, \theta}^{\gamma-2}$ and its inverse is also bounded.
(iv) There is a bounded operator

$$
Q: u \in H_{p, \theta}^{\gamma} \rightarrow Q u=\left(Q_{1} u, \ldots, Q_{d} u\right) \in\left(H_{p, \theta}^{\gamma+1}\right)^{d}
$$

such that, for any $u \in H_{p, \theta}^{\gamma}$, we have $u=M D_{i} Q_{i} u$.
2. Stochastic Banach spaces on $\mathbb{R}_{+}^{\boldsymbol{d}}$. Let $(\Omega, \mathcal{F}, P)$ be a complete probability space, $\left(\mathcal{F}_{t}, t \geq 0\right)$ be an increasing filtration of $\sigma$-fields $\mathcal{F}_{t} \subset \mathcal{F}$ containing all $P$-null subsets of $\Omega$, and $\mathcal{P}$ be the predictable $\sigma$-field generated by $\left(\mathcal{F}_{t}, t \geq 0\right)$. Let $\left\{w_{t}^{k} ; k=\right.$ $1,2, \ldots\}$ be a family of independent one-dimensional $\mathcal{F}_{t}$-adapted Wiener processes defined on $(\Omega, \mathcal{F}, P)$. We are going to use the Banach spaces $\mathbb{H}_{p}^{\gamma}(\tau), \mathbb{H}_{p}^{\gamma}\left(\tau, l_{2}\right)$, and $\mathcal{H}_{p}^{\gamma}(\tau)$ introduced in [3] or [4].

Throughout the remaining part of the paper we assume that

$$
d-1<\theta<p+d-1
$$

DEFINITION 2.1. Let $\tau$ be a stopping time and $f$ and $g^{k}, k=1,2, \ldots$, be $\mathcal{D}\left(\mathbb{R}_{+}^{d}\right)$ valued $\mathcal{P}$-measurable functions defined on $\left(0, \tau \rrbracket\right.$. We write $f \in \mathbb{H}_{p, \theta}^{\gamma}(\tau)$ and $g \in$ $\mathbb{H}_{p, \theta}^{\gamma}\left(\tau, l_{2}\right)$ if and only if $f \in L_{p}\left(\left(0, \tau \rrbracket ; H_{p, \theta}^{\gamma}\right)\right.$ and $g \in L_{p}\left(\left(0, \tau \rrbracket ; H_{p, \theta}^{\gamma}\left(l_{2}\right)\right)\right.$, respectively. We also denote

$$
\mathbb{H}_{p, \theta}^{\gamma}=\mathbb{H}_{p, \theta}^{\gamma}(\infty), \quad \mathbb{H}_{p, \theta}^{\gamma}\left(l_{2}\right)=\mathbb{H}_{p, \theta}^{\gamma}\left(\infty, l_{2}\right), \quad \mathbb{L}_{\ldots} \ldots=\mathbb{H}_{\ldots}^{0} \ldots
$$

In the case $f \in \mathbb{H}_{p, \theta}^{\gamma}(\tau)$ and $g \in \mathbb{H}_{p, \theta}^{\gamma+1}\left(\tau, l_{2}\right)$ we write $(f, g) \in \mathcal{F}_{p, \theta}^{\gamma}(\tau)$ and define

$$
\begin{gathered}
\|f\|_{\mathbb{H}_{p, \theta}^{\gamma}(\tau)}=E \int_{0}^{\tau}\|f(t)\|_{\gamma, p, \theta}^{p} d t, \quad\|g\|_{\mathbb{H}_{p, \theta}^{\gamma}\left(\tau, l_{2}\right)}=E \int_{0}^{\tau}\|g(t)\|_{H_{p, \theta}^{\gamma}\left(l_{2}\right)}^{p} d t \\
\|(f, g)\|_{\mathcal{F}_{p, \theta}^{\gamma}(\tau)}=\|f\|_{\mathbb{H}_{p, \theta}^{\gamma}(\tau)}+\|g\|_{\mathbb{H}_{p, \theta}^{\gamma+1}\left(\tau, l_{2}\right)}
\end{gathered}
$$

Finally, we introduce spaces of initial data. We write $u_{0} \in U_{p, \theta}^{\gamma}$ if and only if $M^{2 / p-1} u(0, \cdot) \in L_{p}\left(\Omega, \mathcal{F}_{0}, H_{p, \theta}^{\gamma-2 / p}\right)$ (or by Lemma 1.2, part (iii), if and only if $u(0, \cdot) \in$ $\left.L_{p}\left(\Omega, \mathcal{F}_{0}, H_{p, \theta+2-p}^{\gamma-2 / p}\right)\right)$ and denote

$$
\|u(0, \cdot)\|_{U_{p, \theta}^{\gamma}}^{p}=E\left\|M^{2 / p-1} u(0, \cdot)\right\|_{\gamma-2 / p, p, \theta}^{p}
$$

Definition 2.2. For a $\mathcal{D}\left(\mathbb{R}_{+}^{d}\right)$-valued function $u$ defined on $\Omega \times([0, \tau] \cap[0, \infty))$ with $u(0, \cdot) \in U_{p, \theta}^{\gamma}$, we write $u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ if and only if $M^{-1} u \in \mathbb{H}_{p, \theta}^{\gamma}(\tau)$ and there exists $(f, g) \in \mathcal{F}_{p, \theta}^{\gamma-2}(\tau)$ such that, for any $\phi \in C_{0}^{\infty}\left(\mathbb{R}_{+}^{d}\right)$, with probability one, we have

$$
\begin{equation*}
(u(t, \cdot), \phi)=(u(0, \cdot), \phi)+\int_{0}^{t}\left(M^{-1} f(s, \cdot), \phi\right) d s+\sum_{k=1}^{\infty} \int_{0}^{t}\left(g^{k}(s, \cdot), \phi\right) d w_{s}^{k} \tag{2.1}
\end{equation*}
$$

for all $t \in[0, \tau] \cap[0, \infty)$. In this situation we also write $M^{-1} f=\tilde{\mathbb{D}} u, g=\tilde{\mathbb{S}} u$,

$$
d u=M^{-1} f d t+g^{k} d w_{t}^{k}
$$

and we define $\mathfrak{H}_{p, \theta, 0}^{\gamma}(\tau)=\mathfrak{H}_{p, \theta}^{\gamma}(\tau) \cap\{u: u(0, \cdot)=0\}$,

$$
\begin{equation*}
\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}^{p}=\left\|u_{x}\right\|_{\mathbb{H}_{p, \theta}^{\gamma-1}(\tau)}^{p}+\|(f, g)\|_{\mathcal{F}_{p, \theta}^{\gamma-2}(\tau)}^{p}+\|u(0, \cdot)\|_{U_{p, \theta}^{\gamma}}^{p} . \tag{2.2}
\end{equation*}
$$

As always, we drop $\tau$ in $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ and $\mathcal{F}_{p, \theta}^{\gamma}(\tau)$ if $\tau=\infty$.
Remark 2.3. If $u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ and $\phi(x)=\phi\left(x^{1}\right)$ with $\phi \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$, then $\phi u$ lies in $\mathcal{H}_{p}^{\gamma}(\tau)$. By Theorem 2.7 of [4] this implies that if $u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ and $\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}=0$, then $u$ is indistinguishable from zero.

Of course, we identify elements of $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ which are indistinguishable.
Remark 2.4 (cf. Remark 2.3 in [4]). Given $u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$, there exists only one couple of functions $f$ and $g$ in Definition 2.2. Therefore, the notations $M^{-1} f=\tilde{\mathbb{D}} u$, $g=\tilde{\mathbb{S}} u$, and (2.2) make sense.

It is also worth noting that the last series in (2.1) converges uniformly in $t$ on each interval $[0, \tau \wedge T], T \in(0, \infty)$, in probability.

Remark 2.5. It follows from Lemma 1.3 part (ii) that the condition $M^{-1} u \in$ $\mathbb{H}_{p, \theta}^{\gamma}(\tau)$ can be replaced with

$$
M^{-1} u \in \bigcup_{\mu} \bigcap_{T>0} \mathbb{H}_{p, \theta}^{\mu}(\tau \wedge T) \quad \text { and } \quad u_{x} \in \mathbb{H}_{p, \theta}^{\gamma-1}(\tau)
$$

Also in (2.2), replacing the norm $\left\|u_{x}\right\|_{\mathbb{H}_{p, \theta}^{\gamma-1}(\tau)}$ with $\left\|M^{-1} u\right\|_{\mathbb{H}_{p, \theta}^{\gamma}(\tau)}$ leads to an equivalent norm.

Remark 2.6. In the same way as in Remark 2.6 of [6] one proves that the spaces $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ and $\mathfrak{H}_{p, \theta, 0}^{\gamma}(\tau)$ are Banach spaces.

Remark 2.7. The term $M^{-1} f$ in (2.1) can be replaced with $D_{i} f^{i}$ for $f^{i}:=Q_{i} f \in$ $\mathbb{H}_{p, \theta}^{\gamma-1}(\tau), i=1, \ldots, d$ (see Lemma 1.3), and the norm $\|f\|_{\mathbb{H}_{p, \theta}^{\gamma-2}(\tau)}$ (participating in (2.2)) with $\sum_{i}\left\|f^{i}\right\|_{\mathbb{H}_{p, \theta}^{\gamma-1}(\tau)}$, the latter leading to an equivalent norm.

Remark 2.8. If $u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$, then $M D_{i} u \in \mathfrak{H}_{p, \theta}^{\gamma-1}(\tau)$ for $i=1, \ldots d$, and

$$
\|M D u\|_{\mathfrak{H}_{p, \theta}^{\gamma-1}(\tau)} \leq N(\gamma, \theta, p, d)\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}
$$

Indeed, by Lemma $1.3, M^{-1}\left(M D_{i} u\right)=D_{i} u \in \mathbb{H}_{p, \theta}^{\gamma-1}(\tau)$ and by Remark 2.7, $d u=D_{j} f^{j} d t+g^{k} d w_{t}^{k}$ with $f^{j} \in \mathbb{H}_{p, \theta}^{\gamma-1}(\tau)$ and $g \in \mathbb{H}_{p, \theta}^{\gamma-1}\left(\tau, l_{2}\right)$, so that

$$
d\left(M D_{i} u\right)=M^{-1} M^{2} D_{i} D_{j} f^{j} d t+M D_{i} g^{k} d w_{t}^{k}
$$

where $M^{2} D_{i} D_{j} f^{j}=M D_{i} M D_{j} f^{j}-\delta^{1 i} M D_{j} f^{j}$. By Lemma 1.3

$$
\begin{aligned}
& \left\|M^{2} D_{i} D_{j} f^{j}\right\|_{\mathbb{H}_{p, \theta}^{\gamma-3}(\tau)} \leq N \sum_{j}\left\|f^{j}\right\|_{\mathbb{H}_{p, \theta}^{\gamma-1}(\tau)} \leq N\|f\|_{\mathbb{H}_{p, \theta}^{\gamma-2}(\tau)} \\
& \left\|M D_{i} g\right\|_{\mathbb{H}_{p, \theta}^{\gamma-2}\left(\tau, l_{2}\right)} \leq N\|g\|_{\mathbb{H}_{p, \theta}^{\gamma-1}\left(\tau, l_{2}\right)} \\
& \left\|M^{2 / p-1} M D_{i} u(0, \cdot)\right\|_{\gamma-1-2 / p, p, \theta} \\
& \quad=\left\|M D_{i}\left(M^{2 / p-1} u(0, \cdot)\right)-\delta^{1 i}(2 / p-1) M^{2 / p-1} u(0, \cdot)\right\|_{\gamma-1-2 / p, p, \theta} \\
& \leq N\left\|M^{2 / p-1} u(0, \cdot)\right\|_{\gamma-2 / p, p, \theta}
\end{aligned}
$$

ThEOREM 2.9. For any nonnegative integer $n \geq \gamma$, the set

$$
\begin{equation*}
\mathfrak{H}_{p, \theta}^{n}(\tau) \bigcap \bigcup_{k=1}^{\infty} \bigcap_{T \in(0, \infty)} L_{p}\left(\Omega, C\left([0, \tau \wedge T], C_{0}^{n}\left(G_{k}\right)\right)\right), \tag{2.3}
\end{equation*}
$$

where $G_{k}=(1 / k, k) \times\left\{\left|x^{\prime}\right|<k\right\}$, is everywhere dense in $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$.
Proof. Corollary 1.20 of [5] states that there exists a sequence of functions $\eta_{k} \in$ $C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$vanishing near zero and infinity and such that, for any $u \in H_{p, \theta}^{\gamma}$, we have

$$
\left\|\eta_{k} u\right\|_{\gamma, p, \theta} \leq N\|u\|_{\gamma, p, \theta}, \quad\left\|\eta_{k} u-u\right\|_{\gamma, p, \theta} \rightarrow 0
$$

as $k \rightarrow \infty$, where $N$ is independent of $k$ and $u$. Obviously, if $u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$, then $\eta_{k} u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ and by Remark 2.5 and the above result of [5] we get that $\eta_{k} u \rightarrow u$ in $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$.

To prove the theorem it remains to show only that any $u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$, vanishing outside some $G_{k}$, can be approximated by elements of set (2.3). To do this, notice that for such $u$ its $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$-norm is equivalent to $\mathcal{H}_{p}^{\gamma}(\tau)$-norm. Next, take a function $\xi \in C_{0}^{\infty}\left(\mathbb{R}_{+}^{d}\right)$ with unit integral and for $\varepsilon>0$ define $\xi_{\varepsilon}(x)=\varepsilon^{-d} \xi(x / \varepsilon), u^{(\varepsilon)}(t, x):=$ $\xi_{\varepsilon}(x) * u(t, x)$. It is easy to check that for $\varepsilon$ small enough (for instance, such that $u^{(\varepsilon)}$ vanishes when $x^{1}$ is close to zero or infinity), we have $u^{(\varepsilon)} \in \mathfrak{H}_{p, \theta}^{n}(\tau)$ and $u^{(\varepsilon)} \in \mathcal{H}_{p}^{n}(\tau)$ for all $n$. In addition, by well-known properties of mollified functions, $u^{(\varepsilon)}$ converge to $u$ in $\mathcal{H}_{p}^{\gamma}(\tau)$ - and $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$-norm as $\varepsilon \downarrow 0$. Of course, $u^{(\varepsilon)}(t, x)$ is infinitely differentiable with respect to $x$.

Finally, since $u \in \mathcal{H}_{p}^{\gamma}(\tau)$, by Theorems 7.1 and 7.2 of [4] we have

$$
\begin{equation*}
u \in L_{p}\left(\Omega, C\left([0, \tau \wedge T], H_{p}^{\gamma-1}\right)\right) \tag{2.4}
\end{equation*}
$$

In addition, by Sobolev's embedding theorems and by properties of mollifiers, for any $v \in H_{p}^{\gamma-1}$ and multi-index $\alpha$ with $|\alpha|=n$,

$$
\left|D^{\alpha} v^{(\varepsilon)}\right| \leq N\left\|v^{(\varepsilon)}\right\|_{d+n, p} \leq N \varepsilon^{-\kappa}\|v\|_{\gamma-1, p}
$$

where $N$ and $\kappa$ are independent of $v$ (and $\varepsilon$ ). This and (2.4) show that

$$
u^{(\varepsilon)} \in L_{p}\left(\Omega, C\left([0, \tau \wedge T], C_{0}^{n}\left(\mathbb{R}_{+}^{d}\right)\right)\right)
$$

The theorem is proved.
By repeating the proof of Theorem 2.9 with obvious changes we obtain one more useful result.

THEOREM 2.10. The statement of Theorem 2.9 remains true if we replace $\mathfrak{H}_{p, \theta}^{n}(\tau)$ and $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ with $\mathbb{H}_{p, \theta}^{n}(\tau)$ and $\mathbb{H}_{p, \theta}^{\gamma}(\tau)$, respectively, or with $\mathbb{H}_{p, \theta}^{n}\left(\tau, l_{2}\right)$ and $\mathbb{H}_{p, \theta}^{\gamma}\left(\tau, l_{2}\right)$, respectively.

As in the one-dimensional case (cf. [6]), the following embedding theorem presents certain interest.

THEOREM 2.11. Let $T \in(0, \infty)$ be a constant and let $\tau \leq T$. Then for any function $u \in \mathfrak{H}_{p, \theta, 0}^{\gamma}(\tau)$, we have

$$
\begin{equation*}
E \sup _{t \leq \tau}\|u(t, \cdot)\|_{\gamma-1, p, \theta}^{p} \leq N(p, d, \theta, \gamma) T^{(p-2) / 2}\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}^{p} . \tag{2.5}
\end{equation*}
$$

To prove this theorem we use the following fact which is similar to Remark 2.2 of [3] or Remark 4.11 of [4]. Its proof can be obtained just by repeating the proof of Lemma 2.12 of [6] and is omitted.

Lemma 2.12. Let $T \in(0, \infty)$ be a constant and let $\tau \leq T$. Let $u \in \mathcal{H}_{p, 0}^{\gamma}(\tau)$ and $d u=f d t+g^{k} d w_{t}^{k}$. Then for any constant $c>0$,

$$
\begin{aligned}
E \sup _{t \leq \tau}\left\|u_{x}(t, \cdot)\right\|_{\gamma-2, p}^{p} \leq & N(p, d) T^{(p-2) / 2}\left(c\left\|u_{x x}\right\|_{\mathbb{H}_{p}^{\gamma-2}(\tau)}^{p}\right. \\
& \left.+c^{-1}\|f\|_{\mathbb{H}_{p}^{\gamma-2}(\tau)}^{p}+\left\|g_{x}\right\|_{\mathbb{H}_{p}^{\gamma-2}\left(\tau, l_{2}\right)}^{p}\right)
\end{aligned}
$$

Proof of Theorem 2.11. We proceed as in the proof of Theorem 2.11 of [6]. We have

$$
\begin{equation*}
E \sup _{t \leq \tau}\|u(t, \cdot)\|_{\gamma-1, p, \theta}^{p} \leq \sum_{n=-\infty}^{\infty} e^{n \theta} E \sup _{t \leq \tau}\left\|u\left(t, e^{n} \cdot\right) \zeta\right\|_{\gamma-1, p}^{p} \tag{2.6}
\end{equation*}
$$

Define $u_{n}(t, x):=\zeta(x) u\left(t, e^{n} x\right)$ and notice that, since the support of $\zeta(x) u\left(t, e^{n} x\right)$ is not larger than the one of $\zeta(x)$, we have (see, for instance, Remark 1.12 of [5])

$$
\begin{equation*}
\left\|u_{n}(t, \cdot)\right\|_{\gamma-1, p} \leq N\left\|u_{n x}(t, \cdot)\right\|_{\gamma-2, p} \tag{2.7}
\end{equation*}
$$

To estimate the right-hand side of (2.7), assume that $d u=M^{-1} f d t+g^{k} d w_{t}^{k}$. Then

$$
d u_{n}(t, x)=f_{n}(t, x) d t+g_{n}(t, x) d w_{t}^{k}
$$

where $f_{n}(t, x)=\left(M^{-1} \zeta\right)(x) e^{-n} f\left(t, e^{n} x\right), g_{n}(t, x)=\zeta(x) g\left(t, e^{n} x\right)$. By Lemma 2.12 with $c=e^{-n p}$,

$$
\begin{gather*}
E \sup _{t \leq \tau}\left\|u_{n x}(t, \cdot)\right\|_{\gamma-2, p}^{p} \leq N T^{(p-2) / 2}\left(e^{-n p}\left\|u_{n x x}\right\|_{\mathbb{H}_{p}^{\gamma-2}(\tau)}^{p}\right. \\
\left.\quad+e^{n p}\left\|f_{n}\right\|_{\mathbb{H}_{p}^{\gamma-2}(\tau)}^{p}+\left\|g_{n x}\right\|_{\mathbb{H}_{p}^{\gamma-2}\left(\tau, l_{2}\right)}^{p}\right) \tag{2.8}
\end{gather*}
$$

Furthermore, $\left\|g_{n x}\right\|_{H_{p}^{\gamma-2}\left(l_{2}\right)} \leq\left\|g_{n}\right\|_{H_{p}^{\gamma-1}\left(l_{2}\right)}$ and

$$
\sum_{n=-\infty}^{\infty} e^{n \theta}\left\|g_{n}\right\|_{\mathbb{H}_{p}^{\gamma-1}\left(\tau, l_{2}\right)}^{p}=\|g\|_{\mathbb{H}_{p, \theta}^{\gamma-1}\left(\tau, l_{2}\right)}^{p} \leq N\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}^{p}
$$

Also,

$$
\begin{gathered}
\sum_{n=-\infty}^{\infty} e^{n(\theta+p)}\left\|f_{n}\right\|_{\mathbb{H}_{p}^{\gamma-2}(\tau)}^{p}=\sum_{n=-\infty}^{\infty} e^{n \theta}\left\|f\left(\cdot, e^{n} \cdot\right) M^{-1} \zeta\right\|_{\mathbb{H}_{p}^{\gamma-2}(\tau)}^{p} \\
\leq N\|f\|_{\mathbb{H}_{p, \theta}^{\gamma-2}(\tau)}^{p} \leq N\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}^{p} \\
\sum_{n=-\infty}^{\infty} e^{n(\theta-p)}\left\|u_{n x x}\right\|_{\mathbb{H}_{p}^{\gamma-2}(\tau)}^{p} \leq \sum_{n=-\infty}^{\infty} e^{n(\theta-p)}\left\|u_{n}\right\|_{\mathbb{H}_{p}^{\gamma}(\tau)}^{p}
\end{gathered}
$$

$$
\begin{gathered}
=\sum_{n=-\infty}^{\infty} e^{n(\theta-p)}\left\|\left(M^{-1} u\right)\left(\cdot, e^{n} \cdot\right) M \zeta\right\|_{\mathbb{H}_{p}^{\gamma}(\tau)}^{p} \\
\quad \leq N\left\|M^{-1} u\right\|_{\mathbb{H}_{p, \theta}^{\gamma}(\tau)}^{p} \leq N\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}^{p} .
\end{gathered}
$$

By combining this with (2.8) and (2.6) we get (2.5). The theorem is proved.
As always the main role is played by the spaces $\mathfrak{H}_{p, \theta, 0}^{\gamma}(\tau)$ of functions with zero as an initial condition. In connection with this it is worth noting that while constructing our theory we could replace

$$
\begin{equation*}
\|u(0, \cdot)\|_{U_{p, \theta}^{\gamma}}^{p}:=E\left\|M^{2 / p-1} u(0, \cdot)\right\|_{H_{p, \theta}^{\gamma-2 / p}}^{p} \tag{2.9}
\end{equation*}
$$

with

$$
\inf \left\{\left\|v_{x}\right\|_{\mathbb{H}_{p, \theta}^{\gamma-1}}+\|\tilde{\mathbb{D}} v\|_{\mathbb{H}_{p, \theta}^{\gamma-2}}+\|\tilde{\mathbb{S}} v\|_{\mathbb{H}_{p, \theta}^{\gamma-1}}: u-v \in \mathfrak{H}_{p, \theta, 0}^{\gamma}\right\}
$$

Such an axiomatic approach to defining a norm of $u(0, \cdot)$ yields, of course, the solvability results for the widest possible class of initial data, namely, for those which are extendible at least in some way for $t>0$. However, in applications we often want to know how to describe "admissible" initial data by knowing only their analytic properties.

A partial answer to this question is given in the following theorem, which also shows why we use the norm given by (2.9). For the only case, which we need, $\gamma=2$, the proof of this theorem can be obtained in the same way as Theorem 2.13 of [6]. For arbitrary $\gamma$ and parabolic operators with coefficients depending only on time instead of $\Delta$ this theorem is proved in [5].

Theorem 2.13. If $\gamma \in \mathbb{R}, d-1<\theta<p+d-1$, and $1<p<\infty$, then, for every $u_{0}$ satisfying $u_{0} \in U_{p, \theta}^{\gamma}$, in the space $\mathfrak{H}_{p, \theta}^{\gamma}$ there exists a unique solution of the heat equation $d u=\Delta u d t$ with initial data $u(0, \cdot)=u_{0}$. Moreover,

$$
\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}} \leq N(d, \gamma, p, \gamma)\left\|u_{0}\right\|_{U_{p, \theta}^{\gamma}}
$$

3. SPDEs with constant coefficients in $\mathbb{R}_{+}^{\boldsymbol{d}}$. Take a stopping time $\tau$. On $[(0, \tau] \cap(0, \infty)] \times \mathbb{R}_{+}^{d}$ we will be dealing with the following equation:

$$
\begin{equation*}
d u=\left(a^{i j} u_{x^{i} x^{j}}+M^{-1} f\right) d t+\left(\sigma^{i k} u_{x^{i}}+g^{k}\right) d w_{t}^{k} \tag{3.1}
\end{equation*}
$$

with initial condition $\left.u\right|_{t=0}=u_{0}$, where $u_{0}$ is a $\mathcal{D}\left(\mathbb{R}_{+}^{d}\right)$-valued, $\mathcal{F}_{0}$-measurable random variable, $f$ and $g^{k}$ are $\mathcal{D}\left(\mathbb{R}_{+}^{d}\right)$-valued $\mathcal{P}$-measurable functions, $a^{i j}$ and $\sigma^{i k}$ are realvalued $\mathcal{P}$-measurable functions, $u$ is an unknown $\mathcal{D}\left(\mathbb{R}_{+}^{d}\right)$-valued function, and the equation is understood in the sense of distributions as follows. We say that $u$ is a solution of (3.1) with initial data $u_{0}$ if for any test function $\phi \in C_{0}^{\infty}\left(\mathbb{R}_{+}^{d}\right)$ we have

$$
\begin{align*}
(u(t & \wedge \tau, \cdot), \phi)=\left(u_{0}, \phi\right) \\
& +\int_{0}^{t \wedge \tau}\left[\sum_{i, j=1}^{d} a^{i j}(s)\left(u(s, \cdot), \phi_{x^{i} x^{j}}\right)+\left(f(s, \cdot), M^{-1} \phi\right)\right] d s \\
& +\sum_{k=1}^{\infty} \int_{0}^{t \wedge \tau}\left[-\sum_{i=1}^{d} \sigma^{i k}(s)\left(u(s, \cdot), \phi_{x^{i}}\right)+\left(g^{k}(s, \cdot), \phi\right)\right] d w_{s}^{k} \tag{3.2}
\end{align*}
$$

for all $t>0$ with probability one, where all integrals are assumed to have sense and the last series is assumed to converge uniformly on each interval of time $[0, T]$ in probability, where $T$ is any finite constant.

Remark 3.1. If a function $u$ belongs to $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$, then it satisfies (3.1) with

$$
\begin{align*}
f & =M\left(\tilde{\mathbb{D}} u-a^{i j} D_{i} D_{j} u\right) \\
g^{k} & =\tilde{\mathbb{S}}^{k} u-\sigma^{i k} D_{i} u \tag{3.3}
\end{align*}
$$

In addition (see Lemma 1.3), we have $f \in \mathbb{H}_{p, \theta}^{\gamma-2}(\tau)$ and $g \in \mathbb{H}_{p, \theta}^{\gamma-1}\left(\tau, l_{2}\right)$. Below we show that under additional assumptions on $\theta, a$, and $\sigma$ the mapping $u \rightarrow(f, g)$ is onto.

Assumption 3.2. There exist constants $\delta_{0}, \delta_{1} \in(0,1]$ such that, for every $(\omega, t)$ and every $\xi \in \mathbb{R}^{d}$,

$$
\delta_{0}|\xi|^{2} \leq \delta_{1} a^{i j}(t) \xi^{i} \xi^{j} \leq \bar{a}^{i j} \xi^{i} \xi^{j} \leq a^{i j}(t) \xi^{i} \xi^{j} \leq \delta_{0}^{-1}|\xi|^{2}
$$

where

$$
\bar{a}^{i j}:=a^{i j}(t)-\alpha^{i j}(t), \quad \alpha^{i j}(t)=\frac{1}{2} \sigma^{i k}(t) \sigma^{j k}(t)
$$

Here is our main result.
Theorem 3.3. Let $d-1<\theta<p+d-1,2 \leq p<\infty, \gamma \in \mathbb{R}, f \in \mathbb{H}_{p, \theta}^{\gamma-2}(\tau)$, $g \in \mathbb{H}_{p, \theta}^{\gamma-1}\left(\tau, l_{2}\right)$, and $u_{0} \in U_{p, \theta}^{\gamma}$. Assume that

$$
\begin{equation*}
d-1+p\left[1-\frac{1}{p\left(1-\delta_{1}\right)+\delta_{1}}\right]<\theta<d-1+p \tag{3.4}
\end{equation*}
$$

Then (3.1) or equivalently (3.3) with initial data $u_{0}$ has a unique solution in $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$. In addition, for this solution it holds that

$$
\begin{equation*}
\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}^{p} \leq N\left(\|f\|_{\mathbb{H}_{p, \theta}^{\gamma-2}(\tau)}^{p}+\|g\|_{\mathbb{H}_{p, \theta}^{\gamma-1}\left(\tau, l_{2}\right)}^{p}+\left\|u_{0}\right\|_{U_{p, \theta}^{\gamma}}^{p}\right) \tag{3.5}
\end{equation*}
$$

where $N=N\left(\gamma, \theta, p, d, \delta_{0}, \delta_{1}\right)$.
Remark 3.4. By Remark 2.7, one gets a statement equivalent to Theorem 3.3 if one replaces $M^{-1} f$ in (3.1) with $D_{i} f^{i}$ for certain $f^{i} \in \mathbb{H}_{p, \theta}^{\gamma-1}(\tau)$ and replaces $\|f\|_{\mathbb{H}_{p, \theta}^{\gamma-2}(\tau)}^{p}$ in (3.5) with $\sum_{i}\left\|f^{i}\right\|_{\mathbb{H}_{p, \theta}^{\gamma-1}(\tau)}^{p}$.

Remark 3.5. If $\sigma \equiv 0$, then one can take $\delta_{1}=1$ and (3.4) becomes $d-1<\theta<$ $d-1+p$. Furthermore, it is easy to see that, for any $\sigma$, condition (3.4) is satisfied if $d-2+p \leq \theta<d-1+p$.

Remark 3.6. It is worth noting that if $\theta \geq p+d-1$ or $\theta \leq d-1$, then the statement of Theorem 3.3 is false even in the case of the heat equation. This can be shown by simple examples.

The proof of this theorem is based on two lemmas, the first of which we prove in section 4.

Lemma 3.7. Theorem 3.3 holds if $\gamma=2$.
Lemma 3.8. Let the assumptions of Theorem 3.3 be satisfied and let $\mu \leq \gamma$. Let $\theta_{1} \in \mathbb{R}$ and let $u \in \mathfrak{H}_{p, \theta_{1}}^{\mu}(\tau)$ be a solution of (3.1) with initial condition $u_{0}$. Assume that $M^{-1} u \in \mathbb{H}_{p, \theta}^{\mu}(\tau)$. Then $u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ and

$$
\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}^{p} \leq N\left(\|f\|_{\mathbb{H}_{p, \theta}^{\gamma-2}(\tau)}^{p}+\|g\|_{\mathbb{H}_{p, \theta}^{\gamma-1}\left(\tau, l_{2}\right)}^{p}+\left\|u_{x}\right\|_{\mathbb{H}_{p, \theta}^{\mu-1}(\tau)}^{p}+\left\|u_{0}\right\|_{U_{p, \theta}^{\gamma}}^{p}\right)
$$

where $N=N(d, \gamma, \mu, \theta, p)$.
One can prove this lemma by repeating almost word for word the proof of Lemma 3.5 of [6]. The only noticeable difference is that the equations in [6] are written in the form

$$
d u=\left(a u_{x x}+f_{x}\right) d t+\left(\sigma^{k} u_{x}+g^{k}\right) d w_{t}^{k}
$$

where we have $f_{x}$ instead of $M^{-1} f$. But by Remark 3.4 we also can rewrite (3.1) with $D_{i} f^{i}$ in place of $M^{-1} f$.

Proof of Theorem 3.3. As in the proof of Theorem 3.2 of [6] we may assume that $\tau=\infty$. In the case $\gamma \geq 2$ the proof is achieved on the basis of Lemma 3.8 by repeating the proof of Theorem 3.2 of [6]. In the case $\gamma<2$ we need only some minor adjustments which we present for completeness.

Denote by $\mathcal{R}$ the operator which maps $\left(f, g, u_{0}\right)$ with $f \in \mathbb{H}_{p, \theta}^{\gamma-2}, g \in \mathbb{H}_{p, \theta}^{\gamma-1}\left(l_{2}\right)$, and $u_{0} \in U_{p, \theta}^{\gamma}$ into the solution $u \in \mathfrak{H}_{p, \theta}^{\gamma}$ of (3.1) with initial data $u_{0}$. Thus far we know that $\mathcal{R}$ is well defined in spaces $\mathbb{H}_{p, \theta}^{\gamma-2} \times \mathbb{H}_{p, \theta}^{\gamma-1}\left(l_{2}\right) \times U_{p, \theta}^{\gamma}$ for $\gamma \geq 2$. We want to show that one can also define $\mathcal{R}$ for $\gamma<0$.

First, let $2>\gamma \geq 1$. Observe that by Lemma 1.3, part (iii),

$$
\left(\mathcal{L}^{-1} f, \mathcal{L}^{-1} g, M^{1-2 / p} \mathcal{L}^{-1} M^{2 / p-1} u_{0}\right) \in \mathbb{H}_{p, \theta}^{\gamma} \times \mathbb{H}_{p, \theta}^{\gamma+1}\left(l_{2}\right) \times U_{p, \theta}^{\gamma+2}
$$

Since $\gamma>0$, by what we know in the case $\gamma \geq 2$, the function

$$
v=\mathcal{R}\left(\mathcal{L}^{-1} f, \mathcal{L}^{-1} g, M^{1-2 / p} \mathcal{L}^{-1} M^{2 / p-1} u_{0}\right)
$$

is well defined and belongs to $\mathfrak{H}_{p, \theta}^{\gamma+2}$.
Define

$$
\tilde{u}=\mathcal{L} v .
$$

By Remark 2.8, we have $\tilde{u} \in \mathfrak{H}_{p, \theta}^{\gamma}$. Furthermore, by definition $v$ satisfies

$$
d v=\left(a^{i j} v_{x^{i} x^{j}}+M^{-1} \mathcal{L}^{-1} f\right) d t+\left(\sigma^{i k} v_{x^{i}}+\mathcal{L}^{-1} g^{k}\right) d w_{t}^{k}
$$

We apply $\mathcal{L}$ to both parts of this equality, or in other words, we substitute $\mathcal{L}^{*} \phi$ in place of $\phi$ in (3.2), where $\mathcal{L}^{*}$ is the formal adjoint to $\mathcal{L}$. Then we get

$$
\begin{gathered}
d \tilde{u}=\left(a^{i j} \tilde{u}_{x^{i} x^{j}}+M^{-1} f+M^{-1} \bar{f}\right) d t+\left(\sigma^{i k} \tilde{u}_{x^{i}}+g^{k}+\bar{g}^{k}\right) d w_{t}^{k}, \\
\tilde{u}(0, \cdot)=u_{0}+\bar{u}_{0}
\end{gathered}
$$

where

$$
\begin{gathered}
\bar{f}=M \mathcal{L} a^{i j} v_{x^{i} x^{j}}-M a^{i j}(\mathcal{L} v)_{x^{i} x^{j}}+M \mathcal{L} M^{-1} \mathcal{L}^{-1} f-f, \\
\bar{g}^{k}=\mathcal{L} \sigma^{i k} v_{x^{i}}-\sigma^{i k}(\mathcal{L} v)_{x^{i}}, \quad \bar{u}_{0}=\mathcal{L} M^{1-2 / p} \mathcal{L}^{-1} M^{2 / p-1} u_{0}-u_{0} .
\end{gathered}
$$

Next, we use

$$
\mathcal{L} D_{i} \phi=D_{i} \mathcal{L} \phi-2 \delta^{i 1} M^{-1}\left(\mathcal{L}-M D_{1}\right) \phi
$$

$$
\mathcal{L} M^{-1} \phi=M^{-1} \mathcal{L} \phi-2 D_{1} \phi
$$

Then we find that

$$
\begin{gathered}
\bar{f}=-2 a^{i 1} M D_{i} M^{-1}\left(\mathcal{L}-M D_{1}\right) v-2 a^{1 j}\left(\mathcal{L}-M D_{1}\right) D_{j} v-2 M D_{1} \mathcal{L}^{-1} f \\
\bar{g}^{k}=-2 \sigma^{1 k} M^{-1}\left(\mathcal{L}-M D_{1}\right) v \\
M^{2 / p-1} \bar{u}_{0}=(2-4 / p) M D_{1} \mathcal{L}^{-1} M^{2 / p-1} u_{0}+c \mathcal{L}^{-1} M^{2 / p-1} u_{0}
\end{gathered}
$$

where $c$ is a constant. As above

$$
\begin{gathered}
\left(\mathcal{L}-M D_{1}\right) v \in \mathfrak{H}_{p, \theta}^{\gamma}, \quad M^{-1}\left(\mathcal{L}-M D_{1}\right) v \in \mathbb{H}_{p, \theta}^{\gamma}, \quad D v \in \mathbb{H}_{p, \theta}^{\gamma+1}, \\
M^{2 / p-1} \bar{u}_{0} \in L_{p}\left(\Omega, \mathcal{F}_{0}, H_{p, \theta}^{\gamma+1-2 / p}\right)
\end{gathered}
$$

It follows that

$$
\begin{equation*}
\left(\bar{f}, \bar{g}, \bar{u}_{0}\right) \in \mathbb{H}_{p, \theta}^{\gamma-1} \times \mathbb{H}_{p, \theta}^{\gamma}\left(l_{2}\right) \times U_{p, \theta}^{\gamma+1} \tag{3.6}
\end{equation*}
$$

Since $\gamma \geq 1$, it follows from (3.6) that the function $\bar{u}:=\mathcal{R}\left(\bar{f}, \bar{g}, \bar{u}_{0}\right)$ is well defined, belongs to $\mathfrak{H}_{p, \theta}^{\gamma+1}$, and the function $u=\tilde{u}-\bar{u}$ is of class $\mathfrak{H}_{p, \theta}^{\gamma}$ and solves (3.1). For thus constructed $u$, estimate (3.5) follows from the explicit representation and known estimates for $\mathcal{R}, \mathcal{L}, M D$.

By repeating the above argument, we consider the case $1>\gamma \geq 0$, this time using the fact that $\gamma+1 \geq 1$ and relying upon the result for $\gamma \geq 1$. One can continue in the same way and it remains to prove only the uniqueness of solutions in $\mathfrak{H}_{p, \theta}^{\gamma}$.

It suffices to consider the case $f=0, g=0, u_{0}=0$ (and $\gamma<2$ ). In this case any solution $u \in \mathfrak{H}_{p, \theta, 0}^{\gamma}$ also belongs to $\mathfrak{H}_{p, \theta, 0}^{2}$ by Lemma 3.8 and its uniqueness follows from Lemma 3.7.

The theorem is thus proved.
Remark 3.9. From the above derivation of Theorem 3.3 from Lemma 3.7 it is seen that for any fixed $\gamma, p, \theta, a, \sigma$ satisfying the conditions of Theorem 3.3, if the assertion of Theorem 3.3 holds for these $\gamma, p, \theta, a, \sigma$, then it holds for any $\gamma \in \mathbb{R}$ with the same $p, \theta, a, \sigma$.
4. Proof of Lemma 3.7. By Remarks 2.7, we may concentrate on the following form of (3.1):

$$
\begin{align*}
d u(t, x)=\left(a^{i j}(t) u_{x^{i} x^{j}}(t, x)\right. & \left.+D_{i} f^{i}(t, x)\right) d t \\
& +\left(\sigma^{i k}(t) u_{x^{i}}(t, x)+g^{k}(t, x)\right) d w^{k}(t) . \tag{4.1}
\end{align*}
$$

Next, notice that by Theorem 2.13 there is a function $\bar{u} \in \mathfrak{H}_{p, \theta}^{2}$ such that, $\left.\bar{u}\right|_{t=0}=$ $u_{0}, \partial \bar{u} / \partial t=D_{i} \bar{f}^{i}$ with $\bar{f} \in \mathbb{H}_{p, \theta}^{1}$, and appropriate estimates of $\left\|\bar{u}_{x}\right\|_{\mathbb{H}_{p, \theta}^{1}}$ and $\|\bar{f}\|_{\mathbb{H}_{p, \theta}^{1}}$ through $\left\|u_{0}\right\|_{U_{p, \theta}^{2}}$ hold. This implies that in the equation

$$
d u=\left(a^{i j} u_{x^{i} x^{j}}+\left(a^{i j} \bar{u}_{x^{j}}+f^{i}-\bar{f}^{i}\right)_{x^{i}}\right) d t+\left(\sigma^{i k} u_{x^{i}}+\left(\sigma^{i k} \bar{u}_{x^{i}}+g^{k}\right)\right) d w_{t}^{k}
$$

we have $a^{i j} \bar{u}_{x^{j}}+f^{i}-\bar{f}^{i} \in \mathbb{H}_{p, \theta}^{1}(\tau)$ and $\sigma^{i \cdot} \bar{u}_{x^{i}}+g \in \mathbb{H}_{p, \theta}^{1}\left(\tau, l_{2}\right)$. Also, obviously if we can solve the above equation in $\mathfrak{H}_{p, \theta, 0}^{2}(\tau)$, then by adding to the solution the function
$\bar{u}$ we get a solution of (4.1) with initial data $u_{0}$. Therefore, in the proof of Lemma 3.7 without loss of generality, we may and will confine ourselves only to the case $u_{0} \equiv 0$.

Finally, obviously we may assume that $\tau \leq T$, where the constant $T<\infty$, and we start by proving the following a priori estimate.

Lemma 4.1. Assume that there exists a constant $\delta_{2}>0$ such that

$$
\begin{equation*}
(p-1)(d+p-1-\theta) \bar{a}^{11}-p(d+p-2-\theta) a^{11} \geq \delta_{2} \tag{4.2}
\end{equation*}
$$

for all $\omega$ and $t$. Then for any $u \in \mathfrak{H}_{p, \theta, 0}^{2}(\tau)$,

$$
\begin{equation*}
\left\|M^{-1} u\right\|_{\mathbb{L}_{p, \theta}(\tau)} \leq N\left(\left\|M\left(\tilde{\mathbb{D}}-a^{i j} D_{i} D_{j}\right) u\right\|_{\mathbb{L}_{p, \theta}(\tau)}+\left\|\left(\tilde{\mathbb{S}}-\sigma^{i \cdot} D_{i}\right) u\right\|_{\mathbb{L}_{p, \theta}\left(\tau, l_{2}\right)}\right), \tag{4.3}
\end{equation*}
$$

where $N$ depends only on $\delta_{0}, \delta_{2}, d$, and $\underset{\sim}{p}$.
Proof. For any $\gamma$ the operators $M \tilde{\mathbb{D}}$ and $\tilde{\mathbb{S}}$ are obviously continuous on $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ with values in $\mathbb{H}_{p, \theta}^{\gamma-2}(\tau)$ and $\mathbb{H}_{p, \theta}^{\gamma-1}\left(\tau, l_{2}\right)$, respectively. By Remark 2.5 the same is true for $M^{-1}: \mathfrak{H}_{p, \theta}^{\gamma}(\tau) \rightarrow \mathbb{H}_{p, \theta}^{\gamma}(\tau)$. By Definition 2.2 and Lemma 1.3 the operators

$$
M D_{i} D_{j}: \mathfrak{H}_{p, \theta}^{\gamma}(\tau) \rightarrow \mathbb{H}_{p, \theta}^{\gamma-2}(\tau), \quad \sigma^{i k} D_{i}: \mathfrak{H}_{p, \theta}^{\gamma}(\tau) \rightarrow \mathbb{H}_{p, \theta}^{\gamma-1}\left(\tau, l_{2}\right)
$$

are bounded. By Theorem 2.9, it follows that we need to prove only (4.3) for functions $u$ belonging to set (2.3) with sufficiently large $n$.

Take such a function $u$ and define $f$ and $g$ according to (3.3). By Sobolev's embedding theorem, if $n$ is large, then $f$ and $g$ are continuous in $x$, have compact supports in $x$, and

$$
E \int_{0}^{\tau} \sup _{x}|f(t, x)|^{p} d t<\infty, \quad E \int_{0}^{\tau} \sup _{x}|g(t, x)|_{l_{2}}^{p} d t<\infty
$$

It follows easily that $u$ satisfies (3.1) pointwise, that is, for almost any $\omega$ for all $x \in \mathbb{R}_{+}^{d}$ and $t \in[0, \tau]$.

Next we define $c=2+\theta-d-p$, apply Itô's formula to $\left(x^{1}\right)^{c}|u(t, x)|^{p}$, and find almost surely for all $x \in \mathbb{R}_{+}^{d}$

$$
\begin{gather*}
\left(x^{1}\right)^{c}|u(\tau, x)|^{p}=\int_{0}^{\tau}\left[p\left(x^{1}\right)^{c}|u|^{p-2} u a^{i j} u_{x^{i} x^{j}}\right. \\
\left.+p\left(x^{1}\right)^{c-1}|u|^{p-2} u f+\frac{1}{2} p(p-1)\left(x^{1}\right)^{c}|u|^{p-2} \sum_{k}\left(\sigma^{i k} u_{x^{i}}+g^{k}\right)^{2}\right] d s \\
+\int_{0}^{\tau} p\left(x^{1}\right)^{c}|u|^{p-2} u\left(\sigma^{i k} u_{x^{i}}+g^{k}\right) d w_{s}^{k} \tag{4.4}
\end{gather*}
$$

We take expectations of both parts of this equality, noticing that

$$
\begin{gather*}
E\left[\int_{0}^{\tau}|u|^{2 p-2} \sum_{k}\left|\sigma^{i k} u_{x^{i}}+g^{k}\right|^{2} d s\right]^{1 / 2}  \tag{4.5}\\
\leq N T E \sup _{s \leq \tau}|u|^{p-1}\left|u_{x}\right|+N E \sup _{s \leq \tau}|u|^{p-1}\left[\int_{0}^{\tau}|g|_{l_{2}}^{2}\right]^{1 / 2} .
\end{gather*}
$$

Here, for instance, by Hölder's inequality the last expectation is less than

$$
\left(E \sup _{s \leq \tau}|u|^{p}\right)^{(p-1) / p}\left(T^{(p-2) / 2} E \int_{0}^{\tau}|g|_{l_{2}}^{p} d s\right)^{1 / p}<\infty
$$

Therefore, the left-hand side of (4.5) is finite and the stochastic integral will disappear after taking expectations in (4.4). After this we integrate with respect to $x$ over $\mathbb{R}_{+}^{d}$. By the way, owing to the fact that $x$-supports of all functions $u, f$, and $g$ belong to some $G_{k}$ and the fact that even the $p$ th power of sup's over $x$ of these functions are integrable over ( $0, \tau \rrbracket$, we see that all integrals converge absolutely. Hence, by using Fubini's theorem and integrating by parts, we get from (4.4) that

$$
\begin{gathered}
0 \leq E \int_{0}^{\tau} \int_{\mathbb{R}_{+}^{d}}\left[-p(p-1)\left(x^{1}\right)^{c}|u|^{p-2} \bar{a}^{i j} u_{x^{i}} u_{x^{j}}\right. \\
-c\left(x^{1}\right)^{c-1} a^{i 1}\left(|u|^{p}\right)_{x^{i}}+p(p-1)\left(x^{1}\right)^{c}|u|^{p-2} g^{k} \sigma^{i k} u_{x^{i}} \\
\left.+p\left(x^{1}\right)^{c-1}|u|^{p-1}|f|+\frac{1}{2} p(p-1)\left(x^{1}\right)^{c}|u|^{p-2}|g|_{l_{2}}^{2}\right] d x d t .
\end{gathered}
$$

Next, we use Young's inequality to get relations like

$$
\begin{gathered}
\left(x^{1}\right)^{c-1}|u|^{p-1}|f| \leq \varepsilon\left(x^{1}\right)^{\theta-d}\left|u / x^{1}\right|^{p}+N\left(x^{1}\right)^{\theta-d}|f|^{p}, \\
g^{k} \sigma^{i k} u_{x^{i}} \leq N|g|_{l_{2}}\left|u_{x}\right| \leq \varepsilon \bar{a}^{i j} u_{x^{i}} u_{x^{j}}+N|g|_{l_{2}}^{2},
\end{gathered}
$$

where $\varepsilon>0$ is arbitrary and $N$ depends only on $\varepsilon, \delta_{0}$, and $p$. Then we get

$$
\begin{gathered}
0 \leq E \int_{0}^{\tau} \int_{\mathbb{R}_{+}^{d}}\left[(\varepsilon-p(p-1))\left(x^{1}\right)^{c}|u|^{p-2} \bar{a}^{i j} u_{x^{i}} u_{x^{j}}\right. \\
\left.+(\varepsilon+c(c-1)) a^{11}\left(x^{1}\right)^{\theta-d}\left|u / x^{1}\right|^{p}+N\left(x^{1}\right)^{\theta-d}|f|^{p}+N\left(x^{1}\right)^{\theta-d}|g|_{l_{2}}^{p}\right] d x d t
\end{gathered}
$$

By Corollary 6.2 of [5] for any $t$

$$
\int_{\mathbb{R}_{+}^{d}}\left(x^{1}\right)^{c}|u|^{p-2} \bar{a}^{i j} u_{x^{i}} u_{x^{j}} \geq \bar{a}^{11}(1-c)^{2} p^{-2} \int_{\mathbb{R}_{+}^{d}}\left(x^{1}\right)^{\theta-d}\left|u / x^{1}\right|^{p} d x
$$

Hence,

$$
\begin{gathered}
E \int_{0}^{\tau}\left\{\bar{a}^{11}[p(p-1)-\varepsilon](1-c)^{2} p^{-2}+a^{11}[c(1-c)-\varepsilon]\right\}\left\|M^{-1} u\right\|_{0, p, \theta}^{p} d t \\
\leq N\left(\|f\|_{\mathbb{L}_{p, \theta}(\tau)}^{p}+\|g\|_{\mathbb{L}_{p, \theta}\left(\tau, l_{2}\right)}^{p}\right)
\end{gathered}
$$

It remains only to observe that for $\varepsilon$ small enough from (4.2) we get that

$$
\bar{a}^{11}[p(p-1)-\varepsilon](1-c)^{2} p^{-2}+a^{11}[c(1-c)-\varepsilon]
$$

$$
\begin{gathered}
\geq-(1-c) p^{-1} \delta_{2} / 2+\bar{a}^{11}(p-1)(1-c)^{2} p^{-1}+a^{11} c(1-c) \\
=-(1-c) p^{-1} \delta_{2} / 2+(1-c) p^{-1}\left[(p-1)(d+p-1-\theta) \bar{a}^{11}-p(d+p-2-\theta) a^{11}\right] \\
\geq(1-c) p^{-1} \delta_{2} / 2
\end{gathered}
$$

The lemma is proved.
We divide the remaining part of the proof of Lemma 3.7 into the following subcases:
(1) $\sigma \equiv 0$;
(2) general case.
4.1. Case $\boldsymbol{\sigma} \equiv \mathbf{0}$. Observe that in this case $\bar{a}=a$ and (4.2) becomes

$$
a^{11}(\theta-d+1) \geq \delta_{2}
$$

which is satisfied for $\delta_{2}$ sufficiently small because we always assume that $\theta>d-1$ (and, for that matter, $\theta<p+d-1$ ). Therefore, estimate (4.3) holds. Of course, this estimate implies uniqueness.

To prove existence again use (4.3) and proceed as in the proof of Lemma 4.2 of [6] or Lemma 5.7 of [5]. Since this can be done in quite a straightforward way, we give only a sketch.

First, bearing in mind the a priori estimate and the method of continuity, we see that it suffices to consider the case $a^{i j}=\delta^{i j}$. Furthermore, owing to Theorem 2.10 and Lemma 4.1 we may and will additionally assume that

$$
f \in L_{p}\left(\Omega, C\left((0, \tau], C_{0}^{n}\left(G_{k}\right)\right)\right), \quad g \in L_{p}\left(\Omega, C\left((0, \tau], C_{0}^{n}\left(G_{k}\right)\right)\right)
$$

Continue $f$ and $g$ across $x^{1}=0$ so that $f$ becomes an even smooth function and $g$ an odd smooth function of $x^{1}$. By Theorem 3.2 of [3] or Theorem 5.1 of [4] there exists a unique solution $u \in \mathcal{H}_{p}^{n}(\tau)$ of (3.1) considered in the whole $\mathbb{R}^{d}$ with zero initial condition. If $n$ is large enough, $u$ is smooth with respect to $x$ and satisfies (3.1) pointwise. From the uniqueness, it follows that $u(t, x)=0$ for $x^{1}=0$. Next use the fact that the functions $f$ and $g$ have compact support and that outside this support $u$ satisfies the deterministic equation $d u=\Delta u d t$. Then as in the proof of Lemma 4.2 of [6] we derive that $u \in \mathfrak{H}_{p, \theta, 0}^{2}(\tau)$. Using Lemma 3.8 with $\gamma=2$ and $\mu=0$ and Lemma 4.1 we conclude that $u$ belongs to $\mathfrak{H}_{p, \theta, 0}^{2}(\tau)$, satisfies (3.1), and estimate (3.5) holds for $\gamma=2$ and $u_{0}=0$. This proves Lemma 3.7 in our first particular case.
4.2. General case. The left inequality in (3.4) means that

$$
\delta_{1}(p-1)(d+p-1-\theta)>p(d+p-2-\theta)
$$

which by virtue of Assumption 3.2 implies (4.2) with

$$
\delta_{2}=\delta_{0}\left[\delta_{1}(p-1)(d+p-1-\theta)-p(d+p-2-\theta)\right]>0
$$

Therefore, a priori estimate (4.3) holds. Using Lemma 3.8 with $\gamma=2$ and $\mu=0$, we get that estimate (3.5) holds for $\gamma=2$ and $u_{0}=0$. In particular, we get the uniqueness.

Furthermore, the same estimate with the same constant $N$ holds if we take $\lambda \sigma^{i k}$ instead of $\sigma^{i k}$ if $|\lambda| \leq 1$. Now to get the result in our present case from the case $\sigma \equiv 0$ it remains only to use the method of continuity (cf., for instance, the end of the proof of Theorem 5.1 of [4]).
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RINALDO M. COLOMBO ${ }^{\dagger}$ AND ANDREA CORLI ${ }^{\ddagger}$

Abstract. This paper is concerned with systems of $2 \times 2$ conservation laws

$$
\partial_{t} u+\partial_{x}[f(u)]=0, \quad t \geq 0, x \in \mathbf{R}, u \in \mathbf{R}^{2}
$$

developing phase transitions, as happens in models related to elastodynamics or to van der Waals fluids, for instance.

In the present paper, a definition of $\Psi$-admissible solution to $(\star)$ is given which comprises the various definitions in the current literature. Furthermore, the $\Psi$-admissible Riemann semigroup $(\Psi R S)$ generated by $(\star)$ is introduced and constructed by means of a wave-front tracking algorithm. Uniqueness and continuous dependence for $\Psi$-admissible solutions to ( $\star$ ) thus follow.
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1. Introduction. This paper is concerned with phase transitions in systems of $2 \times 2$ conservation laws

$$
\begin{equation*}
\partial_{t} u+\partial_{x}[f(u)]=0 \tag{1.1}
\end{equation*}
$$

where $t \geq 0, x \in \mathbf{R}, u \in \Omega$, and $\Omega \subset \mathbf{R}^{2}$. The smooth flow function $f: \Omega \mapsto \mathbf{R}^{2}$ is strictly hyperbolic. We assume that $\Omega$ is the union of two disjoint open sets $\Omega_{1}$ and $\Omega_{2}$ which we refer to as phases. The eigenvalues of $D f$ are assumed to be either genuinely nonlinear or linearly degenerate in each phase. By phase transition we mean a jump in a solution to (1.1) whose states on the two sides of the discontinuity belong to different phases.

Phase transitions model abrupt changes in some physical property of the system under consideration. A well-known example comes from elastodynamics, where $u=$ $(v, w)$ and $f(u)=(-\sigma(w),-v)$. Here $v$ is the particle speed, $w$ is the strain, and $\sigma$ is a nonmonotone stress-strain function. In recent years many authors dealt with this model; we quote for brevity only [11], [1], [14], [13]. Another model developing phase boundaries is the system of van der Waals fluids, as considered in [18], [19], [8]. We refer the reader to the survey paper [21] and to [23] for other physical accounts.

The introduction of phase transitions in (1.1) may be necessary in order to solve the Riemann problem

$$
\left\{\begin{array}{l}
\partial_{t} u+\partial_{x}[f(u)]=0,  \tag{1.2}\\
u(0, x)=u_{o}(x),
\end{array} \quad \text { where } \quad u_{o}(x)= \begin{cases}u^{b} & \text { if } x<0, \\
u^{\sharp} & \text { if } x>0\end{cases}\right.
$$

[^2]with $u^{b}, u^{\sharp}$ in the same phase but not necessarily close. It may well happen that no physically acceptable solution to (1.2) exists, unless a middle state $u^{\natural}$ is chosen in the other phase. From a mathematical point of view, the Lax shock-rarefaction curves may have no intersection in the phase which contains $u^{b}$ and $u^{\sharp}$. Nonetheless, a physically acceptable solution can be defined by introducing two phase boundaries between $u^{b}$ and $u^{\sharp}$.

We shall consider only subsonic phase transitions, which means that the absolute value of the speed of the discontinuity is lower than the absolute value of the characteristic speeds. An important feature of this case is that the Rankine-Hugoniot conditions turn out to be insufficient to uniquely determine a solution to (1.2) and a further admissibility condition, expressed by a function $\Psi$, is required.

From our point of view, we are not interested in the particular admissibility condition that is added, provided it satisfies some minimal regularity and stability assumptions. We consider it to be a physical problem to select the most suitable admissibility condition for every single specific application of (1.1). We remark, however, that our procedures apply to both the kinetic approach of elastodynamics [1] and the visco-capillarity approach [18], [19], [8] of van der Waals' model.

The main result of this paper is the construction of a $\Psi$-admissible Riemann semigroup ( $\Psi$ RS ) whose orbits are solutions to

$$
\left\{\begin{array}{l}
\partial_{t} u+\partial_{x}[f(u)]=0  \tag{1.3}\\
u(0, x)=\underline{u}(x)+\tilde{u}(x),
\end{array}\right.
$$

where $\tilde{u}$ is assumed to have suitably small total variation. $\underline{u}$ is the solution to (1.2) evaluated at some nonnegative time, with $u^{b}, u^{\sharp}$ in the same or in different phases. For example, the case $\underline{u}=u_{o}$ is acceptable.

The main tool is a modification of the wave-front tracking algorithm as developed in [4], [5] for the construction of a standard Riemann semigroup (SRS). We refer to [3] for a review of the SRS theory.

The above results depend on a stability and a strong nonresonance condition on the unperturbed problem (1.2). The former was first stated in [6]; the latter resembles what is done in [5]. A notable difference with respect to [5] is the addition of a condition to single out the solutions to the Riemann problems, as we mentioned above; moreover, the generic interaction of a wave against a phase boundary leads to a configuration entirely different from the case considered therein.

Due to the result in this paper, the whole recent theory of SRSs [3] and viscosity solutions [2] can be extended to systems of the form (1.1) that develop phase boundaries. We recall only that by means of the definition of viscosity solutions the trajectories of the SRS are characterized in terms of integral inequalities relying solely on (1.1). Furthermore, by introducing a condition analogous to (A3) in [5], it is possible to uniquely characterize the solution constructed here, thus providing an existence and uniqueness theorem for viscosity solution to (1.1) satisfying (A3) and developing admissible phase boundary.

The paper is organized as follows. In section 2 we collect some basic facts, give precise definitions, and state our main result. The main theorem is applied in section 3 to the problem of elastodynamics and to a model of a van der Waals gas. Section 4 contains the statements of a number of propositions, which are proved in the last section 5 .
2. Notations and main results. Let $\Omega$ be the union of two disjoint open subsets $\Omega_{1}, \Omega_{2}$ of $\mathbf{R}^{2} ; \Omega_{1}$ and $\Omega_{2}$ are called phases. Throughout this paper we assume
that $f: \Omega \mapsto \mathbf{R}^{2}$ is a smooth function and that its Jacobian matrix $A(u)=D f(u)$ is strictly hyperbolic in all $\Omega$; this means that $A(u)$ has two real and distinct eigenvalues $\lambda_{1}(u), \lambda_{2}(u)$ for every $u \in \Omega$. By eventually applying a linear change of coordinates, we assume that

$$
\begin{equation*}
-\lambda^{\max }<\lambda_{1}(u)<-\lambda^{\min }<0<\lambda^{\min }<\lambda_{2}(u)<\lambda^{\max } \quad \text { for all } u \in \Omega \tag{2.1}
\end{equation*}
$$

for two fixed constants $\lambda^{\min }, \lambda^{\max }$. We denote by $r_{1}(u), r_{2}(u)$ the eigenvectors associated to the eigenvalues $\lambda_{1}(u), \lambda_{2}(u)$. Each characteristic family is locally either linearly degenerate or genuinely nonlinear, i.e., we assume that

$$
\text { either } \quad \nabla \lambda_{i}(u) \cdot r_{i}(u)=0 \quad \text { or } \quad \nabla \lambda_{i}(u) \cdot r_{i}(u)>0 \quad \text { for all } u \in \mathcal{U}^{b}
$$

and similarly for $\mathcal{U}^{\natural}$ and $\mathcal{U}^{\sharp}$. Here $\mathcal{U}^{b}, \mathcal{U}^{\natural}$, and $\mathcal{U}^{\sharp}$ are subsets of $\Omega$ which are going to be specified in the following.

The fact that $\Omega$ is the disjoint union of two open sets has important consequences on the solutions of the Riemann problem (1.2). First, if $u^{b}$ and $u^{\sharp}$ belong to different phases, no Lax [12] solution can be defined. But even if $u^{b}$ and $u^{\sharp}$ both belong to the same phase $\Omega_{j}$, then again the Lax solution may not exist. In fact, the shockrarefaction curves through $u^{b}, u^{\sharp}$ may have no intersection inside $\Omega_{j}$. In these cases, phase boundaries arise.

More precisely, let $u:[0,+\infty[\times \mathbf{R} \mapsto \Omega$ be a weak solution to (1.1) such that $u(t, \cdot) \in B V$ for all $t$. A Lipschitz continuous curve $x=\Lambda(t)$ is a phase boundary for $u$ if for almost every $t$ the traces

$$
u^{l}(t)=\lim _{x \rightarrow \Lambda(t)-} u(t, x) \quad \text { and } \quad u^{r}(t)=\lim _{x \rightarrow \Lambda(t)+} u(t, x)
$$

are in two different phases. When this happens, the Rankine-Hugoniot condition

$$
\begin{equation*}
\dot{\Lambda} \cdot\left(u^{l}-u^{r}\right)=f\left(u^{l}\right)-f\left(u^{r}\right) \tag{2.2}
\end{equation*}
$$

must be satisfied for a.e. $t$ in order to have a weak solution. By eliminating $\dot{\Lambda}$ in (2.2), the Rankine-Hugoniot equations reduce to the scalar condition

$$
\begin{equation*}
\Phi_{R H}\left(u^{l}, u^{r}\right)=0 \tag{2.3}
\end{equation*}
$$

for a suitable smooth function $\Phi_{R H}$.
In the rest of this paper, we consider only subsonic phase boundaries, i.e., we assume that

$$
\begin{equation*}
|\dot{\Lambda}|<\lambda^{\min } . \tag{2.4}
\end{equation*}
$$

The choice (2.4) is motivated by the fact that phase boundaries satisfying $|\dot{\Lambda}|>$ $\lambda^{\text {max }}$ can be treated as overcompressive shocks [16], but this situation does not seem physically relevant; see [11]. In the intermediate supersonic case $\lambda_{i}\left(u^{l}\right)<\dot{\Lambda}<\lambda_{i}\left(u^{r}\right)$ (or $\lambda_{i}\left(u^{r}\right)<\dot{\Lambda}<\lambda_{i}\left(u^{l}\right)$ ), Lax shock inequalities are satisfied and phase boundaries behave as large shocks and can be treated exactly as in [5]. For sonic phase boundaries, we refer to [7].

It is possible to define a solution to the Riemann problem (1.2) relying solely on (2.3). However, in the subsonic case (2.4) the requirement (2.3) alone does not
single out a unique solution. It is thus necessary to impose a further constraint on the states on the sides of the discontinuity, say,

$$
\begin{equation*}
\Psi\left(u^{l}, u^{r}\right)=0 \tag{2.5}
\end{equation*}
$$

where $\Psi:\left(\Omega_{1} \times \Omega_{2}\right) \cup\left(\Omega_{2} \times \Omega_{1}\right) \rightarrow \mathbf{R}$ is a smooth function. The conditions (2.3) and (2.5) allow us to single out a unique solution to (1.2). We shall consider only $\Psi$-admissible phase boundaries, i.e., those whose side states satisfy (2.3) and (2.5). We stress that our condition depends on the particular choice of $\Psi$.

From a physical point of view, the choice of the function $\Psi$ is usually related to some kind of entropy dissipation, as in the examples developed in section 3. Let us point out that the case of an admissibility function $\Psi$ depending solely on the speed of the phase boundary is contained in our framework, since the jump conditions (2.3) allow us to express $\dot{\Lambda}$ by means of $u^{l}$ and $u^{r}$.

Under assumption (2.4) and having imposed condition (2.5), it is natural to give the following definition.

Definition 2.1. We call $\Psi$-admissible solution to the Riemann problem (1.2) under the admissibility condition (2.5)
(i) the usual Lax solution as long as it exists;
(ii) the solution consisting of a Lax wave of the first family, a $\Psi$-admissible phase boundary, and a Lax wave of the second family, whenever $u^{b}$ and $u^{\sharp}$ belong to different phases;
(iii) the solution consisting of a Lax wave of the first family, two $\Psi$-admissible phase boundaries, and a Lax wave of the second family, whenever $u^{b}$ and $u^{\sharp}$ belong to the same phase but a Lax solution does not exist.

For notational simplicity, we introduce the function $\Phi:\left(\Omega_{1} \times \Omega_{2}\right) \cup\left(\Omega_{2} \times \Omega_{1}\right) \rightarrow \mathbf{R}^{2}$ by

$$
\Phi\left(u^{l}, u^{r}\right)=\left[\begin{array}{c}
\Phi_{R H}\left(u^{l}, u^{r}\right) \\
\Psi\left(u^{l}, u^{r}\right)
\end{array}\right] .
$$

Denote by $D_{1} \Phi$ (resp., $D_{2} \Phi$ ) the $2 \times 2$ Jacobian of $\Phi$ with respect to the first (resp., second) argument. It is useful to consider the following situations separately:
(1) $\Phi\left(u^{b}, u^{\sharp}\right)=0$, so that (1.2) is solved by a subsonic phase boundary and no other waves;
(2) $\Phi\left(u^{b}, u^{\natural}\right)=0$ and $\Phi\left(u^{\natural}, u^{\sharp}\right)=0$ for some middle state $u^{\natural}$, so that (1.2) is solved by two subsonic phase boundaries and no other waves.
We emphasize that we do not take into account in this paper the phenomenon of nucleation, i.e., the initiation of two phase boundaries at a certain time from data in the same phase (see [1], [13]). To prevent nucleation we shall make some assumptions in order that the solutions to (1.3) have the same number of phase boundaries of (1.2), which is, according to the previous situations, either one or two.

In case (1), we say that the phase boundary separating $u^{b}$ from $u^{\sharp}$ is stable when

$$
\begin{equation*}
\operatorname{det}\left(D_{1} \Phi\left(u^{b}, u^{\sharp}\right) r_{1}\left(u^{b}\right), D_{2} \Phi\left(u^{b}, u^{\sharp}\right) r_{2}\left(u^{\sharp}\right)\right) \neq 0 . \tag{2.6}
\end{equation*}
$$

This condition ensures the unique solvability in the sense of Definition 2.1, part (ii), of all Riemann problems with data sufficiently near to $u^{b}, u^{\sharp}$ by the implicit function theorem. Similarly, in case (2), we assume that

$$
\begin{align*}
& \operatorname{det}\left(D_{1} \Phi\left(u^{b}, u^{\natural}\right) r_{1}\left(u^{b}\right), D_{2} \Phi\left(u^{b}, u^{\natural}\right) r_{2}\left(u^{\natural}\right)\right) \neq 0,  \tag{2.7}\\
& \operatorname{det}\left(D_{1} \Phi\left(u^{\natural}, u^{\sharp}\right) r_{1}\left(u^{\natural}\right), D_{2} \Phi\left(u^{\natural}, u^{\sharp}\right) r_{2}\left(u^{\sharp}\right)\right) \neq 0 . \tag{2.8}
\end{align*}
$$

The conditions above imply the solvability of small perturbations of the Riemann problems with data $\left(u^{b}, u^{\natural}\right)$ and $\left(u^{\natural}, u^{\sharp}\right)$ ．Due to Definition 2．1，we need a further global condition ensuring that no small perturbation of the Riemann problem with data $\left(u^{b}, u^{\sharp}\right)$ may be solved without the introduction of two phase boundaries．Let $\mathcal{R}_{1}^{b}$ be the set of points that can be to the right of a wave of the first family exiting $u^{b}$ ．Similarly，let $\mathcal{L}_{2}^{\sharp}$ be the set of all those points that can be on the left of a wave of the second family entering $u^{\sharp}$ ．We require that

$$
\begin{equation*}
\inf _{u \in \mathcal{R}_{1}^{b}, w \in \mathcal{L}_{2}^{\sharp}} d(u, w)>\rho>0 . \tag{2.9}
\end{equation*}
$$

We remark that without（2．9），the $\mathbf{L}^{1}$－continuous dependence on the initial data may be lost．Indeed，assume for simplicity that there exists a

$$
u^{*} \in \mathcal{R}_{1}^{b} \cap \mathcal{L}_{2}^{\sharp} .
$$

Choose now a positive $a$ ．Then，problem（1．1）with initial data

$$
u_{a}(x)= \begin{cases}u^{b} & \text { if } x<-a, \\ u^{\natural} & \text { if } x \in[-a, a], \\ u^{\sharp} & \text { if } x>a\end{cases}
$$

has a unique solution $u_{a}$ containing two phase boundaries，due to（2．7）and（2．8）． For all $a>0$ ，the qualitative properties of the solution remain unchanged．However， due to Definition 2．1，at $a=0$ the solution corresponding to $u_{0}$ contains no phase boundaries，but only a Lax wave of the first family joining $u^{b}$ to $u^{*}$ and a Lax wave of the second family joining $u^{*}$ to $u^{\sharp}$ ．

In case（2），a damping condition as in［5］is necessary to ensure that small per－ turbations of（1．2）still have a global solution．In order to state this condition，let us denote by $\Lambda^{b}, \Lambda^{\sharp}$ the propagation speeds of the phase boundaries，with $\Lambda^{b}, \Lambda^{\sharp} \in \mathbf{R}$ ． Consider the case of a small wave $\sigma$ hitting one of the phase boundaries．From the in－ teraction，a reflected wave and a transmitted wave arise．A first－order analysis shows that these arising waves are bounded by $|\sigma|$ times suitable reflection and transmission coefficients，respectively．These coefficients are given by

$$
\begin{align*}
& \left(D_{1} \Phi r_{1}\left(u^{b}\right),-D_{2} \Phi r_{2}\left(u^{\natural}\right)\right)^{-1}\left(-D_{2} \Phi r_{1}\left(u^{b}\right), D_{1} \Phi r_{2}\left(u^{\natural}\right)\right)=\left(\begin{array}{cc}
T_{\text {ดb }} & R_{\text {b }} \\
R_{\natural}^{b} & T_{\text {b曰 }}
\end{array}\right),  \tag{2.10}\\
& \left(D_{1} \Phi r_{1}\left(u^{\natural}\right),-D_{2} \Phi r_{2}\left(u^{\sharp}\right)\right)^{-1}\left(-D_{2} \Phi r_{1}\left(u^{\natural}\right), D_{1} \Phi r_{2}\left(u^{\sharp}\right)\right)=\left(\begin{array}{cc}
T_{\text {吅 }} & R_{\natural}^{\sharp} \\
R_{\sharp} & T_{\text {咁 }}
\end{array}\right), \tag{2.11}
\end{align*}
$$

where for simplicity we omitted the arguments $\left(u^{b}, u^{\natural}\right)$ in the first line and $\left(u^{\natural}, u^{\sharp}\right)$ in the second one．Then let us define

$$
\Theta^{b}=-\frac{\lambda_{2}\left(w^{\natural}\right)-\Lambda^{b}}{\Lambda^{b}-\lambda_{1}\left(w^{\natural}\right)}, \quad \Theta^{\sharp}=-\frac{\lambda_{1}\left(w^{\natural}\right)-\Lambda^{\sharp}}{\Lambda^{\sharp}-\lambda_{2}\left(w^{\natural}\right)} .
$$

Due to（2．4），both $\Theta^{b}$ and $\Theta^{\sharp}$ are negative numbers and，under condition（2．4），we have

$$
\begin{equation*}
\Theta^{b} \Theta^{\sharp}>1 \tag{2.12}
\end{equation*}
$$

We say that the strong nonresonance condition holds if

$$
\begin{equation*}
\left|R_{\natural}^{b} \Theta^{b}\right| \cdot\left|R_{\natural}^{\sharp} \Theta^{\sharp}\right|<1 \tag{2.13}
\end{equation*}
$$

with $R_{\natural}^{b}$ as in (2.10) and $R_{\natural}^{\sharp}$ as in (2.11). On one hand, this condition provides the Lipschitz-continuous dependence in $\mathbf{L}^{1}$ from the initial data of the solutions to (1.3); see [5]. On the other hand, it implies

$$
\begin{equation*}
\left|R_{\natural}^{b}\right| \cdot\left|R_{\natural}^{\sharp}\right|<1 \tag{2.14}
\end{equation*}
$$

because of (2.12). Formula (2.14) is the usual nonresonance condition (see [17], [5]) which says, roughly speaking, that the strength of a small wave diminishes after two reflections against the phase boundaries.

Let us remark that the stability conditions (2.7)-(2.8) together with the assumption

$$
\begin{equation*}
R_{\natural}^{b} \cdot R_{\natural}^{\sharp} \neq 1 \tag{2.15}
\end{equation*}
$$

imply the stability of the solution to the Riemann problem (1.2) in case (iii) of Definition 2.1. In fact, by (2.10) and (2.11),

$$
R_{\natural}^{b}=-\frac{\operatorname{det} T_{1}\left(u^{b}, u^{\natural}\right)}{\operatorname{det} S\left(u^{b}, u^{\natural}\right)}, \quad R_{\natural}^{\sharp}=-\frac{\operatorname{det} T_{2}\left(u^{\natural}, u^{\sharp}\right)}{\operatorname{det} S\left(u^{\natural}, u^{\sharp}\right)},
$$

where $T_{1}, T_{2}$, and $S$ are the $2 \times 2$ matrices

$$
\begin{aligned}
T_{i}\left(u^{l}, u^{r}\right) & =\left(D_{1} \Phi\left(u^{l}, u^{r}\right) r_{i}\left(u^{l}\right), D_{2} \Phi\left(u^{l}, u^{r}\right) r_{i}\left(u^{r}\right)\right), \quad i=1,2 \\
S\left(u^{l}, u^{r}\right) & =\left(D_{1} \Phi\left(u^{l}, u^{r}\right) r_{1}\left(u^{l}\right),-D_{2} \Phi\left(u^{l}, u^{r}\right) r_{2}\left(u^{r}\right)\right)
\end{aligned}
$$

The stability of the solution to (1.2) in case (iii) of Definition 2.1 is equivalent to the applicability of the implicit function theorem to

$$
\left\{\begin{array}{l}
\Phi\left(\phi_{1}\left(u^{b}, \sigma_{1}\right), u^{\natural}\right)=0 \\
\Phi\left(u^{\natural}, \tilde{\phi}_{2}\left(u^{\sharp}, \sigma_{2}\right)\right)=0
\end{array}\right.
$$

in the unknowns $\sigma_{1}, u^{\natural}$, and $\sigma_{2}$. Here, $\phi_{i}$ (resp., $\tilde{\phi}_{i}$ ) is the shock-rarefaction curve from left to right (resp., right to left). The above requires the $4 \times 4$ matrix

$$
\left(\begin{array}{ccc}
D_{1} \Phi\left(u^{b}, u^{\natural}\right) r_{1}\left(u^{b}\right) & D_{2} \Phi\left(u^{b}, u^{\natural}\right) & 0 \\
0 & D_{1} \Phi\left(u^{\natural}, u^{\sharp}\right) & D_{2} \Phi\left(u^{\natural}, u^{\sharp}\right) r_{2}\left(u^{\sharp}\right)
\end{array}\right)
$$

to be nonsingular, which in turn is equivalent to the nonsingularity of

$$
\left(\begin{array}{cllc}
D_{1} \Phi\left(u^{b}, u^{\natural}\right) r_{1}\left(u^{b}\right) & D_{2} \Phi\left(u^{b}, u^{\natural}\right) r_{1}\left(u^{\natural}\right) & D_{2} \Phi\left(u^{b}, u^{\natural}\right) r_{2}\left(u^{\natural}\right) & 0 \\
0 & D_{1} \Phi\left(u^{\natural}, u^{\sharp}\right) r_{1}\left(u^{\natural}\right) & D_{1} \Phi\left(u^{\natural}, u^{\sharp}\right) r_{2}\left(u^{\natural}\right) & D_{2} \Phi\left(u^{\natural}, u^{\sharp}\right) r_{2}\left(u^{\sharp}\right)
\end{array}\right) .
$$

A quick calculation shows that the determinant of the latter matrix is

$$
\operatorname{det} T_{1}\left(u^{b}, u^{\natural}\right) \operatorname{det} T_{2}\left(u^{\natural}, u^{\sharp}\right)-\operatorname{det} S\left(u^{b}, u^{\natural}\right) \operatorname{det} S\left(u^{\natural}, u^{\sharp}\right),
$$

which is nonzero iff (2.15) holds. This proves our remark.
The following definition of $\Psi$ RS is an adaptation of [2]; similar to [5], we introduce the set $\mathcal{M}$ of smooth increasing diffeomorphisms $\mathbf{R} \mapsto \mathbf{R}$. Assume that system (1.2) admits a solution $\underline{u}$, either in case (1) or in case (2).

Definition 2.2. A $\Psi$-admissible Riemann semigroup ( $\Psi R S$ ) generated by (1.2) is a map $S:[0,+\infty[\times \mathcal{D} \mapsto \mathcal{D}$ satisfying the following:
(i) there exists a positive $\delta$ such that the closed invariant domain $\mathcal{D} \subset L_{l o c}^{1}(\mathbf{R})$ contains the set of functions $u: \mathbf{R} \mapsto \Omega$, such that there exists $\mu \in \mathcal{M}$ :

$$
\begin{equation*}
\|u(\cdot)-\underline{u}(1, \mu(\cdot))\|_{\mathbf{L}^{1}}<\infty, \quad \operatorname{TV}\{u(\cdot)-\underline{u}(1, \mu(\cdot))\} \leq \delta \tag{2.16}
\end{equation*}
$$

(ii) $S_{0} u=u$ and $S_{t^{\prime \prime}} \circ S_{t^{\prime}}(u)=S_{t^{\prime}+t^{\prime \prime}} u$;
(iii) there exists a positive $L$ such that

$$
\left\|S_{t^{\prime \prime}} u^{\prime \prime}-S_{t^{\prime}} u^{\prime}\right\|_{\mathbf{L}^{1}} \leq L \cdot\left(\left\|u^{\prime \prime}-u^{\prime}\right\|_{\mathbf{L}^{1}}+\left|t^{\prime \prime}-t^{\prime}\right|\right)
$$

(iv) every trajectory $t \mapsto S_{t} u$ yields a $\Psi$-admissible weak solution to (1.1) with initial data $u$;
(v) if $u \in \mathcal{D}$ is piecewise constant, then fort small $S_{t} u$ coincides with the glueing of the $\Psi$-admissible solutions of Definition 2.1.

Note that in case (2) the initial data $u_{o}$ at (1.2) belongs to $\mathcal{D}$ but it does not belong to the set defined through (2.16). Moreover, the initial data satisfying (2.16) are more general than the ones considered at (1.3).

Our main result is the existence of such a $\Psi R S$, which we accomplish by means of a constructive procedure.

Theorem 2.3. Consider system (1.1). Assume that it is strictly hyperbolic with each characteristic field either linearly degenerate or genuinely nonlinear. Let the admissibility condition (2.5) be given.

In case (1), fix $u^{b}$ and $u^{\sharp}$ such that the solution to (1.2) contains a subsonic (2.4) and stable (2.6) phase boundary.

In case (2), fix $u^{b}, u^{\natural}$, and $u^{\sharp}$ satisfying (2.9) and such that the solution to (1.2) contains two subsonic (2.4), stable (2.7)-(2.8), and strongly nonresonant (2.13) phase boundaries with middle state $u^{\natural}$.

Then, there exists a $\Psi R S$ generated by (1.2).
We remark here that the whole construction is local in the space of conserved quantities. Thus the above assumption on the linear degeneracy or genuine nonlinearity of the characteristic families is sufficient when satisfied in suitable neighborhoods of $u^{b}, u^{\natural}$, and $u^{\sharp}$.
3. Examples. In this section we give two examples: the first coming from elastodynamics and the latter from van der Waals fluids.

In the case of elastodynamics we write $u=(v, w)$, where $v$ is the particle velocity and $w$ the strain; the flow function is $f(v, w)=(-\sigma(w),-v)$, defined on $\Omega=\mathbf{R} \times$ (] $-1, w_{M}[\cup] w_{m},+\infty\left[\right.$ ), with $w_{M}<w_{m}$. The system (1.1) becomes

$$
\left\{\begin{array}{l}
\partial_{t} v-\partial_{x}[\sigma(w)]=0  \tag{3.1}\\
\partial_{t} w-\partial_{x} v=0
\end{array}\right.
$$

The function $\sigma$ is the stress-strain function. We assume that it has a maximum point $w_{M}$ and a minimum point $w_{m}$; see Figure 3.1. Moreover, with a little abuse of notation, we let

$$
\left.\Omega_{1}=\right]-1, w_{M}\left[, \quad \Omega_{2}=\right] w_{m},+\infty[
$$

and we assume also that

$$
\begin{equation*}
\sigma^{\prime}>0 \text { in } \Omega_{1} \cup \Omega_{2} \quad \text { and } \quad \sigma^{\prime \prime}<0 \text { in } \Omega_{1}, \quad \sigma^{\prime \prime}>0 \text { in } \Omega_{2} \tag{3.2}
\end{equation*}
$$



FIG. 3.1. The stress-strain function $\sigma$.
the behavior of $\sigma^{\prime \prime}$ in the middle zone $\left[w_{M}, w_{m}\right]$ is not relevant. In what follows, we shall always limit $w$ to the phases $\Omega_{1}$ or $\Omega_{2}$, where the system is strictly hyperbolic and genuinely nonlinear. We introduce the sound speed

$$
c(w)=\sqrt{\sigma^{\prime}(w)}
$$

so that the characteristic speeds of (3.1) are

$$
\lambda_{1}(w)=-c(w) \quad \text { and } \quad \lambda_{2}(w)=c(w)
$$

Let us remark that, from a physical point of view, both evolution from the first (hard) phase to the second (soft) one and vice versa are possible: an example of the first case is given by the cold drawing of polyethylene, while an example of the second case is the hardening of polybutene (see [23]). Moreover, the assumption of concavity of $\sigma$ in the first phase and convexity in the second one is made only for simplicity; for some materials, different situations are possible and can be considered within the present construction.

We consider the Riemann problem for (3.1) with initial data

$$
u_{o}(x)= \begin{cases}u^{b}=\left(v^{b}, w^{b}\right) & \text { if } x<0,  \tag{3.3}\\ u^{\sharp}=\left(v^{\sharp}, w^{\sharp}\right) & \text { if } x>0 .\end{cases}
$$

Due to the nonmonotonicity of the stress-strain function $\sigma$, the Lax shock-rarefaction curves through $\left(v^{b}, w^{b}\right)$ and $\left(v^{\sharp}, w^{\sharp}\right)$ may have no intersection even if both $w^{b}$ and $w^{\sharp}$ both belong to the same hyperbolic phase. In fact, straightforward computations show that the Lax solution to (3.1) and (3.3) exists precisely in the following situations:

$$
\begin{array}{cccc}
v^{\sharp}-v^{b}<\int_{w^{b}}^{w_{M}} c(w) d w+\int_{w^{\sharp}}^{w_{M}} c(w) d w & \text { if } & w^{b}, w^{\sharp} \in \Omega_{1}, \\
v^{b}-v^{\sharp}<\int_{w_{m}}^{w^{b}} c(w) d w+\int_{w_{m}}^{w^{\sharp}} c(w) d w & \text { if } & w^{b}, w^{\sharp} \in \Omega_{2} . \tag{3.5}
\end{array}
$$

Condition (2.9) becomes

$$
\begin{aligned}
v^{\sharp}-v^{b}>\int_{w^{b}}^{w_{M}} c(w) d w+\int_{w^{\sharp}}^{w_{M}} c(w) d w+\rho \quad \text { if } \quad w^{b}, w^{\sharp} \in \Omega_{1}, \\
v^{b}-v^{\sharp}>\int_{w_{m}}^{w^{b}} c(w) d w+\int_{w_{m}}^{w^{\sharp}} c(w) d w+\rho \quad \text { if } \quad w^{b}, w^{\sharp} \in \Omega_{2} .
\end{aligned}
$$

If $\int_{-1}^{w_{M}} c(w) d w<+\infty$, then the above inequalities follow from

$$
\begin{equation*}
\left\|u^{\sharp}-u^{b}\right\|>C \cdot \rho . \tag{3.6}
\end{equation*}
$$

On the contrary, if $\int_{-1}^{w_{M}} c(w) d w=+\infty$, then no assumption of the type (3.6) implies (2.9).

Consider now a phase boundary with speed $\Lambda$, with right and left states $u^{r}=$ $\left(v^{r}, w^{r}\right), u^{l}=\left(v^{l}, w^{l}\right)$, respectively. From the Rankine-Hugoniot conditions (2.2), it follows that

$$
\begin{equation*}
\Lambda=\zeta \cdot \sqrt{\frac{\sigma\left(w^{r}\right)-\sigma\left(w^{l}\right)}{w^{r}-w^{l}}} \tag{3.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\zeta=-\zeta_{v} \cdot \zeta_{w}, \quad \zeta_{v}=\operatorname{sign}\left(v^{r}-v^{l}\right), \quad \zeta_{w}=\operatorname{sign}\left(w^{r}-w^{l}\right) \tag{3.8}
\end{equation*}
$$

(and $\operatorname{sign} 0=0$ ). We consider now admissibility and stability of the phase boundaries. In the kinetic approach proposed by [1] the choice for the function $\Psi$ is
$\Psi\left(u^{l}, u^{r}\right)$

$$
\begin{equation*}
=\frac{\sigma\left(w^{r}\right)+\sigma\left(w^{l}\right)}{2}\left(w^{r}-w^{l}\right)-\int_{w^{l}}^{w^{r}} \sigma(w) d w+\zeta_{w} \phi\left(-\zeta_{v} \sqrt{\frac{\sigma\left(w^{r}\right)-\sigma\left(w^{l}\right)}{w^{r}-w^{l}}}\right), \tag{3.9}
\end{equation*}
$$

where $\phi$ is a given constitutive function and $\zeta_{v}, \zeta_{w}$ are defined in (3.8).
If $u^{l}, u^{r}$ are the side states of a nonstationary phase boundary, then the vanishing of the function $\Psi$ prescribes the amount of physical entropy dissipated by the phase boundary.

The function $\phi$ above, as chosen in [1], is singular when $\Lambda=0$. For this reason the case of a stationary phase boundary needs to be ruled out. With a different (smooth) choice of $\phi$, the construction developed in section 2 can be applied also to the case of stationary phase boundaries.

In the case (3.9), the stability condition (2.6) reads (see [6])

$$
\phi^{\prime}\left(-\zeta_{v} \sqrt{\frac{\sigma\left(w^{\sharp}\right)-\sigma\left(w^{b}\right)}{w^{\sharp}-w^{b}}}\right) \neq-\frac{\frac{\sigma\left(w^{\sharp}\right)-\sigma\left(w^{b}\right)}{w^{\sharp}-w^{b}}+c\left(w^{b}\right) c\left(w^{\sharp}\right)}{c\left(w^{b}\right)+c\left(w^{\sharp}\right)}\left(w^{\sharp}-w^{b}\right)^{2} .
$$

The above inequality is satisfied whenever $\phi$ is increasing, which is physically acceptable.

Let us consider now the case of two phase boundaries, having speeds $\Lambda^{b}$ and $\Lambda^{\sharp}$, with $\Lambda^{b}, \Lambda^{\sharp} \in \mathbf{R}$ and $\Lambda^{b}<\Lambda^{\sharp}$, with the same notations of Case 2 of the previous section; we look for an explicit condition for strong nonresonance. It comes out that

$$
\begin{align*}
& R_{\natural}^{b}=-\frac{1}{\Theta^{\natural}} \frac{c\left(w^{\natural}\right) c\left(w^{b}\right)-\left(\Lambda^{b}\right)^{2}+h^{b}\left(c\left(w^{\natural}\right)-c\left(w^{b}\right)\right)}{c\left(w^{\natural}\right) c\left(w^{b}\right)+\left(\Lambda^{b}\right)^{2}+h^{b}\left(c\left(w^{\natural}\right)+c\left(w^{b}\right)\right)} \quad \text { for } \quad h^{b}=\frac{\phi^{\prime}\left(\zeta_{w}^{b} \Lambda^{b}\right)}{\left(w^{\natural}-w^{b}\right)^{2}},  \tag{3.10}\\
& R_{\text {吕 }}=-\frac{1}{\Theta^{\sharp}} \frac{c\left(w^{\natural}\right) c\left(w^{\sharp}\right)-\left(\Lambda^{\sharp}\right)^{2}+h^{\sharp}\left(c\left(w^{\natural}\right)-c\left(w^{\sharp}\right)\right)}{c\left(w^{\natural}\right) c\left(w^{\sharp}\right)+\left(\Lambda^{\sharp}\right)^{2}+h^{\sharp}\left(c\left(w^{\natural}\right)+c\left(w^{\sharp}\right)\right)} \quad \text { for } \quad h^{\sharp}=\frac{\phi^{\prime}\left(\zeta_{w}^{\sharp} \Lambda^{\sharp}\right)}{\left(w^{\sharp}-w^{\natural}\right)^{2}}, \tag{3.11}
\end{align*}
$$

where

$$
\Theta^{b}=\frac{\Lambda^{b}-c\left(w^{\natural}\right)}{\Lambda^{b}+c\left(w^{\natural}\right)}, \quad \Theta^{\sharp}=\frac{\Lambda^{\sharp}+c\left(w^{\natural}\right)}{\Lambda^{\sharp}-c\left(w^{\natural}\right)} .
$$

We already remarked in section 2 that $\Theta^{b}$ and $\Theta^{\sharp}$ are negative numbers and that (2.12) holds. Let us point out that, differently from [5], we have $\Theta^{b}<-1$ iff $\Lambda^{b}<0$ and $\Theta^{\sharp}<-1$ iff $\Lambda^{\sharp}>0$; the condition $\Lambda^{b}<0<\Lambda^{\sharp}$ is always satisfied in the case of a trilinear stress-strain function $\sigma$ (see [1, p. 137]). What is more important here is that from (3.10) and (3.11) we see that the strong nonresonance condition (2.13) holds if the constitutive function $\phi$ is increasing.

We briefly note here that the approach developed in section 2 applies also to the case of those materials for which $\sigma^{\prime \prime}<0$ also in $\Omega_{2}$. Indeed, in this case, simply substitute (3.5) with

$$
v^{b}-v^{\sharp}<\sqrt{\left(\sigma\left(w^{\sharp}\right)-\sigma\left(w_{m}\right)\right)\left(w^{\sharp}-w_{m}\right)}+\sqrt{\left(\sigma\left(w^{b}\right)-\sigma\left(w_{m}\right)\right)\left(w^{b}-w_{m}\right)} ;
$$

here, $w^{b}, w^{\sharp}$ both belong to $\Omega_{2}$. Similarly, condition (2.9) becomes

$$
v^{b}-v^{\sharp}>\sqrt{\left(\sigma\left(w^{\sharp}\right)-\sigma\left(w_{m}\right)\right)\left(w^{\sharp}-w_{m}\right)}+\sqrt{\left(\sigma\left(w^{b}\right)-\sigma\left(w_{m}\right)\right)\left(w^{b}-w_{m}\right)}+\rho .
$$

The case $\sigma^{\prime \prime}>0$ in $\Omega_{1}$ can be considered similarly.
With suitable choices of $f, \Omega_{1}$, and $\Omega_{2}$, the construction presented in this paper includes also the trilinear material, as considered in [13]. In this context, Definition 2.1 reduces to the one given therein. Moreover, see [21] for a simple cubic model of $\sigma$.

Our second example is the one-dimensional isothermal model for a van der Waals fluid:

$$
\left\{\begin{array}{l}
\partial_{t} v+\partial_{x}[p(w)]=0,  \tag{3.12}\\
\partial_{t} w-\partial_{x} v=0 .
\end{array}\right.
$$

Here $u=(v, w)$, with $v$ being the particle velocity and $w$ the specific volume. The pressure $p$ is a smooth positive function defined in $] 0,+\infty\left[\right.$, with a minimum point $w_{m}$ and a maximum point $w_{M}>w_{m}, p\left(w_{m}\right)<p\left(w_{M}\right)$. The liquid phase is $\left.\Omega_{1}=\right] w_{0}, w_{m}[$ while the vapor phase is $\left.\Omega_{2}=\right] w_{M},+\infty[$ and we assume

$$
\begin{equation*}
p^{\prime}<0 \text { in } \Omega_{1} \cup \Omega_{2}, \quad p^{\prime \prime}>0 \text { in } \Omega_{1}, \tag{3.13}
\end{equation*}
$$

as in Figure 3.2.
A key difference between this example and the previous one is the following. As shown in Figure 3.2, the pressure has an inflection point in $\Omega_{2}$, which makes each of


FIG. 3.2. The pression $p$ as a function of the specific volume $w$.
the characteristic families neither globally linearly degenerate nor globally genuinely nonlinear. However, thanks to its local nature, the present construction still applies, provided that none of the points $u^{b}, u^{\natural}, u^{\sharp}$ coincides with the inflection point. We point out that in this case the sets $\mathcal{R}_{1}^{b}$ and $\mathcal{L}_{2}^{\sharp}$ in (2.9) are the mixed curves introduced by T.-P. Liu in [15, Section 2]. These curves generalize the usual Lax shock-rarefaction curves enabling the construction of a solution to Riemann problems with nongenuinely nonlinear characteristic families.

The formal calculations are omitted, since they are entirely analogous to what has been shown above. Let us emphasize, however, that the present construction can be applied also to the admissibility condition obtained in terms of the viscosity-capillarity criterium (see [18], [19], [8], [9], and [21, formula (5.26)] for the explicit admissibility condition) as well as to the so-called "normal growth" condition (see [22, formulas (3.6) and (4.11)]).
4. The algorithm. Following [4], all the construction below essentially relies on a suitable approximation of the solution to Riemann problems with data in $\Omega$. As long as the solution to (1.2) does not develop any phase boundary, the results in [4] apply.

Consider now Cases 1 and 2. In Case 1, we construct two sets of Riemann coordinates, defined on neighborhoods $\mathcal{U}^{b}, \mathcal{U}^{\sharp}$ of $u^{b}, u^{\sharp}$. In Case 2, we introduce Riemann coordinates on disjoint neighborhoods $\mathcal{U}^{b}, \mathcal{U}^{\natural}$, and $\mathcal{U}^{\sharp}$ of $u^{b}, u^{\natural}$, and $u^{\sharp}$, which is possible due to (2.9). The local Riemann coordinates are denoted by $v$. Whenever necessary, the functions defined on $\mathcal{U}^{b},\left(\mathcal{U}^{\natural}, \mathcal{U}^{\sharp}\right)$ will be bounded uniformly on $\mathcal{U}^{b},\left(\mathcal{U}^{\natural}, \mathcal{U}^{\sharp}\right)$.

We define now the approximate solutions to the Riemann problems when the initial data belong to the previous neighborhoods.

In a given set of Riemann coordinates, the $i$-rarefaction curve $\phi_{i}^{+}$and the $i$-shock curve $\phi_{i}^{-}$through point $v$ can now be parametrized by means of the arc-length $\sigma$, for $\sigma$ in a suitable neighborhood of 0 , as

$$
\left\{\begin{array} { l } 
{ \phi _ { 1 } ^ { + } ( v , \sigma ) = ( v _ { 1 } + \sigma , v _ { 2 } ) , } \\
{ \phi _ { 2 } ^ { + } ( v , \sigma ) = ( v _ { 1 } , v _ { 2 } + \sigma ) , }
\end{array} \quad \left\{\begin{array}{l}
\phi_{1}^{-}(v, \sigma)=\left(v_{1}+\sigma, v_{2}+\hat{\phi}_{2}(v, \sigma) \sigma^{3}\right), \\
\phi_{2}^{-}(v, \sigma)=\left(v_{1}+\hat{\phi}_{1}(v, \sigma) \sigma^{3}, v_{2}+\sigma\right)
\end{array}\right.\right.
$$

for suitable smooth functions $\hat{\phi}_{1}, \hat{\phi}_{2}$. The juxtaposition of $\phi_{i}^{+}$and $\phi_{i}^{-}$is the $i$ th shock-rarefaction curve through $v$. Choose any $\mathbf{C}^{\infty}$ function $\varphi: \mathbf{R} \mapsto \mathbf{R}$ such that

$$
\begin{cases}\varphi(s)=1 & \text { if } s \leq-2 \\ \varphi^{\prime}(s) \in[-2,0] & \text { if } s \in[-2,-1] \\ \varphi(s)=0 & \text { if } s \geq-1\end{cases}
$$

and, for a fixed $\varepsilon>0$, approximate the $i$-shock-rarefaction curve as follows:

$$
\begin{equation*}
\psi_{i}^{\varepsilon}(v, \sigma)=\varphi(\sigma / \sqrt{\varepsilon}) \cdot \phi_{i}^{-}(v, \sigma)+(1-\varphi(\sigma / \sqrt{\varepsilon})) \cdot \phi_{i}^{+}(v, \sigma), \quad i=1,2 \tag{4.1}
\end{equation*}
$$

Let now a left and a right state $u^{l}, u^{r}$ are given, with Riemann coordinates $v^{l}=\left(v_{1}^{l}, v_{2}^{l}\right)$ and $v^{r}=\left(v_{1}^{r}, v_{2}^{r}\right)$. There are two different situations.

A first possibility is that $u^{l}, u^{r}$ both belong to the domain of the same chart (hence also to the same phase) and that the solution to the Riemann problem (1.1) with data

$$
\bar{u}(x)= \begin{cases}u^{l} & \text { if } x<0  \tag{4.2}\\ u^{r} & \text { if } x>0\end{cases}
$$

attains values in the same phase. An $\varepsilon$-approximate solution to (1.1)-(4.2) is constructed as follows. First, by the implicit function theorem, we determine unique values $\sigma_{1}$ and $\sigma_{2}$ and a middle state $v^{m}$ such that

$$
v^{r}=\psi_{2}^{\varepsilon}\left(v^{m}, \sigma_{2}\right), \quad v^{m}=\psi_{1}^{\varepsilon}\left(v^{l}, \sigma_{1}\right)
$$

If $\sigma_{1} \geq 0$, we connect the states $v^{l}, v^{m}$ with a discrete rarefaction wave by the following procedure. Let the integers $h, k$ be such that

$$
h \varepsilon \leq v_{1}^{l}<(h+1) \varepsilon, \quad k \varepsilon \leq v_{1}^{m}<(k+1) \varepsilon
$$

and define the states

$$
\omega_{1}^{j}=\left(j \varepsilon, v_{2}^{l}\right), \quad \hat{\omega}_{1}^{j}=\left(\frac{2 j+1}{2} \varepsilon, v_{2}^{l}\right) \quad \text { for } j=h, \ldots, k .
$$

Then the $\varepsilon$-approximate solution in the quadrant $\{t \geq 0, x \leq 0\}$ is the discrete rarefaction fan:

$$
v^{\varepsilon}(t, x)= \begin{cases}v^{l} & \text { if } x<\lambda_{1}\left(\hat{\omega}_{1}^{h}\right) t  \tag{4.3}\\ \omega_{1}^{j} & \text { if } \lambda_{1}\left(\hat{\omega}_{1}^{j-1}\right) t<x<\lambda_{1}\left(\hat{\omega}_{1}^{j}\right) t, \quad j=h+1, \ldots, k, \\ v^{m} & \text { if } \lambda_{1}\left(\hat{\omega}_{1}^{k}\right)<x \leq 0\end{cases}
$$

If $\sigma_{1}<0$, the states $v^{l}$ and $v^{m}$ are connected by a single discontinuity:

$$
v^{\varepsilon}(t, x)= \begin{cases}v^{l} & \text { if } x<\lambda_{1}^{\varphi}\left(v^{l}, \sigma_{1}\right) t  \tag{4.4}\\ v^{m} & \text { if } \lambda_{1}^{\varphi}\left(v^{l}, \sigma_{1}\right) t<x \leq 0\end{cases}
$$

The speed $\lambda_{1}^{\varphi}$ of the discontinuity is defined here as

$$
\lambda_{1}^{\varphi}\left(v^{l}, \sigma_{1}\right)=\varphi\left(\sigma_{1} / \sqrt{\varepsilon}\right) \cdot \lambda_{1}^{s}\left(v^{l}, \sigma_{1}\right)+\left(1-\varphi\left(\sigma_{1} / \sqrt{\varepsilon}\right)\right) \cdot \lambda_{1}^{r}\left(v^{l}, \sigma_{1}\right)
$$

with

$$
\begin{aligned}
& \lambda_{1}^{s}\left(v^{l}, \sigma_{1}\right)=\lambda_{1}\left(v^{l}, \phi_{1}^{-}\left(v^{l}, \sigma_{1}\right)\right), \\
& \lambda_{1}^{r}\left(v^{l}, \sigma_{1}\right)=\sum_{j=h}^{k} \frac{\operatorname{meas}\left([j \varepsilon,(j+1) \varepsilon] \cup\left[v_{1}^{m}, v_{1}^{l}\right]\right)}{\left|\sigma_{1}\right|} \lambda_{1}\left(\hat{\omega}_{1}^{j}\right) .
\end{aligned}
$$

Observe that as soon as $\sigma_{1} \leq-2 \sqrt{\varepsilon}$ the function $v^{\varepsilon}$ in (4.4) is an exact solution to the Rankine-Hugoniot equations, a shock wave. For this reason, we shall call briefly shock waves every funtion $v^{\varepsilon}$ as defined in (4.4).

The construction of the $\varepsilon$-approximate solution on the quadrant where $x \geq 0$ is entirely similar, repeating the above construction with waves of the second family. We refer the reader to [4] for details.

A second eventuality is that $u^{l}, u^{r}$ belong to different phases; in this case the Riemann problem is solved with the introduction of a small 1-wave, a single exact phase boundary, and a small 2-wave. This is possible by the implicit funtion theorem and the stability condition (2.6).

We pass now to a piecewise constant initial condition $\bar{u}$ belonging to some suitable domain. An $\varepsilon$-approximate piecewise constant solution to the Cauchy problem with initial data $\bar{u}$ is constructed as follows. At the initial time $\tau_{0}=0$ we solve the Riemann problems determined by the jumps in $\bar{u}$ applying the algorithm previously described. This yields a piecewise constant approximate solution $u=u^{\varepsilon}(t, x)$ defined up to the time $\tau_{1}>0$, where the first set of wave-front interactions takes place. We then solve these new Riemann problems by again applying the above algorithm. The solution is prolonged up to the time $\tau_{2}$ where the second set of interactions takes place and so on.

The domain $\mathcal{D}_{\delta}^{\varepsilon}$ of the approximate semigroup in the two Cases 1 and 2 is defined as follows. We are concerned only with piecewise constant functions $u=u(x)$ of the form

$$
\begin{equation*}
u=u^{b} \cdot \chi_{]-\infty, x_{1}\right]}+\sum_{\alpha=1}^{n-1} u^{\alpha} \cdot \chi_{] x_{\alpha}, x_{\alpha+1}\right]}+u^{\sharp} \cdot \chi_{] x_{n},+\infty[ } \tag{4.5}
\end{equation*}
$$

Whenever $u^{\alpha-1}, u^{\alpha}$ belong to the same chart (and hence to the same phase), a suitable choice of neighborhoods $B\left(u^{b}, \delta_{o}\right) \subset \mathcal{U}^{b}, B\left(u^{\natural}, \delta_{o}\right) \subset \mathcal{U}^{\natural}$, and $B\left(u^{\sharp}, \delta_{o}\right) \subset \mathcal{U}^{\sharp}$ ensures that the Riemann problem determined by the jump at $x_{\alpha}$ is uniquely solved by the above algorithm in terms of waves with sizes $\sigma_{1, \alpha}, \sigma_{2, \alpha}$. Recalling (4.1), this means

$$
\begin{equation*}
v^{\alpha}=\psi_{2}^{\varepsilon}\left(\psi_{1}^{\varepsilon}\left(v^{\alpha-1}, \sigma_{1, \alpha}\right), \sigma_{2, \alpha}\right) \tag{4.6}
\end{equation*}
$$

where $v^{\alpha-1}, v^{\alpha}$ stand for the Riemann coordinates of $u^{\alpha-1}, u^{\alpha}$.
Case 1. Assume $\mathcal{U}^{b} \subseteq \Omega_{1}$ and $\mathcal{U}^{\sharp} \subseteq \Omega_{2}$. For all functions $u$ of the form (4.5)-(4.6) satisfying

$$
\begin{equation*}
u^{1}, \ldots, u^{\alpha^{b}} \in B\left(u^{b}, \delta_{o}\right) \quad \text { and } \quad u^{\alpha^{b}+1}, \ldots, u^{n} \in B\left(u^{\sharp}, \delta_{o}\right), \tag{4.7}
\end{equation*}
$$

define $\mathcal{A}^{b}$ as the set of pairs of waves $\sigma_{i, \alpha}, \sigma_{j, \beta}$, that are approaching (see [20]), with $\alpha, \beta \leq \alpha^{b}$; the set $\mathcal{A}^{\sharp}$ is defined similarly ( $\alpha, \beta \geq \alpha^{b}+1$ ). Then we introduce the linear functionals and the interaction potentials as

$$
\begin{align*}
V^{b} & =\sum_{\alpha=1}^{\alpha^{b}}\left|\sigma_{1, \alpha}\right|+K_{2} \sum_{\alpha=\alpha^{b}+1}^{n}\left|\sigma_{2, \alpha}\right|, & V^{\sharp}=K_{1} \sum_{\alpha=1}^{\alpha^{b}}\left|\sigma_{1, \alpha}\right|+\sum_{\alpha=\alpha^{b}+1}^{n}\left|\sigma_{2, \alpha}\right|,  \tag{4.8}\\
Q^{b} & =\sum_{\mathcal{A}^{b}}\left|\sigma_{i, \alpha} \sigma_{j, \beta}\right|, & Q^{\sharp}=\sum_{\mathcal{A}^{\sharp}}\left|\sigma_{i, \alpha} \sigma_{j, \beta}\right|
\end{align*}
$$

and finally

$$
\begin{gather*}
\Upsilon^{b}=V^{b}+Q^{b}, \quad \Upsilon^{\sharp}=V^{\sharp}+Q^{\sharp},  \tag{4.9}\\
\Upsilon=\Upsilon^{b}+\Upsilon^{\sharp} . \tag{4.10}
\end{gather*}
$$

For the sake of simplicity, we omitted the dependence on $u$. Note the introduction of the weights $K_{i}$ on the waves eventually impinging the phase boundary. Below it is proved that the domain

$$
\begin{equation*}
\mathcal{D}_{\delta}^{\varepsilon}=\{u \text { as in }(4.5)-(4.6)-(4.7) ; \Upsilon(u) \leq \delta\} \tag{4.11}
\end{equation*}
$$

is positively invariant with respect to system (1.1).
Case 2. Similar to above, assume $\mathcal{U}^{b} \subseteq \Omega_{1}, \mathcal{U}^{\natural} \subseteq \Omega_{2}$, and $\mathcal{U}^{\sharp} \subseteq \Omega_{1}$. Moreover, for all functions of the form (4.5)-(4.6) satisfying

$$
\begin{align*}
& u^{1}, \ldots, u^{\alpha^{b}} \in B\left(u^{b}, \delta_{o}\right), \\
& u^{\alpha^{b}+1}, \ldots, u^{\alpha^{\sharp}-1} \in B\left(u^{\natural}, \delta_{o}\right),  \tag{4.12}\\
& u^{\alpha^{\sharp}}, \ldots, u^{n} \in B\left(u^{\sharp}, \delta_{o}\right),
\end{align*}
$$

with $\alpha^{b}+1<\alpha^{\sharp}-1$ (so that $u$ attains values in both phases), introduce

$$
\begin{equation*}
V^{b}=\sum_{i=1}^{2} \sum_{\alpha=1}^{\alpha^{b}} K_{i}^{b}\left|\sigma_{i, \alpha}\right|, \quad V^{\natural}=\sum_{i=1}^{2} \sum_{\alpha=\alpha^{b}+1}^{\alpha^{\sharp}-1} K_{i}^{\natural}\left|\sigma_{i, \alpha}\right|, \quad V^{\sharp}=\sum_{i=1}^{2} \sum_{\alpha=\alpha^{\sharp}}^{n} K_{i}^{\sharp}\left|\sigma_{i, \alpha}\right|, \tag{4.13}
\end{equation*}
$$

$$
Q^{b}=\sum_{\mathcal{A}^{\mathrm{b}}}\left|\sigma_{i, \alpha} \sigma_{j, \beta}\right|, \quad Q^{\natural}=\sum_{\mathcal{A}^{\natural}}\left|\sigma_{i, \alpha} \sigma_{j, \beta}\right|, \quad Q^{\sharp}=\sum_{\mathcal{A}^{\sharp}}\left|\sigma_{i, \alpha} \sigma_{j, \beta}\right|
$$

and then

$$
\begin{gather*}
\Upsilon^{b}=V^{b}+Q^{b}, \quad \Upsilon^{\natural}=V^{\natural}+Q^{\natural}, \quad \Upsilon^{\sharp}=V^{\sharp}+Q^{\sharp}, \\
\Upsilon=\Upsilon^{b}+\Upsilon^{\natural}+\Upsilon^{\sharp}+\frac{1}{K_{3}}\left\|v^{\alpha^{b}+1}-v^{\natural}\right\| . \tag{4.14}
\end{gather*}
$$

At last we define

$$
\begin{equation*}
\mathcal{D}_{\delta}^{\varepsilon}=\{u \text { as in }(4.5)-(4.6)-(4.12) ; \Upsilon(u) \leq \delta\} \tag{4.15}
\end{equation*}
$$

The various constants $K_{i}, K_{i}^{b}, K_{i}^{\natural}, K_{i}^{\sharp}$ in (4.8), (4.13), and (4.14) will be defined later. They all depend on $f$ and $\Phi_{S}$.

Proposition 4.1. Let the Riemann problem (1.2) satisfy the stability assumption (2.6) in Case 1, the stability assumptions (2.7), (2.8), and the nonresonance condition (2.14) in Case 2. Then there exists $\delta>0$, and suitable constants in the definitions (4.8), (4.13), and (4.14), independent of $\varepsilon$ such that, for any $\bar{u} \in \mathcal{D}_{\delta}^{\varepsilon}$, the wavefront tracking algorithm constructs a unique approximate solution $u^{\varepsilon}:[0,+\infty[\times \mathbf{R} \mapsto$ $\mathbf{R}^{2}$ of

$$
\left\{\begin{array}{l}
\partial_{t} u+\partial_{x}[f(u)]=0  \tag{4.16}\\
u(0, x)=\bar{u}(x)
\end{array}\right.
$$

with the following properties:
(i) $u^{\varepsilon}(t, \cdot) \in \mathcal{D}_{\delta}^{\varepsilon}$ for all $t \geq 0$;
(ii) the function $t \mapsto \Upsilon\left(u^{\varepsilon}(t, \cdot)\right)$ is nonincreasing;
(iii) any strip $[0, T] \times \mathbf{R}$ contains finitely many interaction points of $u^{\varepsilon}$;
(iv) TV $\left(u^{\varepsilon}(t, \cdot)\right)$ is uniformly bounded;
(v) $u^{\varepsilon}$ is $\Psi$-admissible.

Here $\mathcal{D}_{\delta}^{\varepsilon}$ is defined by (4.11) in Case 1 and by (4.15) in Case 2.
In both cases, to denote this unique, globally defined, $\varepsilon$-approximate solution, we use the semigroup notation

$$
\begin{equation*}
u^{\varepsilon}(t, \cdot)=S_{t}^{\varepsilon} \bar{u} \tag{4.17}
\end{equation*}
$$

As in [4], the rest of the proof works toward an estimate independent from $\varepsilon$ of the Lipschitz constant for $S^{\varepsilon}$, in the $\mathbf{L}^{1}$ norm. The basic technique is to shift the locations of the jumps of the initial data $\bar{u}$ at constant rates and then to estimate the shift rates of the jumps of the solution $u^{\varepsilon}(t, \cdot)$, at any fixed $t>0$. First we introduce the shifts and the notion of pseudopolygonal.

Definition 4.2. Let $] a, b[$ be an open interval. An elementary path is a map $\gamma:] a, b\left[\mapsto \mathbf{L}_{l o c}^{1}(\mathbf{R})\right.$ of the form

$$
\begin{equation*}
\gamma(\theta)=\sum_{\alpha=1}^{N} u^{\alpha} \cdot \chi_{] x_{\alpha-1}^{\theta}, x_{\alpha}^{\theta}}, \quad x_{\alpha}^{\theta}=x_{\alpha}+\xi_{\alpha} \theta \tag{4.18}
\end{equation*}
$$

with $x_{\alpha-1}^{\theta}<x_{\alpha}^{\theta}$ for all $\left.\theta \in\right] a, b\left[\right.$ and $\alpha=1, \ldots, N$; the constants $\xi_{\alpha}$ are called shift rates.

Definition 4.3. A continuous map $\gamma:[a, b] \mapsto \mathbf{L}_{l o c}^{1}(\mathbf{R})$ is called a pseudopolygonal if there exist countably many disjoint open intervals $J_{h} \subset[a, b]$ such that
(i) the restriction of $\gamma$ to each $J_{h}$ is an elementary path;
(ii) the set $[a, b] \backslash \bigcup_{h \geq 1} J_{h}$ is countable.

Exactly as in [4], one can prove the following proposition.
Proposition 4.4. Let $\gamma_{o}:[a, b] \mapsto \mathcal{D}_{\delta}^{\varepsilon}$ be a pseudopolygonal. Then, for all $\tau>0$, the path

$$
\gamma_{\tau}=S_{\tau}^{\varepsilon} \circ \gamma_{o}
$$

is also a pseudopolygonal. Indeed, there exist countably many open intervals $J_{h}$ such that $[a, b] \backslash \bigcup J_{h}$ is countable and the wave-front configuration of the solution $u^{\theta}=$ $S_{\tau}^{\varepsilon} \circ \gamma_{o}(\theta)$ on $[0, \tau] \times \mathbf{R}$ remains the same as $\theta$ ranges in each $J_{h}$.

Below, we move towards a definition of length of pseudopolygonals by first defining the length of elementary paths. The latter, in turn, depends on a suitable functional $\Upsilon_{\xi}$ which we define below.

Case 1. For all $u$ in $\mathcal{D}_{\delta}^{\varepsilon}$ defined as in (4.11), let

$$
\begin{array}{ll}
V_{\xi}^{b}=\sum_{i=1}^{2} \sum_{\alpha=1}^{\alpha^{b}} p_{i, \alpha}^{b}\left|\sigma_{i, \alpha} \xi_{i, \alpha}\right|, & Q_{\xi}^{b}=\sum_{\mathcal{A}^{b}}\left|\sigma_{i, \alpha} \sigma_{j, \beta}\right|\left(p_{i, \alpha}^{b}\left|\xi_{i, \alpha}\right|+p_{j, \beta}^{b}\left|\xi_{j, \beta}\right|\right),  \tag{4.19}\\
V_{\xi}^{\sharp}=\sum_{i=1}^{2} \sum_{\alpha=\alpha^{b}+1}^{n} p_{i, \alpha}^{\sharp}\left|\sigma_{i, \alpha} \xi_{i, \alpha}\right|, & Q_{\xi}^{\sharp}=\sum_{\mathcal{A}^{\sharp}}\left|\sigma_{i, \alpha} \sigma_{j, \beta}\right|\left(p_{i, \alpha}^{\sharp}\left|\xi_{i, \alpha}\right|+p_{j, \beta}^{\sharp}\left|\xi_{j, \beta}\right|\right) .
\end{array}
$$

Then we define

$$
\begin{equation*}
\Upsilon_{\xi}^{b}=V_{\xi}^{b}\left(1+Q^{b}\right)+K^{b} Q_{\xi}^{b}, \quad \Upsilon_{\xi}^{\sharp}=V_{\xi}^{\sharp}\left(1+Q^{\sharp}\right)+K^{\sharp} Q_{\xi}^{\sharp} \tag{4.20}
\end{equation*}
$$

with $Q^{\text {b }}$ and $Q^{\sharp}$ defined as in (4.8) and finally

$$
\begin{equation*}
\Upsilon_{\xi}=\left(\Upsilon_{\xi}^{b}+\Upsilon_{\xi}^{\sharp}+|\hat{\xi}|\right) e^{\mathcal{K} \Upsilon} \tag{4.21}
\end{equation*}
$$

Above, $\hat{\xi}$ is the shift speed of the phase boundary. The constants $p_{i, \alpha}^{b}, p_{i, \alpha}^{\sharp}, K^{b}, K^{\sharp}$, and $\mathcal{K}$ are specified in section 5 .

Case 2. For all $u$ in $\mathcal{D}_{\delta}^{\varepsilon}$ as defined in (4.15), let

$$
\begin{aligned}
& V_{\xi}^{b}=\sum_{i=1}^{2} \sum_{\alpha=1}^{\alpha^{b}} p_{i, \alpha}^{b}\left|\sigma_{i, \alpha} \xi_{i, \alpha}\right|, \quad Q_{\xi}^{b}=\sum_{\mathcal{A}^{b}}\left|\sigma_{i, \alpha} \sigma_{j, \beta}\right|\left(p_{i, \alpha}^{b}\left|\xi_{i, \alpha}\right|+p_{j, \beta}^{b}\left|\xi_{j, \beta}\right|\right), \\
& V_{\xi}^{\natural}=\sum_{i=1}^{2} \sum_{\alpha=\alpha^{b}+1}^{\alpha^{\sharp}-1} p_{i, \alpha}^{\natural}\left|\sigma_{i, \alpha} \xi_{i, \alpha}\right|, \quad Q_{\xi}^{\natural}=\sum_{\mathcal{A}^{\natural}}\left|\sigma_{i, \alpha} \sigma_{j, \beta}\right|\left(p_{i, \alpha}^{\natural}\left|\xi_{i, \alpha}\right|+p_{j, \beta}^{\natural}\left|\xi_{j, \beta}\right|\right), \\
& V_{\xi}^{\sharp}=\sum_{i=1}^{2} \sum_{\alpha=\alpha^{\sharp}+1}^{n} p_{i, \alpha}^{\sharp}\left|\sigma_{i, \alpha} \xi_{i, \alpha}\right|, \quad Q_{\xi}^{\sharp}=\sum_{\mathcal{A}^{\sharp}}\left|\sigma_{i, \alpha} \sigma_{j, \beta}\right|\left(p_{i, \alpha}^{\sharp}\left|\xi_{i, \alpha}\right|+p_{j, \beta}^{\sharp}\left|\xi_{j, \beta}\right|\right) ;
\end{aligned}
$$

then

$$
\begin{align*}
& \Upsilon_{\xi}^{b}=V_{\xi}^{b}\left(1+Q^{b}\right)+K^{b} Q_{\xi}^{b}, \\
& \Upsilon_{\xi}^{\natural}=V_{\xi}^{\natural}\left(1+Q^{\natural}\right)+K^{\natural} Q_{\xi}^{\natural},  \tag{4.23}\\
& \Upsilon_{\xi}^{\sharp}=V_{\xi}^{\sharp}\left(1+Q^{\sharp}\right)+K^{\sharp} Q_{\xi}^{\sharp},
\end{align*}
$$

and, finally,

$$
\begin{equation*}
\Upsilon_{\xi}=\left(\Upsilon_{\xi}^{b}+\Upsilon_{\xi}^{\natural}+\Upsilon_{\xi}^{\sharp}+H\left(\left|\hat{\xi}^{b}\right|+\left|\hat{\xi}^{\sharp}\right|\right)\right) e^{\mathcal{K} \Upsilon} ; \tag{4.24}
\end{equation*}
$$

$\hat{\xi}^{b}$ and $\hat{\xi}^{\sharp}$ are the shift speeds of the phase boundaries. Also in this case the constants $p_{i, \alpha}^{b}, p_{i, \alpha}^{\natural}, p_{i, \alpha}^{\sharp}, K^{b}, K^{\natural}, K^{\sharp}, H$, and $\mathcal{K}$ are given in section 5 .

By means of $\Upsilon_{\xi}$ we can now define the weighted length of a polygonal and the weighted distance between two piecewise constant functions. Note that if $\gamma$ is an elementary path, then the function $\theta \mapsto \Upsilon_{\xi}(\gamma(\theta))$ is constant.

Definition 4.5. For a fixed $\varepsilon>0$ the weighted length of the elementary path $\gamma$ in (4.18) is

$$
\|\gamma\| \doteq(b-a) \cdot \Upsilon_{\xi}(\gamma)
$$

Definition 4.6. The weighted length of a pseudopolygonal is the sum of the weighted lengths of its elementary paths. For any two piecewise constant functions $u, w \in \mathcal{D}_{\delta}^{\varepsilon}$, their weighted distance is

$$
\begin{equation*}
d_{\varepsilon}(u, w) \doteq \inf \left\{\|\gamma\| ; \gamma:[0,1] \mapsto \mathcal{D}_{\delta}^{\varepsilon} \text { is a pseudopolygonal joining } u \text { with } w\right\} . \tag{4.25}
\end{equation*}
$$

Below, we prove that the function

$$
t \mapsto d_{\varepsilon}\left(S_{t}^{\varepsilon} u, S_{t}^{\varepsilon} u\right)
$$

is nonincreasing for all $u, w \in \mathcal{D}_{\delta}^{\varepsilon}$. This, together with the equivalence of $d_{\varepsilon}$ with the $\mathbf{L}^{1}$ distance, implies that the semigroup $S^{\varepsilon}$ is uniformly Lipschitz continuous with respect to the $\mathbf{L}^{1}$ distance.

Proposition 4.7. Let the Riemann problem (1.2) satisfy the assumptions of Theorem 2.3. In both Cases 1 and 2, there exist $\delta>0$ and positive constants in the above definitions of $\Upsilon_{\xi}$, independent of $\varepsilon$, such that if $\gamma_{o}$ is a pseudopolygonal,
then the weighted length $\left\|\gamma_{\tau}\right\|$ of the pseudopolygonal $\gamma_{\tau}=S_{\tau}^{\varepsilon} \circ \gamma_{o}$ is a nonincreasing function of time.

Proposition 4.8. For any $\delta>0$, there exists some $\left.\left.\delta^{\prime} \in\right] 0, \delta\right]$ such that any two functions $u, u^{\prime}$ in $\mathcal{D}_{\delta^{\prime}}^{\varepsilon}$ can be joined by a pseudopolygonal entirely contained in $\mathcal{D}_{\delta}^{\varepsilon}$. Moreover, the weighted length of this pseudopolygonal is uniformly equivalent with respect to $\varepsilon$ to the usual distance $\left\|u-u^{\prime}\right\|_{\mathbf{L}^{1}}$.

Proposition 4.9. Let the Riemann problem (1.2) satisfy the assumptions of Theorem 2.3. Then there exists a positive $\delta$, independent of $\varepsilon$, such that the semigroup

$$
S^{\varepsilon}:\left[0,+\infty\left[\times \mathcal{D}_{\delta}^{\varepsilon} \mapsto \mathcal{D}_{\delta}^{\varepsilon}\right.\right.
$$

defined by (4.17) is uniformly Lipschitz continuous with respect to the $\mathbf{L}^{1}$ distance, with a Lipschitz constant independent of $\varepsilon$.

As in [4], to complete the proof of Theorem 2.3, we now consider a sequence of semigroups $S^{\varepsilon_{n}}$ with $\lim _{n \rightarrow+\infty} \varepsilon_{n}=0$ and construct the limit semigroup. More precisely, we fix $\delta>0$ according to Proposition 4.9 and define the closed domain

$$
\begin{equation*}
\mathcal{D}=\left\{\bar{u}: \exists \bar{u}_{n} \rightarrow \bar{u}, \quad \bar{u}_{n} \in \mathcal{D}_{\delta}^{\varepsilon} \quad \text { for all } n\right\} . \tag{4.26}
\end{equation*}
$$

For $\bar{u} \in \mathcal{D}$ and $t \geq 0$, we then define

$$
\begin{equation*}
S_{t} \bar{u}=\lim _{n \rightarrow+\infty} S_{t}^{\varepsilon_{n}} \bar{u}_{n} \tag{4.27}
\end{equation*}
$$

where $\bar{u}_{n} \in \mathcal{D}_{\delta}^{\varepsilon_{n}}$ is any sequence approaching $\bar{u}$ in $\mathbf{L}^{1}$. We conclude by proving the following proposition.

Proposition 4.10. The closed domain $\mathcal{D}$ in (4.26) and the semigroup $S$ in (4.27) are well defined and satisfy (i)-(v) of Definition 2.2 for suitable constants $L, \delta>0$.

Let us point out that an important point in the previous proposition consists in proving that the $\Psi$-admissibility is conserved in the limit.
5. Technical proofs. In this section we collect those technical parts that differ significantly from [4]. Indeed, the present construction of the semigroup differs from the one therein in the proofs that the amounts $\Upsilon$ and $\Upsilon_{\xi}$ are nonincreasing when an interaction involving a phase boundary takes place (Propositions 4.1, part (ii), and 4.7). Once this is known, the same inductive (resp., perturbation) technique used in [4] to prove that $\Upsilon$ (resp., $\Upsilon_{\xi}$ ) is nonincreasing still applies. Then we give a proof of Proposition 4.8 on the basis of an analogous result in [5]. For what concerns Proposition 4.10, we prove the $\Psi$-admissibility of the orbits of the semigroup and refer the reader to [4] for the missing parts.

Propositions 4.4 and 4.9 are proved as in [4].
Aiming at the proof of Proposition 4.1 we recall the basic interaction estimates.
First, we give the basic estimates for two small interacting waves, the case of many interacting waves is covered as in [4, Lemma 5]. Here and in all that follows, $\sigma_{i}^{+}$denotes the total size of outgoing $i$-waves; see (4.3).

With reference to the notation in Figure 5.1(i), if two waves $\sigma_{1}^{-}, \sigma_{2}^{-}$of different families interact, then

$$
\begin{equation*}
\left|\sigma_{1}^{+}-\sigma_{1}^{-}\right|+\left|\sigma_{2}^{+}-\sigma_{2}^{-}\right| \leq C \cdot\left|\sigma_{1}^{-} \sigma_{2}^{-}\right|\left(\left|\sigma_{1}^{-}\right|+\left|\sigma_{2}^{-}\right|\right) \tag{5.1}
\end{equation*}
$$

In this section, by $C$ we denote a suitably large positive constant. In the case of two waves $\sigma^{\prime}, \sigma^{\prime \prime}$ both belonging to the first family (see Figure 5.1(ii)), we have

$$
\begin{equation*}
\left|\sigma_{1}^{+}-\left(\sigma^{\prime}+\sigma^{\prime \prime}\right)\right|+\left|\sigma_{2}^{+}\right| \leq C \cdot\left|\sigma^{\prime} \sigma^{\prime \prime}\right|\left(\left|\sigma^{\prime}\right|+\left|\sigma^{\prime \prime}\right|\right) \tag{5.2}
\end{equation*}
$$



Fig. 5.1. Interaction of small waves of different families (i), of the same family (ii), and of small waves with the phase boundary (iii).

The case of waves both belonging to the second family is entirely similar.
Moreover, we shall consider in detail interactions involving a phase boundary having, say, a left state in $\Omega_{1}$ and a right state in $\Omega_{2}$, with the notation as in Figure 5.1(iii).

In Case 1, using the notation in Figure 5.1(iii), the basic estimates related to interactions involving the phase boundary are

$$
\begin{equation*}
\left|\sigma_{1}^{+}\right| \leq C\left(\left|\sigma_{1}^{-}\right|+\left|\sigma_{2}^{-}\right|\right), \quad\left|\sigma_{2}^{+}\right| \leq C\left(\left|\sigma_{1}^{-}\right|+\left|\sigma_{2}^{-}\right|\right) \tag{5.3}
\end{equation*}
$$

In Case 2, slightly more precise estimates are necessary:

$$
\begin{equation*}
\left|\sigma_{1}^{+}\right| \leq C\left(\left|\sigma_{1}^{-}\right|+\left|\sigma_{2}^{-}\right|\right), \quad\left|\sigma_{2}^{+}\right| \leq(1+C \delta)\left|R_{\natural}^{b}\right|\left|\sigma_{1}^{-}\right|+C\left|\sigma_{2}^{-}\right| \tag{5.4}
\end{equation*}
$$

An entirely similar convention is followed in case (2.11).
Let $\tau$ be a time at which an interaction occurs. We use the notation

$$
F^{+}=F(\tau+), \quad F^{-}=F(\tau-), \quad \text { and } \quad \Delta F=F^{+}-F^{-}
$$

where $F$ can be $V, Q, \Upsilon, V_{\xi}, Q_{\xi}$, or $\Upsilon_{\xi}$. In general, the signs + (resp., - ) are attached to quantities related to waves exiting (resp., entering) an interaction.

Proof of Proposition 4.1. Below, we prove that $\Upsilon$ decreases strictly whenever a simple interaction takes place, in both Cases 1 and 2.

Case 1. We choose first

$$
K_{1}=K_{2}=1+2 C
$$

and a sufficiently small $\delta$ so that (5.5) and (5.6) hold.
(1) Two small waves of different families interact in the left phase.

We denote the waves as in Figure 5.1(i); by (5.1) we have

$$
\begin{align*}
\Delta \Upsilon=\Delta \Upsilon^{b} \leq & \left|\sigma_{1}^{+}\right|+K_{2}\left|\sigma_{2}^{+}\right|-\mid \\
& \quad \sigma_{1}^{-}\left|-K_{2}\right| \sigma_{2}^{-}\left|-\left|\sigma_{1}^{-} \sigma_{2}^{-}\right|\right. \\
& \quad+\left(\left|\sigma_{1}^{+}-\sigma_{1}^{-}\right|+\left|\sigma_{2}^{+}-\sigma_{2}^{-}\right|\right) V^{b}  \tag{5.5}\\
\leq & {\left[C\left(1+K_{2}+\delta\right)\left(\left|\sigma_{1}^{-}\right|+\left|\sigma_{2}^{-}\right|\right)-1\right] \cdot\left|\sigma_{1}^{-} \sigma_{2}^{-}\right| } \\
& <0
\end{align*}
$$

provided $\delta$ is sufficiently small.
(2) Two small waves of a same family interact in the left phase.

As in Figure 5.1(ii), $\sigma^{\prime}$ and $\sigma^{\prime \prime}$ belong to the first family (the other case is analogous). Then, by (5.2)

$$
\begin{align*}
\Delta \Upsilon=\Delta \Upsilon^{b} & \leq\left|\sigma_{1}^{+}\right|+K_{2}\left|\sigma_{2}^{+}\right|-\left|\sigma^{\prime}\right|-\left|\sigma^{\prime \prime}\right|-\left|\sigma^{\prime} \sigma^{\prime \prime}\right|+\left(\left|\sigma_{1}^{+}-\left(\sigma^{\prime}+\sigma^{\prime \prime}\right)\right|+\left|\sigma_{2}^{+}\right|\right) V^{b} \\
(5.6) & \leq\left[C\left(1+K_{2}+\delta\right)\left(\left|\sigma^{\prime}\right|+\left|\sigma^{\prime \prime}\right|\right)-1\right] \cdot\left|\sigma^{\prime} \sigma^{\prime \prime}\right|  \tag{5.6}\\
& <0
\end{align*}
$$

provided $\delta$ is sufficiently small. The interaction of small waves in the right phase is completely analogous; hence it is omitted.
(3) Two small waves interact with the phase boundary.

The following estimates rely on a first-order argument. Thus we can consider interactions of, possibly, several waves hitting the phase boundary on both sides. Call $\sigma_{i}^{-}$the total size of the waves of the $i$ th family impinging the phase boundary; then

$$
\begin{align*}
\Delta \Upsilon & \leq\left|\sigma_{1}^{+}\right|+\left|\sigma_{2}^{+}\right|+\left|\sigma_{1}^{+}\right| V^{b}+\left|\sigma_{2}^{+}\right| V^{\sharp}-K_{2}\left|\sigma_{2}^{-}\right|-K_{1}\left|\sigma_{1}^{-}\right| \\
& \leq\left[C(1+\delta)-K_{1}\right]\left|\sigma_{1}^{-}\right|+\left[C(1+\delta)-K_{2}\right]\left|\sigma_{2}^{-}\right| \\
& \leq-\left(\left|\sigma_{1}^{-}\right|+\left|\sigma_{2}^{-}\right|\right) \tag{5.7}
\end{align*}
$$

due to the choice of $K_{i}$. The proof of Proposition 4.1 in Case 1 is concluded.
Case 2. We choose the weights in (4.13) in the following way. First

$$
K_{1}^{b}=1 \quad \text { and } \quad K_{2}^{\sharp}=1 .
$$

Because of (2.14) we can choose $K_{1}^{\natural}$ and $K_{2}^{\natural}$ such that

$$
\begin{align*}
& K_{1}^{\natural}-(1+C \delta)\left|R_{\natural}^{\natural}\right| K_{2}^{\natural}>2 C+(1+C \delta)\left|R_{\natural}^{\natural}\right|+2,  \tag{5.8}\\
& K_{2}^{\natural}-(1+C \delta)\left|R_{\natural}^{\sharp}\right| K_{1}^{\natural}>2 C+(1+C \delta)\left|R_{\natural}^{\sharp}\right|+2 .
\end{align*}
$$

Next select $K_{2}^{b}, K_{1}^{\sharp}$ sufficiently large so that estimates analogous to the ones in Case 1, subcase 3 , still hold and moreover

$$
\begin{equation*}
K_{2}^{b}>C\left(K_{2}^{\natural}+3\right)+2 \quad \text { and } \quad K_{1}^{\sharp}>C\left(K_{1}^{\natural}+3\right)+2 . \tag{5.9}
\end{equation*}
$$

Let small waves of strengths $\sigma_{1}^{-}$and $\sigma_{2}^{-}$impinge on the leftmost phase boundary; see Figure 5.1(iii). Let $v_{r}^{-}, v_{r}^{+}$be the states in $\mathcal{U}^{\natural}$ just on the right of the phase boundary, respectively, before and after the interaction. A simple first-order argument shows that there exists a constant $C$ such that

$$
\begin{equation*}
\left\|v_{r}^{+}-v_{r}^{-}\right\| \leq C\left(\left|\sigma_{1}^{-}\right|+\left|\sigma_{2}^{-}\right|\right) ; \tag{5.10}
\end{equation*}
$$

let $K_{3}$ in (4.14) be such that $K_{3} \geq C$.
We consider in detail only the case of Figure 5.1(iii), since the interactions against the other phase boundary are treated entirely similarly, while those interactions far from the phase boundaries can be tackled as in Case 1. From (5.4) we have

$$
\begin{aligned}
\Delta \Upsilon^{b} & \leq K_{1}^{b}\left|\sigma_{1}^{+}\right|-K_{2}^{b}\left|\sigma_{2}^{-}\right|+\left|\sigma_{1}^{+}\right| V^{b-} \\
& \leq\left(C\left(K_{1}^{b}+\delta\right)-K_{2}^{b}\right)\left|\sigma_{2}^{-}\right|+C\left(K_{1}^{b}+\delta\right)\left|\sigma_{1}^{-}\right|, \\
\Delta \Upsilon^{\natural} & \leq K_{2}^{\natural}\left|\sigma_{2}^{+}\right|-K_{1}^{\natural}\left|\sigma_{1}^{-}\right|+\left|\sigma_{2}^{+}\right| V^{\natural-} \\
& \leq\left((1+C \delta)\left|R_{\natural}^{b}\right|\left(K_{2}^{\natural}+\delta\right)-K_{1}^{\natural}\right)\left|\sigma_{1}^{-}\right|+C\left(K_{2}^{\natural}+\delta\right)\left|\sigma_{2}^{-}\right| .
\end{aligned}
$$



Fig. 5.2. Interactions of waves (thin lines) with the phase boundary (thick line).

Then by (5.8), (5.9), and (5.10) we deduce

$$
\begin{align*}
\Delta \Upsilon \leq & \left((1+C \delta)\left|R_{\natural}^{b}\right|\left(K_{2}^{\natural}+\delta\right)+C\left(K_{1}^{b}+\delta\right)-K_{1}^{\natural}\right)\left|\sigma_{1}^{-}\right| \\
& +\left(C\left(K_{1}^{b}+\delta\right)+C\left(K_{2}^{\natural}+\delta\right)-K_{2}^{b}\right)\left|\sigma_{2}^{-}\right| \\
& +\left(\left|\sigma_{1}^{-}\right|+\left|\sigma_{2}^{-}\right|\right) \\
\leq- & \left(\left|\sigma_{1}^{-}\right|+\left|\sigma_{2}^{-}\right|\right) \tag{5.11}
\end{align*}
$$

due to (5.9) and to the choice of $K_{3}$. This accounts for Case 2 ; the proof of Proposition 4.1 is therefore complete.

We note that applying the usual compactness argument based on Helly's theorem to the result of the above Proposition 4.1 we have the usual Glimm's theorem on the global existence of weak solutions to (1.1).

Preliminarily to the proof Proposition 4.7 , we collect below the basic interaction estimates for shifting waves; see [4]. It goes without saying that $\xi_{i}^{+}$(resp., $\xi_{i}^{-}, \xi^{\prime}$, etc.) are the shift speeds of $\sigma_{i}^{+}$(resp., $\sigma_{i}^{-}, \sigma^{\prime}$, etc.); see Figures 5.1(i) and 5.1(ii).

$$
\sum_{\alpha}\left|\sigma_{1, \alpha}^{+} \xi_{1, \alpha}^{+}\right|-\left|\sigma_{1}^{-} \xi_{1}^{-}\right|+\sum_{\alpha}\left|\sigma_{2, \alpha}^{+} \xi_{2, \alpha}^{+}\right|-\left|\sigma_{2}^{-} \xi_{2}^{-}\right|
$$

$$
\begin{align*}
& \leq C \cdot\left|\sigma_{1}^{-} \sigma_{2}^{-}\right| \cdot\left(\left|\xi_{1}^{-}\right|+\left|\xi_{2}^{-}\right|\right)  \tag{5.12}\\
\left|\sigma_{1}^{+} \xi_{1}^{+}\right|-\left(\left|\sigma^{\prime} x i^{\prime}\right|+\left|\sigma^{\prime \prime} x i^{\prime \prime}\right|\right)+\sum_{\alpha}\left|\sigma_{2, \alpha}^{+} \xi_{2, \alpha}^{+}\right| & \leq C \cdot\left|\sigma^{\prime} \sigma^{\prime \prime}\right| \cdot\left(\left|\xi^{\prime}\right|+\left|\xi^{\prime \prime}\right|\right) \tag{5.13}
\end{align*}
$$

We refer to [4, Lemmas 21, 22] for a proof.
In Case 1, refer to Figures $5.2(\mathrm{i})$ and 5.2 (ii) and denote by $\hat{\xi}^{-}, \hat{\xi}^{+}$the shift speeds of the phase boundaries before and after the interaction.

A first-order analysis similar to the one in [5] yields

$$
\begin{align*}
&\left|\hat{\xi}^{+}-\hat{\xi}^{-}\right| \leq C \cdot\left|\sigma_{i}^{-}\right|\left(\left|\xi_{i}^{-}\right|+\left|\hat{\xi}^{-}\right|\right)  \tag{5.14}\\
& \sum_{\alpha}\left|\sigma_{1, \alpha}^{+} \xi_{1, \alpha}^{+}\right| \leq C \cdot\left|\sigma_{i}^{-}\right|\left(\left|\xi_{i}^{-}\right|+\left|\hat{\xi}^{-}\right|\right)  \tag{5.15}\\
& \sum_{\alpha}\left|\sigma_{2, \alpha}^{+} \xi_{2, \alpha}^{+}\right| \leq C \cdot\left|\sigma_{i}^{-}\right|\left(\left|\xi_{i}^{-}\right|+\left|\hat{\xi}^{-}\right|\right) \tag{5.16}
\end{align*}
$$

for $i=1,2$.

In Case 2, we make use of the same estimates, but we denote the shift speeds of the two phase boundaries by $\xi^{b}$ and $\xi^{\sharp}$. Moreover, (see (5.20) in [5])

$$
\begin{align*}
& \sum_{\alpha}\left|\sigma_{2, \alpha}^{+} \xi_{2, \alpha}^{+}\right| \leq(1+C \delta)\left|R_{\natural}^{b} \Theta^{b}\right|\left|\sigma_{1}^{-} \xi_{1}^{-}\right|+C \cdot\left|\sigma_{1}^{-}\right|\left|\xi^{b-}\right|,  \tag{5.17}\\
& \sum_{\alpha}\left|\sigma_{1, \alpha}^{+} \xi_{1, \alpha}^{+}\right| \leq(1+C \delta)\left|R_{\natural}^{\sharp} \Theta^{\sharp}\right|\left|\sigma_{2}^{-} \xi_{2}^{-}\right|+C \cdot\left|\sigma_{2}^{-}\right|\left|\xi^{\sharp-}\right| . \tag{5.18}
\end{align*}
$$

Proof of Proposition 4.7. We denote the quantities related to interacting waves as above; see Figures 5.1(i), 5.1(ii), 5.1(iii), 5.2(i), and $5.2(\mathrm{ii})$. Noninteracting waves are labeled $\sigma_{j, \beta}$. We denote, moreover, by $\mathcal{A}_{i, \alpha}$ the set of waves approaching $\sigma_{i, \alpha}$.

Case 1. First, the choice of the weights; referring to formula (4.19) we take

$$
\begin{aligned}
p_{1, \alpha}^{b}=1+\varepsilon_{o} \operatorname{sign} \sigma_{1, \alpha}, & p_{2, \alpha}^{b}=K\left(1+\varepsilon_{o} \operatorname{sign} \sigma_{2, \alpha}\right), \\
p_{1, \alpha}^{\sharp}=K\left(1+\varepsilon_{o} \operatorname{sign} \sigma_{1, \alpha}\right), & p_{2, \alpha}^{\sharp}=1+\varepsilon_{o} \operatorname{sign} \sigma_{2, \alpha} .
\end{aligned}
$$

Choose the various constants in the definition (4.19), (4.20), and (4.21) of $\Upsilon$ in the following order: $K, K^{b}, K^{\sharp}$, and $\mathcal{K}$ sufficiently large; $\varepsilon_{o}$ and $\delta$ sufficiently small. A possible choice is
$K=1+24 C, \quad K^{b}=K^{\sharp}=1+8 C K, \quad \mathcal{K}=1+2 C\left(1+K+K K^{b}\right), \quad \varepsilon_{o}<\frac{1}{3}$
with $\delta<\frac{4}{\left(K K^{b}\right)^{2}}$.
(1) Interaction between small waves of different families.

Assume that the interaction takes place in the leftmost phase. Compute first

$$
\begin{aligned}
\Delta V_{\xi}^{b} & =\sum_{i, \alpha} p_{i, \alpha}^{b+}\left|\sigma_{i, \alpha}^{+} \xi_{i, \alpha}^{+}\right|-\sum_{i} p_{i}^{b-}\left|\sigma_{i}^{-} \xi_{i}^{-}\right| \\
& \leq C K\left(1+\varepsilon_{o}\right)\left|\sigma_{1}^{-} \sigma_{2}^{-}\right|\left(\left|\xi_{1}^{-}\right|+\left|\xi_{2}^{-}\right|\right)
\end{aligned}
$$

since $p_{i, \alpha}^{b+}=p_{i}^{b-}$ for every $\alpha$ and $i$. Moreover,

$$
\begin{aligned}
\Delta Q_{\xi}^{b}= & \sum_{i, \alpha} \sum_{(j, \beta) \in \mathcal{A}_{i, \alpha}^{b+}}\left|\sigma_{i, \alpha}^{+} \sigma_{j, \beta}\right|\left(p_{i, \alpha}^{b+}\left|\xi_{i, \alpha}^{+}\right|+p_{j, \beta}^{b}\left|\xi_{\beta}\right|\right) \\
& -\sum_{i} \sum_{(j, \beta) \in \mathcal{A}_{i}^{b-}}\left|\sigma_{i}^{-} \sigma_{j, \beta}\right|\left(p_{i}^{b-}\left|\xi_{i}^{-}\right|+p_{j, \beta}^{b}\left|\xi_{\beta}\right|\right)-\left|\sigma_{1}^{-} \sigma_{2}^{-}\right| \sum_{i} p_{i}^{b-}\left|\xi_{i}^{-}\right| \\
\leq & \sum_{i} p_{i}^{b-}\left|\sum_{\alpha}\right| \sigma_{i, \alpha}^{+} \xi_{i, \alpha}^{+}\left|-\left|\sigma_{i}^{-} \xi_{i}^{-}\right|\right| V^{b-} \\
& +\sum_{i} p_{i}^{b-}\left|\sum_{\alpha}\right| \sigma_{i, \alpha}^{+}\left|-\left|\sigma_{i}^{-}\right|\right| V_{\xi}^{b-}-\frac{2}{3}\left|\sigma_{1}^{-} \sigma_{2}^{-}\right|\left(\left|\xi_{1}^{-}\right|+\left|\xi_{2}^{-}\right|\right) \\
\leq & C K\left(1+\varepsilon_{o}\right)\left|\sigma_{1}^{-} \sigma_{2}^{-}\right|\left(\left|\xi_{1}^{-}\right|+\left|\xi_{2}^{-}\right|\right) \delta \\
& +C\left|\sigma_{1}^{-} \sigma_{2}^{-}\right|\left(\left|\sigma_{1}^{-}\right|+\left|\sigma_{2}^{-}\right|\right) V_{\xi}^{b-}-\frac{2}{3}\left|\sigma_{1}^{-} \sigma_{2}^{-}\right|\left(\left|\xi_{1}^{-}\right|+\left|\xi_{2}^{-}\right|\right) \\
\leq & C K\left|\sigma_{1}^{-} \sigma_{2}^{-}\right|\left(\left|\sigma_{1}^{-}\right|+\left|\sigma_{2}^{-}\right|\right) V_{\xi}^{b-}-\frac{1}{2}\left|\sigma_{1}^{-} \sigma_{2}^{-}\right|\left(\left|\xi_{1}^{-}\right|+\left|\xi_{2}^{-}\right|\right)
\end{aligned}
$$

At last

$$
\Delta Q^{b} \leq-\frac{1}{2}\left|\sigma_{1}^{-} \sigma_{2}^{-}\right|
$$

The above estimates are valid under the choices above of the weights and for $\delta$ sufficiently small. From the previous estimates, it follows that

$$
\begin{align*}
\Delta \Upsilon_{\xi}^{b}= & \Delta V_{\xi}^{b}+K^{b} \Delta Q_{\xi}^{b}+Q^{b+} \Delta V_{\xi}^{b}+V_{\xi}^{b-} \Delta Q^{b}  \tag{5.19}\\
\leq & \left(C K\left(1+\varepsilon_{o}\right)(1+\delta)-\frac{1}{2} K^{b}\right)\left|\sigma_{1}^{-} \sigma_{2}^{-}\right|\left(\left|\xi_{1}^{-}\right|+\left|\xi_{2}^{-}\right|\right) \\
& +\left(C K^{b} K \delta-\frac{1}{2}\right)\left|\sigma_{1}^{-} \sigma_{2}^{-}\right| V_{\xi}^{b-} \\
\leq & 0
\end{align*}
$$

By Proposition 4.1 we obtain

$$
\Delta \Upsilon_{\xi} \leq \Delta \Upsilon_{\xi}^{b} e^{K \Upsilon^{-}} \leq 0
$$

Analogous estimates hold for interactions of waves of different families in the rightmost phase.
(2) Interaction between two shocks of the same family.

Again, assume that the interaction takes place on the leftmost phase. Similar to the previous case we find

$$
\Delta V_{\xi}^{b} \leq C K\left(1+\varepsilon_{o}\right)\left|\sigma^{\prime} \sigma^{\prime \prime}\right|\left(\left|\xi^{\prime}\right|+\left|\xi^{\prime \prime}\right|\right)
$$

while

$$
\begin{aligned}
\Delta Q_{\xi}^{b}= & \sum_{(j, \beta) \in \mathcal{A}_{1}^{b+}}\left|\sigma_{1}^{+} \sigma_{j, \beta}\right|\left(p_{1}^{b+}\left|\xi_{1}^{+}\right|+p_{j, \beta}^{b}\left|\xi_{\beta}\right|\right) \\
& +\sum_{\alpha} \sum_{(j, \beta) \in \mathcal{A}_{2, \alpha}^{b+}}\left|\sigma_{2, \alpha}^{+} \sigma_{j, \beta}\right|\left(p_{2, \alpha}^{b+}\left|\xi_{2, \alpha}^{+}\right|+p_{j, \beta}^{b}\left|\xi_{\beta}\right|\right) \\
& -\sum_{(j, \beta) \in \mathcal{A}^{\prime}}\left|\sigma^{\prime} \sigma_{j, \beta}\right|\left(p^{\prime}\left|\xi^{\prime}\right|+p_{j, \beta}^{b}\left|\xi_{\beta}\right|\right)-\sum_{(j, \beta) \in \mathcal{A}^{\prime \prime}}\left|\sigma^{\prime \prime} \sigma_{j, \beta}\right|\left(p^{\prime \prime}\left|\xi^{\prime \prime}\right|+p_{j, \beta}^{b}\left|\xi_{\beta}\right|\right) \\
& -\left|\sigma^{\prime} \sigma^{\prime \prime}\right|\left(p^{\prime}\left|\xi^{\prime}\right|+p^{\prime \prime}\left|\xi^{\prime \prime}\right|\right) \\
\leq & K\left(\left(1-\varepsilon_{o}\right)\left|\left|\sigma_{1}^{+} \xi_{1}^{+}\right|-\left|\sigma^{\prime} \xi^{\prime}\right|-\left|\sigma^{\prime \prime} \xi^{\prime \prime}\right|\right|+\left(1+\varepsilon_{o}\right) \sum_{\alpha}\left|\sigma_{2, \alpha}^{+} \xi_{2, \alpha}^{+}\right|\right) V^{b-} \\
& +K\left(\left(1-\varepsilon_{o}\right)\left|\sigma_{1}^{+}-\left(\sigma^{\prime}+\sigma^{\prime \prime}\right)\right|+\left(1+\varepsilon_{o}\right) \sum_{\alpha}\left|\sigma_{2, \alpha}^{+}\right|\right) V_{\xi}^{b-} \\
& -\frac{2}{3}\left|\sigma^{\prime} \sigma^{\prime \prime}\right|\left(\left|\xi^{\prime}\right|+\left|\xi^{\prime \prime}\right|\right) \\
\leq & C K\left(1+\varepsilon_{o}\right)\left|\sigma^{\prime} \sigma^{\prime \prime}\right|\left(\left|\xi^{\prime}\right|+\left|\xi^{\prime \prime}\right|\right) V^{b-}+C K^{\prime}\left|\sigma^{\prime} \sigma^{\prime \prime}\right|\left(\left|\sigma^{\prime}\right|+\left|\sigma^{\prime \prime}\right|\right) V_{\xi}^{b-} \\
& -\frac{2}{3}\left|\sigma^{\prime} \sigma^{\prime \prime}\right|\left(\left|\xi^{\prime}\right|+\left|\xi^{\prime \prime}\right|\right) \\
\leq & C K\left|\sigma^{\prime} \sigma^{\prime \prime}\right|\left(\left|\sigma^{\prime}\right|+\left|\sigma^{\prime \prime}\right|\right) V_{\xi}^{b-}-\frac{1}{2}\left|\sigma^{\prime} \sigma^{\prime \prime}\right|\left(\left|\xi^{\prime}\right|+\left|\xi^{\prime \prime}\right|\right)
\end{aligned}
$$

Since

$$
\Delta Q^{\mathrm{b}} \leq-\frac{1}{2}\left|\sigma^{\prime} \sigma^{\prime \prime}\right|
$$

in this case the proof is completed exactly as in Step 1.
(3) Interaction between two small waves of the same family but of different sign.

Assume that $\sigma^{\prime}>0, \sigma^{\prime \prime}<0$ and that both belong to the first family, the other situations being similar. Observe that in this case one must have $\sigma_{1}^{+} \leq 0$, otherwise the two incoming wave-fronts would have exactly the same speed. We have

$$
\begin{aligned}
\Delta V_{\xi}^{b} & \leq K\left(1-\varepsilon_{o}\right)\left|\sigma_{1}^{+} \xi_{1}^{+}\right|+\sum_{\alpha} p_{2, \alpha}^{+}\left|\sigma_{2, \alpha}^{+} \xi_{2, \alpha}^{+}\right|-\left(1+\varepsilon_{o}\right)\left|\sigma^{\prime} \xi^{\prime}\right|-\left(1-\varepsilon_{o}\right)\left|\sigma^{\prime \prime} \xi^{\prime \prime}\right| \\
& \leq C K\left(1+\varepsilon_{o}\right)\left|\sigma^{\prime} \sigma^{\prime \prime}\right|\left(\left|\xi^{\prime}\right|+\left|\xi^{\prime \prime}\right|\right)-2 \varepsilon_{o}\left|\sigma^{\prime} \xi^{\prime}\right|
\end{aligned}
$$

For the interaction potential, we find

$$
\begin{aligned}
\Delta Q_{\xi}^{b}= & \sum_{(j, \beta) \in \mathcal{A}_{1}^{b+}}\left(\left|\sigma_{1}^{+} \sigma_{j, \beta}\right|\left(p_{1}^{b+}\left|\xi_{1}^{+}\right|+p_{j, \beta}^{b}\left|\xi_{\beta}\right|\right)\right) \\
& +\sum_{\alpha} \sum_{(j, \beta) \in \mathcal{A}_{2, \alpha}^{b+}}\left(\left|\sigma_{2, \alpha}^{+} \sigma_{j, \beta}\right|\left(p_{2, \alpha}^{b+}\left|\xi_{2, \alpha}^{+}\right|+p_{j, \beta}^{b}\left|\xi_{\beta}\right|\right)\right) \\
& -\sum_{(j, \beta) \in \mathcal{A}^{\prime}}\left(\left|\sigma^{\prime} \sigma_{j, \beta}\right|\left(p^{\prime}\left|\xi^{\prime}\right|+p_{j, \beta}^{b}\left|\xi_{\beta}\right|\right)\right) \\
& -\sum_{(j, \beta) \in \mathcal{A}^{\prime \prime}}\left(\left|\sigma^{\prime \prime} \sigma_{j, \beta}\right|\left(p^{\prime \prime}\left|\xi^{\prime \prime}\right|+p_{j, \beta}^{b}\left|\xi_{\beta}\right|\right)\right)-\left|\sigma^{\prime} \sigma^{\prime \prime}\right|\left(p^{\prime}\left|\xi^{\prime}\right|+p^{\prime \prime}\left|\xi^{\prime \prime}\right|\right) \\
\leq & K\left(\left(1-\varepsilon_{o}\right)\left|\left|\sigma_{1}^{+} \xi_{1}^{+}\right|-\left|\sigma^{\prime \prime} \xi^{\prime \prime}\right|\right|+\left(1+\varepsilon_{o}\right) \sum_{\alpha}\left|\sigma_{2, \alpha}^{+} \xi_{2, \alpha}^{+}\right|\right) V^{b-} \\
& +K\left(1+\varepsilon_{o}\right) \sum_{\alpha}\left|\sigma_{2, \alpha}^{+}\right| V_{\xi}^{b-}-\frac{2}{3}\left|\sigma^{\prime} \sigma^{\prime \prime}\right|\left(\left|\xi^{\prime}\right|+\left|\xi^{\prime \prime}\right|\right) \\
\leq & C K\left|\sigma^{\prime} \sigma^{\prime \prime}\right|\left(\left|\xi^{\prime}\right|+\left|\xi^{\prime \prime}\right|\right) V^{b-}+K\left|\sigma^{\prime} \xi^{\prime}\right| V^{b-}+C K\left|\sigma^{\prime} \sigma^{\prime \prime}\right|\left(\left|\sigma^{\prime}\right|+\left|\sigma^{\prime \prime}\right|\right) V_{\xi}^{b-} \\
& -\frac{2}{3}\left|\sigma^{\prime} \sigma^{\prime \prime}\right|\left(\left|\xi^{\prime}\right|+\left|\xi^{\prime \prime}\right|\right) \\
\leq & C K\left|\sigma^{\prime} \sigma^{\prime \prime}\right|\left(\left|\sigma^{\prime}\right|+\left|\sigma^{\prime \prime}\right|\right) V_{\xi}^{b-}+K\left|\sigma^{\prime} \xi^{\prime}\right| V^{b-}-\frac{1}{2}\left|\sigma^{\prime} \sigma^{\prime \prime}\right|\left(\left|\xi^{\prime}\right|+\left|\xi^{\prime \prime}\right|\right)
\end{aligned}
$$

Since the inequality $\Delta Q^{\text {b }} \leq-\left|\sigma^{\prime} \sigma^{\prime \prime}\right| / 2$ still holds, using (5.19), we have

$$
\begin{align*}
\Delta \Upsilon_{\xi}^{b} \leq & \left(C K\left(1+\varepsilon_{o}\right)(1+\delta)-\frac{1}{2} K^{b}\right)\left|\sigma^{\prime} \sigma^{\prime \prime}\right|\left(\left|\xi^{\prime}\right|+\left|\xi^{\prime \prime}\right|\right) \\
& +\left(C K K^{b} \delta-\frac{1}{2}\right)\left|\sigma^{\prime} \sigma^{\prime \prime}\right| V_{\xi}^{b-}+\left(K K^{b} \delta-2 \varepsilon_{o}\right)\left|\sigma^{\prime} \xi^{\prime}\right|  \tag{5.20}\\
\leq & 0
\end{align*}
$$

so that $\Delta \Upsilon_{\xi} \leq 0$ for $\delta$ sufficiently small.
(4) Interaction between the phase boundary and a small wave.

We consider the case of a 2 -wave hitting the phase boundary from the left, the other case being similar (see Figure 5.2(ii)). By (5.15) and (5.3) we deduce

$$
\Delta V_{\xi}^{b}=\sum_{\alpha} p_{1, \alpha}^{b+}\left|\sigma_{1, \alpha}^{+} \xi_{1, \alpha}^{+}\right|-p_{2}^{b-}\left|\sigma_{2}^{-} \xi_{2}^{-}\right|
$$

$$
\begin{aligned}
& \leq\left(C\left(1+\varepsilon_{o}\right)-K\left(1-\varepsilon_{o}\right)\right)\left|\sigma_{2}^{-} \xi_{2}^{-}\right|+2 C\left|\sigma_{2}^{-}\right|\left|\hat{\xi}^{-}\right| \\
& \leq\left(2 C-\frac{1}{2} K\right)\left|\sigma_{2}^{-} \xi_{2}^{-}\right|+2 C\left|\sigma_{2}^{-}\right|\left|\hat{\xi}^{-}\right|
\end{aligned}
$$

where we used the above choice of $K$.

$$
\begin{aligned}
\Delta Q_{\xi}^{b} & =\sum_{\alpha} \sum_{(j, \beta) \in \mathcal{A}_{1, \alpha}^{b+}}\left|\sigma_{1, \alpha}^{+} \sigma_{j, \beta}\right|\left(p_{1, \alpha}^{b+}\left|\xi_{1, \alpha}^{+}\right|+p_{j, \beta}^{b}\left|\xi_{j, \beta}\right|\right) \\
& \leq \sum_{\alpha} \sum_{(j, \beta) \in \mathcal{A}_{1, \alpha}^{b+}} p_{1, \alpha}^{b+}\left|\sigma_{1, \alpha}^{+} \sigma_{j, \beta}\right|\left|\xi_{1, \alpha}^{+}\right|+\sum_{\alpha} \sum_{(j, \beta) \in \mathcal{A}_{1, \alpha}^{b+}} p_{j, \beta}^{b}\left|\sigma_{1, \alpha}^{+} \sigma_{j, \beta}\right|\left|\xi_{j, \beta}\right| \\
& \leq 2 C\left|\sigma_{2}^{-}\right|\left(\left|\xi_{2}^{-}\right|+\left|\hat{\xi}^{-}\right|\right) V^{b-}+2 C K\left|\sigma_{2}^{-}\right| V_{\xi}^{b-}, \\
\Delta Q^{b} & =\sum_{\alpha} \sum_{(j, \beta) \in \mathcal{A}_{1, \alpha}^{b+}}\left|\sigma_{1, \alpha}^{+} \sigma_{j, \beta}\right| \\
& \leq C\left|\sigma_{2}^{-}\right| V^{b-}
\end{aligned}
$$

By (5.19) it follows that

$$
\begin{align*}
\Delta \Upsilon_{\xi}^{b} \leq & \left(2 C(1+2 \delta)-\frac{1}{2} K\right)\left|\sigma_{2}^{-} \xi_{2}^{-}\right|+2 C(1+2 \delta)\left|\sigma_{2}^{-}\right|\left|\hat{\xi}^{-}\right| \\
& +2 C(1+K)\left|\sigma_{2}^{-}\right| V_{\xi}^{b-} \tag{5.21}
\end{align*}
$$

We now consider the terms referring to the right of the phase boundary. By (5.16) and (5.3) we have

$$
\begin{aligned}
\Delta V_{\xi}^{\sharp} & =\sum_{\alpha} p_{2, \alpha}^{\sharp+}\left|\sigma_{2, \alpha}^{+} \xi_{2, \alpha}^{+}\right| \\
& \leq 2 C\left|\sigma_{2}^{-}\right|\left(\left|\xi_{2}^{-}\right|+\left|\hat{\xi}^{-}\right|\right), \\
\Delta Q_{\xi}^{\sharp} & =\sum_{\alpha} \sum_{(j, \beta) \in \mathcal{A}_{2, \alpha}^{\sharp+}}\left|\sigma_{2, \alpha}^{+} \sigma_{j, \beta}\right|\left(p_{2, \alpha}^{\sharp+}\left|\xi_{2, \alpha}^{+}\right|+p_{j, \beta}^{\sharp}\left|\xi_{j, \beta}\right|\right) \\
& \leq 2 C K\left|\sigma_{2}^{-}\right|\left(\left|\xi_{2}^{-}\right|+\left|\hat{\xi}^{-}\right|\right) V^{\sharp-}+C K\left|\sigma_{2}^{-}\right| V_{\xi}^{\sharp-}, \\
\Delta Q^{\sharp} & =\sum_{\alpha} \sum_{(j, \beta) \in \mathcal{A}_{2, \alpha}^{\sharp+}}\left|\sigma_{2, \alpha}^{+} \sigma_{j, \beta}\right| \\
& \leq C\left|\sigma_{2}^{-}\right| V^{\sharp-} .
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\Delta \Upsilon_{\xi}^{\sharp} \leq 2 C\left(1+\left(1+K K^{\sharp}\right) \delta\right)\left|\sigma_{2}^{-}\right|\left(\left|\xi_{2}^{-}\right|+\left|\hat{\xi}^{-}\right|\right)+C\left(\delta+K K^{\sharp}\right)\left|\sigma_{2}^{-}\right| V_{\xi}^{\sharp-} . \tag{5.22}
\end{equation*}
$$

From the inequalities $(5.21),(5.22),(5.14)$, and (5.11), it follows finally that

$$
\begin{aligned}
\Delta \Upsilon_{\xi} & =\left(\Delta \Upsilon_{\xi}^{b}+\Delta \Upsilon_{\xi}^{\sharp}+\Delta|\hat{\xi}|\right) e^{\mathcal{K} \Upsilon^{+}}+\left(\Upsilon_{\xi}^{b-}+\Upsilon_{\xi}^{\sharp-}+\left|\hat{\xi}^{-}\right|\right)\left(e^{\mathcal{K} \Upsilon^{+}}-e^{\mathcal{K} \Upsilon^{-}}\right) \\
& \leq\left(\Delta \Upsilon_{\xi}^{b}+\Delta \Upsilon_{\xi}^{\sharp}+\Delta|\hat{\xi}|-\mathcal{K}|\Delta \Upsilon|\left(\Upsilon_{\xi}^{b-}+\Upsilon_{\xi}^{\sharp-}+\left|\hat{\xi}^{-}\right|\right)\right) e^{\mathcal{K} \Upsilon^{+}} \\
& \leq\left[\left(2 C\left(3+3 \delta+K K^{\sharp} \delta\right)-\frac{1}{2} K\right)\left|\sigma_{2}^{-} \xi_{2}^{-}\right|\right.
\end{aligned}
$$

$$
\begin{aligned}
&+\left(2 C\left(3+3 \delta+K K^{\sharp} \delta\right)-\mathcal{K}\right)\left|\sigma_{2}^{-}\right|\left|\hat{\xi}^{-}\right| \\
&\left.+(2 C(1+K)-\mathcal{K})\left|\sigma_{2}^{-}\right| V_{\xi}^{b-}+\left(C\left(\delta+K K^{\sharp}\right)-\mathcal{K}\right)\left|\sigma_{2}^{-}\right| V_{\xi}^{\sharp-}\right] e^{\mathcal{K} \Upsilon^{+}} \\
& \leq 0
\end{aligned}
$$

by the above choices of the weights. The proposition is proved in Case 1.
Case 2. Let us choose the weights in (4.22) and (4.24). Define

$$
\begin{aligned}
\quad p_{1, \alpha}^{b}=1+\varepsilon_{o} \operatorname{sign} \sigma_{1, \alpha}, & p_{2, \alpha}^{b}=K_{2}^{b}\left(1+\varepsilon_{o} \operatorname{sign} \sigma_{2, \alpha}\right), \\
p_{i, \alpha}^{\natural}=K_{i}^{\natural}\left(1+\varepsilon_{o} \operatorname{sign} \sigma_{1, \alpha}\right), & \\
p_{1, \alpha}^{\sharp}=K_{1}^{\sharp}\left(1+\varepsilon_{o} \operatorname{sign} \sigma_{1, \alpha}\right), & p_{2, \alpha}^{\sharp}=1+\varepsilon_{o} \operatorname{sign} \sigma_{2, \alpha} .
\end{aligned}
$$

Choose first $K_{1}^{\natural}$ and $K_{2}^{\natural}$ such that

$$
\begin{align*}
& \left(\left(1+\varepsilon_{o}\right)(1+C \delta)\right)\left|R_{\natural}^{b} \Theta^{b}\right| \cdot K_{2}^{\natural}-\left(1-\varepsilon_{o}\right) K_{1}^{\natural}<3\left(1+\varepsilon_{o}\right) C,  \tag{5.23}\\
& \left(\left(1+\varepsilon_{o}\right)(1+C \delta)\right)\left|R_{\natural}^{\sharp} \Theta^{\sharp}\right| \cdot K_{1}^{\natural}-\left(1-\varepsilon_{o}\right) K_{2}^{\natural}<3\left(1+\varepsilon_{o}\right) C, \tag{5.24}
\end{align*}
$$

which is possible provided $\varepsilon_{0}=\sqrt{\delta}$ and $\delta$ sufficiently small, thanks to the strong nonresonance condition (2.13). The other weights are chosen similarly to the previous case, i.e., in the order $K_{2}^{b}=K_{1}^{\sharp}, K^{b}, K^{\natural}, K^{\sharp}$, and $\mathcal{K}$. As usual, choose finally a suitably small $\delta$.

The estimates in this case differ from the previous ones only in the interaction of a wave coming from the middle phase against a phase boundary. We now consider only this interaction in detail.

$$
\begin{aligned}
\Delta \Upsilon_{\xi}^{b}= & C\left(1+\varepsilon_{o}\right)\left(1+\delta+K^{b} \delta\right)\left|\sigma_{1}^{-}\right|\left(\left|\xi_{1}^{-}\right|+\left|\xi^{b-}\right|\right)+C\left(\delta+K^{b}\right)\left|\sigma_{1}^{-}\right| V_{\xi}^{b-} \\
\Delta \Upsilon_{\xi}^{\natural}= & \left(\left(1+\varepsilon_{o}\right)(1+C \delta)\left|R_{\natural}^{b} \Theta^{b}\right| K_{2}^{\natural}-\left(1-\varepsilon_{o}\right) K_{1}^{\natural}\right)\left|\sigma_{1}^{-} \xi_{1}^{-}\right| \\
& +C\left(1+\varepsilon_{o}\right) K_{2}^{\natural}\left|\sigma_{1}^{-}\right|\left|\xi^{b-}\right|+(1+C \delta) R_{\natural}^{b} K_{2}^{\natural}\left|\sigma_{1}^{-}\right| V_{\xi}^{\natural-} \\
\Delta \Upsilon_{\xi} \leq & \left(\Delta \Upsilon_{\xi}^{b}+\Delta \Upsilon_{\xi}^{\natural}+\Delta\left|\xi^{b}\right|-\mathcal{K}\left|\sigma_{1}^{-}\right| V_{\xi}^{b-}-\mathcal{K}\left|\sigma_{1}^{-}\right| V_{\xi}^{\natural-}-\mathcal{K}\left|\sigma_{1}^{-}\right|\left|\xi^{b-}\right|\right) e^{\mathcal{K} \Upsilon^{+}} \\
\leq & \left(C\left(1+\varepsilon_{o}\right)\left(1+\delta+K^{b} \delta\right)+C+\left(1+\varepsilon_{o}\right)(1+C \delta)\left|R_{\natural}^{b} \Theta^{b}\right| K_{2}^{\natural}-\left(1-\varepsilon_{o}\right) K_{1}^{\natural}\right) \\
& \times\left|\sigma_{1}^{-} \xi_{1}^{-}\right| \\
& +\left(C\left(1+\varepsilon_{o}\right)\left(1+\delta+K^{b} \delta\right)+C\left(1+\varepsilon_{o}\right) K_{2}^{\natural}+C-\mathcal{K}\right)\left|\sigma_{1}^{-}\right|\left|\xi^{b-}\right| \\
& +\left(C\left(\delta+K^{b}\right)-\mathcal{K}\right)\left|\sigma_{1}^{-}\right| V_{\xi}^{b-}+\left(1+C \delta R_{\natural}^{b} K_{2}^{\natural}-\mathcal{K}\right)\left|\sigma_{1}^{-}\right| V_{\xi}^{\natural-}
\end{aligned}
$$

$$
\leq 0
$$

This concludes the proof of Proposition 4.7.
Proof of Proposition 4.8. Let $u^{\prime}, u^{\prime \prime} \in \mathcal{D}_{\delta^{\prime}}^{\varepsilon}$, be given, with $\delta^{\prime}>0$ small. We consider only case (2), since case (1) is simpler.

For $i=1,2$, call $x_{i}^{\prime}, x_{i}^{\prime \prime}$ the positions of the phase boundaries in $u^{\prime}$ and $u^{\prime \prime}$, respectively. One can then connect $u^{\prime}$ with $u^{\prime \prime}$ in such a way that each intermediate state $u^{\theta}$ contains exactly two large phase boundaries. For example, assume $x_{1}^{\prime}<x_{1}^{\prime \prime}<$


Fig. 5.3. The set $\mathcal{T}_{n}(\tau, \delta)$.
$x_{2}^{\prime}<x_{2}^{\prime \prime}$, the other cases being entirely similar. We first define the path $\gamma_{1}:\left[x_{2}^{\prime}, x_{2}^{\prime \prime}\right] \mapsto$ $\mathcal{D}_{\delta}^{\varepsilon}$,

$$
\gamma_{1}(\theta)=u^{\prime} \cdot \chi_{]-\infty, x_{2}^{\prime}\right] \cup\right] \theta \quad, \infty+[ }+u^{\prime \prime} \cdot \chi_{] x_{2}^{\prime}, \theta\right]}
$$

joining $u^{\prime}$ with the intermediate function

$$
w(x)= \begin{cases}u^{\prime}(x) & \text { if } \left.\left.x \in]-\infty, x_{2}^{\prime}\right] \cup\right] x_{2}^{\prime \prime}, \infty[ \\ u^{\prime \prime}(x) & \text { if } \left.x \in] x_{2}^{\prime}, x_{2}^{\prime \prime}\right]\end{cases}
$$

We then connect $w$ with $u^{\prime \prime}$ by setting

$$
\gamma_{2}(\theta)=u^{\prime \prime} \cdot \chi_{]-\infty, \theta]}+w \cdot \chi_{] \theta,+\infty[ }
$$

The concatenation of $\gamma_{1}$ and $\gamma_{2}$ yields the desired path.
Proof of Proposition 4.10. As we announced in section 4 we give only the proof of the $\Psi$-admissibility of the solutions.

Fix a positive sequence $\left\{\varepsilon_{n}: n \in \mathbf{N}\right\}$ converging to 0 . For all $n$, let $u_{n}$ be the $\varepsilon_{n}$-approximate solution constructed by the algorithm. Call $x=\Lambda_{n}(t)$ the equation of the leftmost approximate phase boundary in $u_{n}$; the other cases are completely analogous.

Then choose a positive $\tau$. For all $n$ and positive $\delta$, define $\mathcal{T}_{n}(\tau, \delta)$ as the following region of the $(t, x)$-plane (see Figure 5.3):
$\begin{aligned} & \mathcal{T}_{n}(\tau, \delta) \\ (5.25) & =\left\{(t, x) \in\left[0,+\infty\left[\times \mathbf{R}:\left\{\begin{array}{l}t \in] \tau-\delta, \tau+\delta[, \\ x<\Lambda_{n}(\tau-\delta)+\lambda^{\min } \cdot(t-(\tau-\delta)), \\ x<\Lambda_{n}(\tau+\delta)-\lambda^{\min } \cdot(t-(\tau+\delta)), \\ x>\Lambda_{n}(t)\end{array}\right\} .\right.\right.\right.\end{aligned}$
Due to the subsonic hypothesis $(2.4), \mathcal{T}_{n}(\tau, \delta)$ is bounded. Moreover, note that by (2.1), 1-waves may exit $\mathcal{T}_{n}(\tau, \delta)$ only by crossing the phase boundary, while they
may enter $\mathcal{T}_{n}(\tau, \delta)$ only through the bottom right side. Similarly, 2-waves may enter $\mathcal{T}_{n}(\tau, \delta)$ only by crossing the phase boundary, while they may exit $\mathcal{T}_{n}(\tau, \delta)$ only crossing the top right side. Due to (iii) in Proposition 4.1 there is only a finite number (depending on $n$ ) of such exiting or entering waves. Clearly, we can have creation or cancellation of both 1 - and 2 -waves inside $\mathcal{T}_{n}(\tau, \delta)$. Let us call $\mathcal{T}(\tau, \delta)$ the region analogous to (5.25) but constructed with reference to the exact phase boundary $x=\Lambda(t)$.

The following lemma is crucial; it is analogous to the celebrated Lemma 3.4 of [10] but we emphasize that its proof is much easier, as a consequence of the wave-front tracking scheme.

Lemma 5.1. For all but countably many $\tau$ and eventually passing to a subsequence of the approximate solutions, the following holds: for every $\varepsilon>0$, there exists $\delta=$ $\delta(\varepsilon, \tau)$ such that for every $(t, x) \in \mathcal{T}(\tau, \delta)$ and for all n large

$$
\left|u_{n}(t, x)-u_{n}\left(\tau, \Lambda_{n}(\tau)+\right)\right|<\varepsilon
$$

Proof. Let $\Upsilon_{n}(t)=\Upsilon^{\varepsilon_{n}}\left(u_{n}(t, \cdot)\right)$. By Helly's theorem, eventually passing to a subsequence we define for all $t \geq 0$

$$
\tilde{\Upsilon}(t)=\lim _{n \rightarrow+\infty} \Upsilon_{n}(t)
$$

Fix $\varepsilon>0$ so small that for all the future constants $C$ the estimate $C \varepsilon<1$ holds. For every $\tau$ apart from a finite set of times (dependent on $\varepsilon$ ), there exists a positive $\delta$ such that

$$
|\tilde{\Upsilon}(\tau+\delta+)-\tilde{\Upsilon}(\tau-\delta-)|<\varepsilon^{6}
$$

In Case 2 we eventually further restrict $\delta$ to ensure that the other phase boundary does not intersect $\mathcal{T}(\tau, \delta)$.

Then there exists a positive sequence $\left\{\delta_{n}: n \in \mathbf{N}\right\}$ such that $\delta_{n}$ increases, $\delta_{n} \rightarrow \delta$, and

$$
\begin{equation*}
\left|\Upsilon_{n}\left(\tau+\delta_{n}+\right)-\Upsilon_{n}\left(\tau-\delta_{n}-\right)\right|<\varepsilon^{5} \tag{5.26}
\end{equation*}
$$

for $n$ sufficiently large. Choose an arbitrary $(\bar{t}, \bar{x}) \in \mathcal{T}(\tau, \delta)$ and consider $n$ sufficiently large in order that $(\bar{t}, \bar{x}) \in \mathcal{T}_{n}\left(\tau, \delta_{n}\right)$ and (5.26) holds.

To compute $\left|u_{n}(\bar{t}, \bar{x})-u_{n}\left(\tau, \Lambda_{n}(\tau)+\right)\right|$, first draw the horizontal line segment $\mathcal{S}_{n}$ joining $(\bar{t}, \bar{x})$ with the approximate phase boundary $x=\Lambda_{n}(t)$. Then, using the triangle inequality and the known estimate on $\Delta \Upsilon_{n}$

$$
\begin{aligned}
& \left|u_{n}(\bar{t}, \bar{x})-u_{n}\left(\tau, \Lambda_{n}(\tau)+\right)\right| \\
& \leq\left|u_{n}(\bar{t}, \bar{x})-u_{n}\left(\bar{t}, \Lambda_{n}(\bar{t})+\right)\right|+\left|u_{n}\left(\bar{t}, \Lambda_{n}(\bar{t})+\right)-u_{n}\left(\tau, \Lambda_{n}(\tau)+\right)\right| \\
& \leq \mathrm{TV}\left(u_{n}(\bar{t}, x): x \in\left[\Lambda_{n}(\bar{t}), \bar{x}\right]\right) \\
& \quad+\mathrm{TV}\left(u_{n}\left(t, \Lambda_{n}(t)+\right): t \in\left[\tau-\delta_{n}, \tau+\delta_{n}\right]\right) \\
& \leq C \sum_{\alpha: \sigma_{i, \alpha} \operatorname{crosses} \mathcal{S}_{n}}\left|\sigma_{i, \alpha}\right|+C\left|\Upsilon_{n}\left(\tau+\delta_{n}+\right)-\Upsilon_{n}\left(\tau-\delta_{n}-\right)\right| \\
& \leq C \sum_{\alpha: \sigma_{i, \alpha} \operatorname{crosses} \mathcal{S}_{n}}\left|\sigma_{i, \alpha}\right|+\varepsilon^{4} .
\end{aligned}
$$

The rest of the proof aims at bounding from above the total quantity of waves crossing $\mathcal{S}_{n}$ and will be achieved by the following two claims.

Claim 1. For all large $n$, the total size of 1 -waves exiting $\mathcal{T}_{n}\left(\tau, \delta_{n}\right)$ and the total size of 2 -waves entering $\mathcal{T}_{n}\left(\tau, \delta_{n}\right)$ are both lower than $\varepsilon^{4}$.

Assume that $\sigma_{1, \alpha}^{+}$exits $\mathcal{T}_{n}\left(\tau, \delta_{n}\right)$ at some time $t_{\alpha} \in\left[\tau-\delta_{n}, \tau+\delta_{n}\right]$. By (5.3) and (5.7) or (5.11) in Case 2

$$
\sum_{\alpha}\left|\sigma_{1, \alpha}^{+}\right| \leq C \sum_{\alpha}\left(\left|\sigma_{1, \alpha}^{-}\right|+\left|\sigma_{2, \alpha}^{-}\right|\right) \leq C \sum_{\alpha}\left|\Delta \Upsilon_{n}\left(t_{\alpha}\right)\right| \leq C \varepsilon^{5} \leq \varepsilon^{4}
$$

by (5.26) and the decreasing of $\Upsilon_{n}$. Here $\sigma_{1, \alpha}^{-}, \sigma_{2, \alpha}^{-}$are the waves hitting the phase boundary.

The case of 2 -waves is entirely analogous.
Claim 2. For all large $n$, the total size of 1 - and 2 -waves crossing $\mathcal{S}_{n}$ is smaller than $\varepsilon^{3}$.

As above, let $\sigma_{1, \alpha}$ for $\alpha=1, \ldots$, be the size of the 1 -waves crossing $\mathcal{S}_{n}$. By eventually prolonging $\sigma_{1, \alpha}$ as a null wave, we can assume that $\sigma_{1, \alpha}$ exits $\mathcal{T}_{n}\left(\tau, \delta_{n}\right)$ through the phase boundary at some time $t_{\alpha} \in\left[\tau-\delta_{n}, \tau+\delta_{n}\right]$. By (4.10) in [5] (which generalizes to the case of many colliding waves our estimates (5.1) and (5.2)), by the definitions (4.8)-(4.10) or (4.13)-(4.14), by the interaction estimates (5.5) and (5.6), and by the previous Claim 1

$$
\begin{aligned}
\sum_{\alpha: \sigma_{1, \alpha} \text { crosses } \mathcal{S}_{n}}\left|\sigma_{1, \alpha}\right| & \leq \sum_{\alpha}\left|\sigma_{1, \alpha}\left(t_{\alpha}+\right)\right|+\sum_{\substack{t_{h} \text { interaction time } \\
\bar{t} \leq t_{h}<t_{\alpha}}}\left|\Delta Q\left(t_{h}\right)\right| \\
& \leq \varepsilon^{4}+C \sum_{t_{h} \sum_{\bar{t} \text { interaction time }}\left|\Delta \Upsilon_{n}\left(t_{h}\right)\right|} \\
& \leq \varepsilon^{4}+C \cdot\left|\Upsilon_{n}(\tau+\delta+)-\Upsilon_{\alpha}(\tau-\delta-)\right| \\
& \leq \varepsilon^{3}
\end{aligned}
$$

for a suitable constant $C$, where $Q$ stands for $Q^{\sharp}$ in Case 1 and for $Q^{\natural}$ in Case 2 .
For 2 -waves the proof is entirely symmetric, the only difference being that now waves are prolonged as null waves backwards.

The lemma is therefore proved.
The admissibility of the solutions follows from this lemma, since we have, arguing as in [10],

$$
\lim _{n \rightarrow+\infty} u_{n}\left(t, \Lambda_{n}(t)+\right)=u(t, \Lambda(t)+)
$$

This concludes the proof of Proposition 4.10.
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#### Abstract

We construct solutions exhibiting a single spike-layer shape around some point of the boundary as $\varepsilon \rightarrow 0$ for the problem $$
\left\{\begin{array}{l} \varepsilon^{2} \triangle u-u+u^{p}=0 \quad \text { in } \Omega  \tag{0.1}\\ u>0 \text { in } \Omega \\ \frac{\partial u}{\partial \nu}=0 \quad \text { on } \partial \Omega \end{array}\right.
$$ where $\Omega$ is a bounded domain with smooth boundary in $R^{N}, p>1$, and $p<\frac{N+2}{N-2}$ if $N \geq 3$. Our main result states that given a topologically nontrivial critical point of the mean curvature function of $\partial \Omega$, for instance, a possibly degenerate local maximum, local minimum, or saddle point, there is a solution with a single local maximum, which is located at the boundary and approaches this point as $\varepsilon \rightarrow 0$ while vanishing asymptotically elsewhere.
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1. Introduction. In this paper, we are concerned with the following singularly perturbed problem:

$$
\left\{\begin{array}{l}
\varepsilon^{2} \Delta u-u+u^{p}=0 \quad \text { in } \Omega  \tag{1.1}\\
u>0 \quad \text { in } \Omega \\
\frac{\partial u}{\partial v}=0 \quad \text { on } \partial \Omega
\end{array}\right.
$$

where $\Omega \subset R^{N}$ is a smooth, not necessarily bounded domain; $\varepsilon>0$; and $1<p<$ $(N+2) /(N-2)$ if $N \geq 3$ and $p>2$ if $N=2$.

Equation (1.1) arises from various applications. For instance, it can be regarded as that satisfied by stationary solutions for the Keller-Segal system in chemotaxis (see [14], [17], [19]) and the Gierer-Meinhardt system in biological pattern formation (see [12], [21]).

In [17], Lin, Ni, and Takagi first studied the problem of existence of least-energy solutions. Subsequently, Ni and Takagi in [19] and [21] showed that the least-energy solution $u_{\varepsilon}$ has a unique local maximum point $P_{\varepsilon}$, which is located on $\partial \Omega$. Moreover, $u_{\varepsilon} \rightarrow 0$ in $C_{l o c}^{1}\left(\bar{\Omega} \backslash P_{\varepsilon}\right)$ and $u_{\varepsilon}\left(P_{\varepsilon}\right) \rightarrow \alpha>0$ as $\varepsilon \rightarrow 0$. Such a family of solutions is usually called a boundary spike-layer. Moreover, they are able to locate the spike by establishing that $P_{\varepsilon}$ approaches the most curved part of $\partial \Omega$, namely, $H\left(P_{\varepsilon}\right) \rightarrow$

[^3]$\max _{P \in \partial \Omega} H(P)$, where $H$ is the mean curvature. Later Wei studied general boundary spike solutions in [23] and showed that for any solution with single peak $P_{\varepsilon}$ on $\partial \Omega$, $\nabla_{\tau_{P_{\varepsilon}}} H\left(P_{\varepsilon}\right) \rightarrow 0$, where $\nabla_{\tau_{P_{\varepsilon}}}$ denote the tangential gradient at $P_{\varepsilon} \in \partial \Omega$. On the other hand, if $P_{0} \in \partial \Omega, \nabla_{\tau_{P_{0}}} H\left(P_{0}\right)=0$ and the matrix $\left(\nabla_{\tau_{P_{0}}}^{2} H\left(P_{0}\right)\right)$ is nonsingular, then there exists for $\varepsilon$ sufficiently small, solution $u_{\varepsilon}$ of (1.1) with a single peak approaching $P_{0}$. The degenerate case was left open.

In [21], Ni and Takagi constructed boundary spike solutions in the case when $\Omega$ is axially symmetric. Gui [10] has studied the case when $H(P)$ has a possibly degenerate local maximum at $P_{0}$, also constructing multiple-peak solutions at given local maximum points of $H(P)$. In the single peak case, the result in [10] states that for any set $\Lambda \subset \partial \Omega$, open relative to $\partial \Omega$, such that

$$
\begin{equation*}
\max _{P \in \Lambda} H(P)>\max _{P \in \partial \Lambda} H(P) \tag{1.2}
\end{equation*}
$$

there exists a family of solutions with a single global maximum point which approaches a local maximum point of $H(P)$ in $\Lambda$.

In this paper, we will show that a spike-layer family indeed exists concentrating at any topologically nontrivial critical point-region, a variational linking notion first introduced in [5] in the framework of concentration phenomena in nonlinear Schrödinger equations.

This notion includes, for instance, the case of local maxima or local minima of the mean curvature of the boundary, in the same sense as in (1.2), and also that of a possibly degenerate saddle-point. More precisely, we can consider a local situation on a set $\Lambda \subset \partial \Omega$ where a change of topology of the level sets of $H(P)$ occurs. If $c$ is the level at which this change takes place in a sense to be made precise below, then a boundary-spike family of solutions exists, with maxima $P_{\varepsilon} \in \Lambda$ so that $H\left(P_{\varepsilon}\right) \rightarrow c$.

Since we do not want to restrict ourselves to the case of a homogeneous nonlinearity, we will consider the more general semilinear Neumann problem

$$
\left\{\begin{array}{l}
\varepsilon^{2} \Delta u-u+f(u)=0 \quad \text { in } \Omega  \tag{1.3}\\
u>0 \quad \text { in } \Omega \\
\frac{\partial u}{\partial v}=0 \quad \text { on } \partial \Omega
\end{array}\right.
$$

where $\varepsilon$ is a small positive number. $f: R \rightarrow R$ satisfies the conditions (f1)-(f5) below:
(f1) $f \in C^{1}(R), f(t) \equiv 0$ for $t \leq 0$, and $f(t) \rightarrow+\infty$ as $t \rightarrow+\infty$.
(f2) For $t \geq 0, f$ admits the decomposition in $C^{1}(R)$

$$
f(t)=f_{1}(t)-f_{2}(t)
$$

where (i) $f_{1}(t) \geq 0, f_{2}(t) \geq 0$ with $f_{1}(0)=f_{1}^{\prime}(0)=f_{2}(0)=f_{2}^{\prime}(0)=0$; and (ii) there is a $q \geq 1$ such that $\frac{f_{1}(t)}{t^{q}}$ is nondecreasing in $t>0$, where as $\frac{f_{2}(t)}{t^{q}}$ is nonincreasing in $t>0$.
(f3) $\left|f^{\prime}(t)\right| \leq a_{1}+a_{2} t^{p-1}$ for some positive constants $a_{1}, a_{2}$ and $1<p<\left(\frac{N+2}{N-2}\right)_{+}$.
(f4) There exists $\eta \in\left(0, \frac{1}{2}\right)$ such that $F(t) \leq \eta t f(t), t \geq 0$, where $F(t)=\int_{0}^{t} f(s) d s$. To state the last condition, as in [20], we consider the problem in the whole space

$$
\left\{\begin{array}{l}
\Delta w-w+f(w)=0, w>0 \text { in } R^{N}  \tag{1.4}\\
w(0)=\max _{x \in R^{N}} w(x) \text { and } w(x) \rightarrow 0 \text { as }|x| \rightarrow+\infty
\end{array}\right.
$$

It is well known that (1.4) has a solution $w$, and $w$ is radial and unique (see [13], [4], [15]). The last condition is stated in (f5).
(f5) $L=\Delta-1+f^{\prime}(w)$ is invertible over $H_{r}^{2}\left(R^{N}\right)=\left\{u \in H^{2}: u(x)=u(|x|)\right\}$.
We note that the function

$$
f(t)=t^{p}-a t^{q} \text { for } t \geq 0,1<q<p
$$

with $p$ subcritical and $a \geq 0$ satisfies all the assumptions (see [20]).
Let $H(P)$ be the mean curvature function at $P \in \partial \Omega$. In what follows, we state precisely our assumption on $\Omega$ and $H$. We assume that $\Omega$ is a smooth, not necessarily bounded domain in $R^{N}$, and that there is an open and bounded set $\Lambda \subset \partial \Omega$ with smooth boundary $\partial \Lambda$ and closed subsets of $\Lambda, B, B_{0}$ such that $B$ is connected and $B_{0} \subset B$. Let $\Gamma$ be the class of all continuous functions $\phi: B \rightarrow \Lambda$ with the property that $\phi(y)=y$ for all $y \in B_{0}$. Assume that the max-min value

$$
\begin{equation*}
c=\sup _{\phi \in \Gamma} \min _{y \in B} H(\phi(y)) \tag{1.5}
\end{equation*}
$$

is well defined and additionally that
(H1)

$$
\min _{y \in B_{0}} H(y)>c
$$

(H2) For all $y \in \partial \Lambda$ such that $H(y)=c$, there exists a direction $\hat{T}$, tangent to $\partial \Lambda$ at $y$ so that

$$
\nabla H(y) \cdot \hat{T} \neq 0
$$

Note that $\partial \Lambda \subset \partial \Omega$ is an $(N-2)$-dimensional set.
Standard deformation arguments show that these assumptions ensure that the max-min value $c$ is a critical value for $H(P)$ in $\Lambda$, which is topologically nontrivial (therefore, our results cover that of [10] in the single peak case). In fact, assumption (H2) "seals" $\Lambda$ so that the local linking structure described indeed provides critical points at the level $c$ in $\Lambda$, possibly admitting full degeneracy.

It is not hard to check that all these assumptions are satisfied in a general local maximum, local minimum, or saddle-point situation, not necessarily nondegenerate or isolated. Our main result asserts that there is a family of solutions to problem (1.1) concentrating around a critical point at the level $c$ of $H$ in $\Lambda$.

TheOrem 1.1. Suppose $f$ satisfies (f1)-(f5) and the mean curvature function $H$ satisfied (H1) and (H2). Then there exists $\varepsilon_{0}>0$ such that when $\varepsilon \leq \varepsilon_{0}$, problem (1.3) has a solution $u_{\varepsilon}$ with the property that
(i) $u_{\varepsilon}$ has exactly one local maximum point $x_{\varepsilon}$ and $x_{\varepsilon} \in \Lambda$;
(ii) $\lim _{\varepsilon \rightarrow 0} H\left(x_{\varepsilon}\right)=c$;
(iii) $\lim _{\varepsilon \rightarrow 0} u_{\varepsilon}\left(x_{\varepsilon}+\varepsilon x\right)=w(x)$ and there exist positive constants $c$, $\delta$ such that

$$
0<u_{\varepsilon}(x) \leq c \exp \left(-\frac{\delta\left|x-x_{\varepsilon}\right|}{\varepsilon}\right), \quad x \in \bar{\Omega}
$$

Here $w$ is the unique solution of (1.4).
The proof of this result makes use of ideas developed in [20] and [23] and a variational scheme similar to that in [5], where it is constructed as a bound state for the semiclassical Schrödinger equation

$$
\varepsilon^{2} \Delta u-V(x) u+u^{p}=0 \quad \text { in } \quad R^{N}
$$

exhibiting concentration near topologically nontrivial critical points of $V(x)$; see also the work of the authors in [9]. Related results in this direction can be found in [6] and [7].

We have recently learned that $\mathrm{Li}[16]$ has considered, in the case of a bounded domain, a different notion of nontriviality not variational in nature. This notion is implied by our assumptions (H1)-(H2) in case the curvature is $C^{1}$. Thus, in case $f(s)=u^{p}$, with $p$ superlinear and subcritical, and for a bounded domain, our result is a consequence of the results in [16]. However, Li's method, relying on a finitedimensional Lyapunov-Schmidt reduction, is very different from ours.

On the other hand, our method is also applicable to obtain partial localization results even in case $H$ is not $C^{1}$.

Finally, we remark that when $p=\frac{N+2}{N-2}$, problem (1.1) has been studied in [1], [2], [3], [11], [18], and [22], among others.

The rest of this paper will be devoted to the proof of Theorem 1.1. In section 2, we define a modified functional which satisfies the Palais-Smale (P.S.) condition and, roughly speaking, permits us to restrict ourselves to what happens in $\Lambda$. We then define a min-max value and by using assumption (H1) we prove that there is a critical point for the modified functional with this value. In section 3 by using assumption (H2) we prove that the critical point so found is actually a critical point of the original functional and we conclude the proof of Theorem 1.1.
2. Preliminary results and set-up of a min-max scheme. In this section, we first define a modified functional and state some preliminary results. We then set up a variational scheme and obtain a critical point for the modified functional.

Let $f: R \rightarrow R$ satisfying (f1)-(f5). We first define an "energy" functional

$$
I_{\varepsilon}(u)=\frac{1}{2} \int_{\Omega} \varepsilon^{2}|\nabla u|^{2}+u^{2}-\int_{\Omega} F(u)
$$

where $u \in H^{1}(\Omega), F(u)=\int_{0}^{u} f(s) d s$.
As in [5], we now define a modification of this functional which satisfies the P.S. condition and for which we find a critical point via an appropriate min-max scheme.

Let $\mu=\frac{1}{\eta}$, where $\eta$ is defined by (f4). Let $R>\frac{\mu}{\mu-2}$. Let $a>0$ be the value at which $f(a) / a=1 / R$. Set

$$
\bar{f}(s)= \begin{cases}f(s) & \text { if } s \leq a \\ \frac{1}{R} s & \text { if } s>a\end{cases}
$$

The following technical lemma is stated in [10] and can be proved by using local coordinate systems for $\partial \Lambda$.

LEMMA 2.1. There exists a subdomain $\partial \Omega_{0} \subset \Omega$ such that $\partial \Omega_{0} \cap \partial \Omega=\bar{\Lambda}$ and $\partial \Omega_{0}^{+}:=\overline{\partial \Omega_{0} \backslash \partial \Omega}$ is smooth and orthogonal to $\partial \Omega$ at $\partial \Lambda$.

We now define

$$
g(\cdot, s)=\chi_{\Omega_{0}} f(s)+\left(1-\chi_{\Omega_{0}}\right) \bar{f}(s) \quad \text { and } \quad G(x, \xi)=\int_{0}^{\xi} g(x, \tau) d \tau
$$

where $\chi_{\Omega_{0}}$ denotes the characteristic function of $\Omega_{0}$.
First we note that $g$ is a Carathéodory function. In addition one can check that (f1)-(f4) implies that $g$ satisfies the following conditions:
(g1) $g(x, t)=0$ for $t \leq 0$ and $g(x, t) \rightarrow \infty$ as $t \rightarrow \infty$.
(g2) $g(x, t)=o(t)$ near $t=0$ uniformly in $x \in \Omega$.
(g3) $g(x, t)=O\left(t^{p}\right)$ as $t \rightarrow \infty$ for $1<p<\frac{N+2}{N-2}$ if $N \geq 3$ and no restriction on $p$ if $N=1,2$.
(g4) (i) $G(x, t) \leq \mu g(x, t) t \quad \forall x \in \Omega_{0}, t>0$
and
(ii) $2 G(x, t) \leq g(x, t) t \leq \frac{1}{R} t^{2} \quad \forall t \in R^{+}, x \notin \Omega_{0}$.

Consider the modified functional

$$
J_{\varepsilon}(u)=\frac{1}{2} \int_{\Omega} \varepsilon^{2}|\nabla u|^{2}+\frac{1}{2} \int_{\Omega} u^{2}-\int_{\Omega} G(x, u), \quad u \in H^{1}(\Omega)
$$

whose critical points correspond to solutions of the equation

$$
\left\{\begin{array}{l}
\varepsilon^{2} \Delta u-u+g(u, x)=0 \quad \text { in } \Omega  \tag{2.1}\\
\frac{\partial u}{\partial v}=0 \text { on } \partial \Omega
\end{array}\right.
$$

As in [5], $J_{\varepsilon}$ satisfies the P.S. condition whether $\Omega$ is bounded or not. We observe that a solution to (2.1) which satisfies that $u \leq a$ on $\bar{\Omega} \backslash \Omega_{0}$ will also be a solution of (1.3). We will define a min-max quantity for $J_{\varepsilon}$ which will yield a solution to (2.1) which turns out to be a solution for (1.3) and thus will be the solution announced by Theorem 1.1.

To this end, we consider the solution manifold of (2.1) defined as

$$
\begin{equation*}
M_{\varepsilon}=\left\{u \in H^{1}(\Omega) \backslash\{0\} \mid \int_{\Omega}\left(\varepsilon^{2}|\nabla u|^{2}+u^{2}\right)=\int_{\Omega} g(x, u) u\right\} \tag{2.2}
\end{equation*}
$$

All nonzero critical points of $J_{\varepsilon}$ of course lie on $M_{\varepsilon}$. Reciprocally, it is standard to check that critical points of $J_{\varepsilon}$ constrained to this manifold are critical points of $J_{\varepsilon}$ on $H^{1}(\Omega)$.

Let $w$ be the unique solution of (1.4) and let us consider its energy

$$
\begin{equation*}
I(w)=\frac{1}{2} \int_{R^{N}}\left(|\nabla w|^{2}+w^{2}\right)-\int_{R^{N}} F(w) \tag{2.3}
\end{equation*}
$$

For $P \in \partial \Omega$, we define $w_{\varepsilon}^{P}$ as

$$
w_{\varepsilon}^{P}=t_{\varepsilon, P} w\left(\frac{x-P}{\varepsilon}\right) \in M_{\varepsilon}
$$

with $t_{\varepsilon, P}>0$. Let us consider the center of mass of a function $u \in L^{2}(\Omega)$ defined as

$$
\begin{equation*}
\beta(u)=\frac{\int_{\Omega_{0}} x u^{2} d x}{\int_{\Omega} u^{2} d x} \tag{2.4}
\end{equation*}
$$

For $P \in B$, it is easy to see that $\beta\left(w_{\varepsilon}^{P}\right)=P+O(\varepsilon)$. Hence, there exists a continuous function $\tau_{\varepsilon}(P)$ such that $\tau_{\varepsilon}(P)=P+O(\varepsilon)$ and $\beta\left(w_{\varepsilon}^{\tau_{\varepsilon}(P)}\right)=P$ for $P \in B$. We now define

$$
w_{\varepsilon, P}=w_{\varepsilon}^{\tau_{\varepsilon}(P)}
$$

Hence we have $\beta\left(w_{\varepsilon, P}\right)=P \forall P \in B$, and by similar arguments as in Proposition 3.2 in [19] we find that, $\forall P \in B$,

$$
\begin{equation*}
J_{\varepsilon}\left(w_{\varepsilon, P}\right)=\varepsilon^{N}\left\{\frac{1}{2} I(w)-\gamma \varepsilon(N-1) H(P)+o(\varepsilon)\right\} \tag{2.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma:=\frac{1}{N+1} \int_{R_{+}^{N}} w^{\prime}(y)^{2} y_{N} d y \tag{2.6}
\end{equation*}
$$

We now consider the class $\Gamma_{\varepsilon}$ of all continuous maps $\varphi: B \rightarrow M_{\varepsilon}$ such that

$$
\varphi(y)=w_{\varepsilon, y} \quad \forall y \in B_{0}
$$

and we define the min-max value $S_{\varepsilon}$ as follows:

$$
\begin{equation*}
S_{\varepsilon}=\inf _{\varphi \in \Gamma_{\varepsilon}} \sup _{y \in B} J_{\varepsilon}(\varphi(y)) \tag{2.7}
\end{equation*}
$$

We note that

$$
\begin{equation*}
S_{\varepsilon} \geq \sup _{y \in B_{0}} J_{\varepsilon}\left(w_{\varepsilon, y}\right) \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\varepsilon}=\inf _{\varphi \in \Gamma_{\varepsilon}} \sup _{y \in B} J_{\varepsilon}(\varphi(y)) \leq \sup _{y \in B} J_{\varepsilon}\left(w_{\varepsilon, y}\right) \tag{2.9}
\end{equation*}
$$

Hence by (2.5), (2.8), and (2.9), we have

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \varepsilon^{-N} S_{\varepsilon}=\frac{1}{2} I(w) \tag{2.10}
\end{equation*}
$$

The following is the key result of this section. It implies that $S_{\varepsilon}$ is a critical value for $J_{\varepsilon}$.

Lemma 2.2. For $\varepsilon$ sufficiently small, we have

$$
\begin{equation*}
S_{\varepsilon}>\sup _{y \in B_{0}} J_{\varepsilon}\left(w_{\varepsilon, y}\right) \tag{2.11}
\end{equation*}
$$

In the rest of this section, we prove Lemma 2.2. To this end we will first prove a version of a result of Ni and Takagi for the modified functional $J_{\varepsilon}$ (see Proposition 2.1 in [20]).

LEMMA 2.3. Let $\Omega_{1} \subset \bar{\Omega}$ be a subdomain such that $\partial \Omega_{1} \cap \partial \Omega=\Lambda_{1}$ is open relative to $\partial \Omega$ and $\partial \Omega_{1}^{+}:=\overline{\partial \Omega_{1} \backslash \partial \Omega}$ is smooth and orthogonal to $\partial \Omega$ at $\partial \Lambda_{1}$. We define

$$
g_{\Omega_{1}}(x, u)=\chi_{\Omega_{1}} f(u)+\left(1-\chi_{\Omega_{1}}\right) \bar{f}(u), \quad G_{\Omega_{1}}(x, u)=\int_{0}^{u} g_{\Omega_{1}}(x, s) d s
$$

and

$$
J_{\varepsilon, \Omega_{1}}(u)=\frac{1}{2} \int_{\Omega} \varepsilon^{2}|\nabla u|^{2}+\frac{1}{2} \int_{\Omega} u^{2}-\int_{\Omega} G_{\Omega_{1}}(x, u)
$$

Suppose that $u_{\varepsilon}$ is a solution of

$$
\left\{\begin{array}{l}
\varepsilon^{2} \Delta u-u+g_{\Omega_{1}}(x, u)=0 \text { in } \Omega  \tag{2.12}\\
u>0 \text { in } \Omega \\
\frac{\partial u}{\partial v}=0 \text { on } \partial \Omega
\end{array}\right.
$$

such that

$$
\begin{equation*}
\varepsilon^{-N} J_{\varepsilon, \Omega_{1}}\left(u_{\varepsilon}\right) \rightarrow \frac{1}{2} I(w) \tag{2.13}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
J_{\varepsilon, \Omega_{1}}\left(u_{\varepsilon}\right)=\varepsilon^{N}\left\{\frac{1}{2} I(w)-\gamma \varepsilon(N-1) H\left(x_{\varepsilon}\right)+o(\varepsilon)\right\} \tag{2.14}
\end{equation*}
$$

where $x_{\varepsilon} \in \partial \Omega_{1} \cap \partial \Omega$ is the maximum point of $u_{\varepsilon}$ and $\gamma$ is defined by (2.6). In particular,

$$
\begin{equation*}
J_{\varepsilon, \Omega_{1}}\left(u_{\varepsilon}\right) \geq \varepsilon^{N}\left\{\frac{1}{2} I(w)-\varepsilon \gamma \max _{x \in \partial \Omega_{1} \cap \partial \Omega}(N-1) H(x)+o(\varepsilon)\right\} \tag{2.15}
\end{equation*}
$$

Before going into the proof of Lemma 2.3 we state and prove a corollary that will be useful later.

Corollary 2.1. Let $\varepsilon=\varepsilon_{k} \rightarrow 0$ and $u_{\varepsilon} \in M_{\varepsilon, \Omega_{1}}$ be a family of functions such that

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0} \varepsilon^{-N} J_{\varepsilon, \Omega_{1}}\left(u_{\varepsilon}\right) \leq \frac{1}{2} I(w) \tag{2.16}
\end{equation*}
$$

where

$$
M_{\varepsilon, \Omega_{1}}=\left\{u \in H^{1}(\Omega) \backslash\{0\} \mid \int_{\Omega}\left(\varepsilon^{2}|\nabla u|^{2}+u^{2}\right)=\int_{\Omega} g_{\Omega_{1}}(x, u) u\right\}
$$

Let $x_{\varepsilon}=\beta\left(u_{\varepsilon}\right)$ be the center of mass of $u_{\varepsilon}$; then $x_{\varepsilon} \rightarrow \partial \Omega$, and if $\bar{x}$ is an accumulation point of $\left\{x_{\varepsilon}\right\}$, the following estimate holds:

$$
\begin{equation*}
J_{\varepsilon, \Omega_{1}}\left(u_{\varepsilon}\right) \geq \varepsilon^{N}\left\{\frac{1}{2} I(w)-\gamma \varepsilon(N-1) H(\bar{x})+o(\varepsilon)\right\} . \tag{2.17}
\end{equation*}
$$

Proof. Passing to a subsequence we can assume that $x_{\varepsilon} \rightarrow \bar{x}$. Let us consider the modified center of mass defined as

$$
\bar{\beta}(u)=\frac{\int_{B_{\delta}(\bar{x})} x u^{2}}{\varepsilon^{N} \int_{R^{N}} w^{2}}
$$

Given $\delta>0$ we then have that

$$
\begin{equation*}
\bar{\beta}\left(u_{\varepsilon}\right) \in B_{\delta}(\bar{x}) \tag{2.18}
\end{equation*}
$$

$\forall$ small $\varepsilon$. In fact, using a concentration-compactness-type argument similar to the one given in Lemma 1.1 in [5], we find $R>0$, a subsequence $\varepsilon \rightarrow 0$, and $y_{\varepsilon} \in \Omega_{\varepsilon}=\varepsilon^{-1} \Omega$ such that

$$
\int_{B_{R}\left(y_{\varepsilon}\right)} v_{\varepsilon}^{2} \geq \sigma>0
$$

where $v_{\varepsilon}(x)=v_{\varepsilon}(\varepsilon x)$.
Let us assume first that $\operatorname{dist}\left(y_{\varepsilon}, \partial \Omega_{\varepsilon}\right) \rightarrow \infty$. Since $v_{\varepsilon}$ is bounded in $H^{1}\left(\Omega_{\varepsilon}\right)$, given $\delta>0$ there exists $r>0$ such that

$$
\int_{B_{r+1}(0) \backslash B_{r}(0)}\left|\nabla u_{\varepsilon}\right|^{2}+u_{\varepsilon}^{2} \leq \delta
$$

Then we choose an appropriate cut-off function $\psi$ so that $\psi=1$ on $B_{r}(0)$ and $\psi=0$ on $B_{r+1}(0)$ and we find

$$
u_{\varepsilon}=\psi u_{\varepsilon}+(1-\psi) u_{\varepsilon}=w_{\varepsilon}+v_{\varepsilon}
$$

If we choose $\delta$ small enough, we find that for both $v_{\varepsilon}$ and $w_{\varepsilon}$ we can find $t_{\varepsilon}^{1}, t_{\varepsilon}^{2}$ very close to 1 so that $\tilde{w}_{\varepsilon}=t_{\varepsilon}^{1} w_{\varepsilon}$ and $\tilde{v}_{\varepsilon}=t_{\varepsilon}^{2} v_{\varepsilon}$ are in $M_{\varepsilon, \Omega_{1}}$. But this implies that lim inf $J_{\varepsilon, \Omega_{1}}\left(u_{\varepsilon}\right) \geq I(w)$, contradicting the hypothesis.

Therefore, we must have that $\operatorname{dist}\left(y_{\varepsilon}, \partial \Omega_{\varepsilon}\right) \leq C$. We can assume that $y_{\varepsilon} \in \partial \Omega_{\varepsilon}$. By the argument given above, taking a sequence $\delta_{n} \rightarrow 0$ and using (2.16) we find a subsequence $u_{\varepsilon}=v_{\varepsilon}+w_{\varepsilon}$ with $w_{\varepsilon} \rightarrow 0$.

Finally, using the minimizing character of this sequence $u_{\varepsilon}$ and Ekeland's variational principle we find that $u_{\varepsilon}\left(x_{\varepsilon}+\varepsilon y\right)$ converges in $H^{1}$-sense to a least energy critical point $w$ of the limiting functional $I$ given in (2.3) in the half space. We certainly have that $x_{\varepsilon}+\varepsilon y_{\varepsilon} \rightarrow x \in \partial \Omega$, thus proving (2.18).

Then we have

$$
J_{\varepsilon, \Omega_{1}}\left(u_{\varepsilon}\right) \geq \inf \left\{J_{\varepsilon, \Omega_{1}}(u) \mid u \in M_{\varepsilon, \Omega_{1}}, \bar{\beta}(u) \in B_{\delta}(\bar{x})\right\}
$$

Since the functional $J_{\varepsilon, \Omega_{1}}$ satisfies the P.S. condition, it follows that the latter number is attained at some function $\bar{u}_{\varepsilon} \in H^{1}(\Omega)$. Working out a first variation with test functions supported outside $B_{\delta}(\bar{x})$, we see that $\bar{u}_{\varepsilon}$ satisfies the equation

$$
\varepsilon^{2} \Delta \bar{u}_{\varepsilon}-\bar{u}_{\varepsilon}+g_{\Omega_{1}}\left(x, \bar{u}_{\varepsilon}\right)=0 \text { in } \Omega \backslash B_{\delta}(\bar{x}) .
$$

Again, if we set $v_{\varepsilon}(y)=\bar{u}_{\varepsilon}\left(\bar{x}_{\varepsilon}+\varepsilon y\right)$ with $\bar{x}_{\varepsilon}=\beta\left(\bar{u}_{\varepsilon}\right)$, then $v_{\varepsilon}$ converges in the $H^{1}-$ sense to $w$ in the half space. In particular, elliptic estimates applied to the above equation imply that $\bar{u}_{\varepsilon}$ goes to zero uniformly, away from the ball $B_{\delta}(\bar{x})$. Thus we have that

$$
J_{\varepsilon, \Omega_{1}}\left(\bar{u}_{\varepsilon}\right)=J_{\varepsilon, \Omega_{1} \cap B_{2 \delta}(\bar{x})}\left(\bar{u}_{\varepsilon}\right)
$$

and also $\bar{u}_{\varepsilon} \in M_{\varepsilon, \Omega_{1} \cap B_{2 \delta}(\bar{x})}$. Let us consider a set $\Omega_{\delta}$ so that $\Omega_{1} \cap B_{2 \delta}(\bar{x}) \subset \Omega_{\delta} \subset$ $\Omega_{1} \cap B_{3 \delta}(\bar{x})$, satisfying the hypotheses of Lemma 2.3. Then we obtain

$$
J_{\varepsilon, \Omega_{1}}\left(\bar{u}_{\varepsilon}\right) \geq \inf _{u \in M_{\varepsilon, \Omega_{\delta}}} J_{\varepsilon, \Omega_{\delta}}(u) .
$$

However the latter number can be estimated from below using Lemma 2.3. Doing so we have

$$
J_{\varepsilon, \Omega_{1}}\left(\bar{u}_{\varepsilon}\right) \geq \varepsilon^{N}\left\{\frac{1}{2} I(w)-\varepsilon \gamma \max _{x \in \partial \Omega_{\delta} \cap \partial \Omega}(N-1) H(x)+o(\varepsilon)\right\} .
$$

To obtain (2.17), we first use the continuity of $H$ to choose $\delta$ and then we choose $\varepsilon$ small enough, according to (2.15). This finishes the proof.

Now we will give a proof of Lemma 2.3. We start with some preliminaries.
Proof of Lemma 2.3. Since $u_{\varepsilon}$ satisfies (2.12) and $\varepsilon^{-N} J_{\varepsilon, \Omega_{1}}\left(u_{\varepsilon}\right)$ is bounded, $u_{\varepsilon}$ converges locally in the $H^{1}$ sense to a solution of the limiting equation. Then a concentration-compactness argument gives that $\left\|\tilde{u}_{\varepsilon}-w\right\|_{H^{1}\left(\Omega_{\left.\varepsilon, z_{\varepsilon}\right)}\right.} \rightarrow 0$ for some $z_{\varepsilon} \in \bar{\Omega}$, where

$$
\Omega_{\varepsilon, P}=\{y \mid \varepsilon y+P \in \bar{\Omega}\}, \quad P \in \bar{\Omega}
$$

and $\tilde{u}_{\varepsilon}(y)=u_{\varepsilon}\left(\varepsilon y+z_{\varepsilon}\right)$. Moreover, because of (2.13) we have that $\frac{d\left(z_{\varepsilon}, \partial \Omega\right)}{\varepsilon} \leq C$ and $z_{\varepsilon} \in \Omega_{1}$ (otherwise, the energy of $u_{\varepsilon}$ will be at least of the order of $\varepsilon^{\kappa^{\varepsilon}} I(w)$; see Lemma 1.1 in [5]). Observe that $u_{\varepsilon}$ satisfies

$$
\begin{equation*}
\varepsilon^{2} \Delta u_{\varepsilon}-u_{\varepsilon}+f\left(u_{\varepsilon}\right)+h_{\varepsilon}=0 \tag{2.19}
\end{equation*}
$$

where $h_{\varepsilon}=\left(1-\chi_{\Omega_{1}}\right)\left(\bar{f}\left(u_{\varepsilon}\right)-f\left(u_{\varepsilon}\right)\right)$. Hence $h_{\varepsilon}=o(1)$ uniformly and $\tilde{u}_{\varepsilon} \rightarrow w$ in a $C_{l o c}^{1}$ sense. Furthermore, there exist constants $\alpha, \beta>0$ such that

$$
\tilde{u}_{\varepsilon}(y) \leq \alpha \exp (-\beta|y|)
$$

Next, an argument given in [19] shows that $u_{\varepsilon}$ has only one local maximum point $x_{\varepsilon}$ and $x_{\varepsilon} \in \partial \Omega_{1} \cap \partial \Omega$.

We now consider two cases. Let $b>0$ so that $w(b)=a$.
Case 1. If $\lim \inf _{\varepsilon \rightarrow 0} d\left(x_{\varepsilon}, \partial \Omega_{1}^{+}\right) / \varepsilon>b$, then $u_{\varepsilon}$ satisfies

$$
\varepsilon^{2} \Delta u_{\varepsilon}-u_{\varepsilon}+f\left(u_{\varepsilon}\right)=0
$$

and then, by Proposition 2.1 in [20], we have that

$$
J_{\varepsilon, \Omega_{1}}\left(u_{\varepsilon}\right)=\varepsilon^{N}\left\{\frac{1}{2} I(w)-\gamma \varepsilon(N-1) H\left(x_{\varepsilon}\right)+o(\varepsilon)\right\}
$$

finishing the proof of the lemma.
Case 2. $\lim \inf _{\varepsilon \rightarrow 0} d\left(x_{\varepsilon}, \partial \Omega_{1}^{+}\right) / \varepsilon \leq b$. We see first that we can assume that lim $\inf _{\varepsilon \rightarrow 0} d\left(x_{\varepsilon}, \partial \Omega_{1}^{+}\right) / \varepsilon=b$ since the contrary, together with the convergence of $\tilde{u}_{\varepsilon}$ to $w$, implies a contradiction with (2.13).

To prove the lemma in this case we need some work. We next consider some notation. Let $\bar{x}_{\varepsilon} \in \partial \Omega_{1}^{+}$be such that $d\left(x_{\varepsilon}, \partial \Omega_{1}^{+}\right)=\left|x_{\varepsilon}-\bar{x}_{\varepsilon}\right|$. Then since $\partial \Omega_{1}^{+}$is orthogonal to $\partial \Omega$ at $\Lambda_{1}$, we have that the projection of $\bar{x}_{\varepsilon}$ onto $\partial \Lambda_{1}$, which we call $\bar{x}_{\varepsilon}^{p}$, satisfies

$$
\begin{equation*}
\frac{\left|x_{\varepsilon}-\bar{x}_{\varepsilon}^{p}\right|}{\varepsilon} \rightarrow b \quad \text { and } \quad \frac{\left|\bar{x}_{\varepsilon}-\bar{x}_{\varepsilon}^{p}\right|}{\varepsilon} \rightarrow 0 \tag{2.20}
\end{equation*}
$$

Without loss of generality, we can assume that $\nu_{x_{\varepsilon}}=-e_{N}$, where $\nu_{x_{\varepsilon}}$ denotes the exterior normal at $x_{\varepsilon}$ and that $\bar{x}_{\varepsilon}=d\left(x_{\varepsilon}, \partial \Omega_{1}^{+}\right) e_{1}^{\varepsilon}$, where $e_{1}^{\varepsilon} \rightarrow e_{1}$ as $\varepsilon \rightarrow 0$.

Set $x=x_{\varepsilon}+\varepsilon y, \Omega_{\varepsilon}=\left\{y: x_{\varepsilon}+\varepsilon y \in \Omega\right\}$. For notational convenience in the rest of the paper, given a function $p: \Omega \rightarrow R$, we denote by $\tilde{p}$ the function defined on $\Omega_{\varepsilon}$ as $\tilde{p}(y)=p(x)$. We observe that support of the function $\tilde{h}_{\varepsilon}$ is contained in $B_{\delta_{\varepsilon}}\left(\left(\bar{x}_{\varepsilon}-x_{\varepsilon}\right) / \varepsilon\right) \cap \bar{\Omega}_{\varepsilon}$, where $\delta_{\varepsilon} \rightarrow 0$. This fact follows from the uniform convergence of $\tilde{u}_{\varepsilon}$ to $w$ and the exponential decay of $w$ at infinity.

Now we will study the asymptotic behavior of $u_{\varepsilon}$. First we define the function $\phi_{\varepsilon}$ as

$$
\begin{equation*}
u_{\varepsilon}(x)=w_{\varepsilon}(x)+\varepsilon \phi_{\varepsilon}, \quad x \in \Omega \tag{2.21}
\end{equation*}
$$

where $w_{\varepsilon}(x)=w\left(\frac{x-x_{\varepsilon}}{\varepsilon}\right)$. It is our goal to study the behavior of the function $\phi_{\varepsilon}$. The next lemma provides an important estimate.

Lemma 2.4. For $\varepsilon$ sufficiently small, we have

$$
\begin{equation*}
\left\|\tilde{h}_{\varepsilon}\right\|_{L^{1}\left(\Omega_{\varepsilon}\right)} \leq o(\varepsilon) \tag{2.22}
\end{equation*}
$$

Proof. We multiply the equation satisfied by $\tilde{u}_{\varepsilon}($ see $(2.19))$ by $\frac{\partial \tilde{u}_{\varepsilon}}{\partial y_{1}}$ and integrate by parts to obtain

$$
\int_{\Omega_{\varepsilon}} \tilde{h}_{\varepsilon} \frac{\partial \tilde{u}_{\varepsilon}}{\partial y_{1}}=\int_{\partial \Omega_{\varepsilon}}\left\{F\left(\tilde{u}_{\varepsilon}\right)-\frac{1}{2} \tilde{u}_{\varepsilon}^{2}\right\} \nu_{1} d y
$$

where $\nu_{1}$ is the first component of the normal vector. To estimate the right-hand side of the above equality we give a local representation of the boundary near the origin and find that $\nu_{1}=\varepsilon \sum_{i=1}^{N-1} \alpha_{i} y_{i}+O\left(\varepsilon^{2}\right)$. On the other hand, from the radial symmetry of $w$ we have that

$$
\begin{equation*}
\int_{\partial R_{+}^{N}}\left\{F(w)-\frac{1}{2} w^{2}\right\} y_{i} d y=0 \quad \text { for } \quad i=1, \ldots, N-1 \tag{2.23}
\end{equation*}
$$

Then

$$
\begin{equation*}
\int_{\partial \Omega_{\varepsilon}}\left\{F\left(\tilde{u}_{\varepsilon}\right)-\frac{1}{2} \tilde{u}_{\varepsilon}^{2}\right\} \nu_{1} d y=o(\varepsilon) \tag{2.24}
\end{equation*}
$$

To finish we observe that since $\operatorname{supp}\left(\tilde{h}_{\varepsilon}\right) \subset B_{2 \delta_{\varepsilon}}\left(b e_{1}\right)$, for small $\varepsilon$, we have that $\frac{\partial \tilde{u}_{\varepsilon}}{\partial u_{1}} \rightarrow \frac{\partial w}{\partial y_{1}}\left(b e_{1}\right) \neq 0$ for all $y \in \operatorname{supp}(\tilde{h})$ and hence

$$
\int_{\Omega_{\varepsilon}} \tilde{h}_{\varepsilon}=o(\varepsilon)
$$

proving (2.22).
Next we study the behavior of the function $\tilde{\phi}_{\varepsilon}$. We see that $\tilde{\phi}_{\varepsilon}$ satisfies the equation

$$
\left\{\begin{array}{l}
\Delta \tilde{\phi}_{\varepsilon}-\left(1+d_{\varepsilon}\right) \tilde{\phi}_{\varepsilon}+f^{\prime}(w) \tilde{\phi}_{\varepsilon}+\frac{\tilde{h}_{\varepsilon}}{\varepsilon}=0 \text { in } \Omega_{\varepsilon}  \tag{2.25}\\
\frac{\partial \tilde{\phi}_{\varepsilon}}{\partial \nu}=-\frac{1}{\varepsilon} \frac{\partial w}{\partial \nu} \text { on } \partial \Omega_{\varepsilon}
\end{array}\right.
$$

where

$$
d_{\varepsilon}=\frac{1}{\varepsilon \tilde{\phi}_{\varepsilon}}\left(f\left(\tilde{u}_{\varepsilon}\right)-f(w)\right)-f^{\prime}(w)
$$

We observe that $d_{\varepsilon} \rightarrow 0$ uniformly and we note that $\tilde{w}_{\varepsilon}=w$.
A local representation of $\Omega$ near $x_{\varepsilon}$ is considered next. There is $R>0$ and a neighborhood $N_{\varepsilon}$ of $x_{\varepsilon}$ so that $\left(y^{\prime}, y_{N}\right) \in N_{\varepsilon} \cap \Omega$ if and only if $y_{N}>\rho_{\varepsilon}\left(y^{\prime}\right)$,
$y^{\prime} \in B(0, R), \rho_{\varepsilon}(0)=x_{\varepsilon}$, and $\nabla \rho_{\varepsilon}(0)=0$. We observe that if $x_{\varepsilon} \rightarrow x_{0}$ as $\varepsilon \rightarrow 0$, then $\rho_{\varepsilon} \rightarrow \rho$ in $C^{3}$ uniformly, where $\rho$ is a local representation of the boundary centered at $x_{0}$.

Now we get an asymptotic formula for the normal derivative of $w$. We find, for $y \in B\left(0, \frac{R}{\varepsilon}\right)$, that

$$
\begin{equation*}
\frac{\partial w}{\partial \nu}\left(y, \tilde{\rho}_{\varepsilon}(y)\right)=\frac{\varepsilon w^{\prime}(|y|)}{2|y|}\left(\rho_{\varepsilon}\right)_{i j} y_{i} y_{j}+o(\varepsilon) \tag{2.26}
\end{equation*}
$$

where $\left(\rho_{\varepsilon}\right)_{i j}$ denotes the partial derivatives of $\rho_{\varepsilon}$ at 0 . Here and in what follows we use the Einstein convention for summations.

In studying the behavior of $\tilde{\phi}_{\varepsilon}$ we need the limiting equation

$$
\left\{\begin{array}{l}
\Delta \phi-\phi+f^{\prime}(w) \phi=0 \text { in } R_{+}^{N}  \tag{2.27}\\
\frac{\partial \hat{\phi}}{\partial y_{N}}=-\frac{w^{\prime}(|y|)}{2|y|} \rho_{i j} y_{i} y_{j} \quad \text { on } \partial R_{+}^{N}
\end{array}\right.
$$

We have the following lemma.
Lemma 2.5. There is $1<q<N /(N-1)$ so that $\left\|\tilde{\phi}_{\varepsilon}\right\|_{L^{q}\left(\Omega_{\varepsilon}\right)}$ is bounded and there are constants $\alpha, \beta, R_{0}>0$ so that

$$
\begin{equation*}
\left|\tilde{\phi}_{\varepsilon}(y)\right| \leq \alpha \exp (-\beta|y|) \quad \text { for } \quad|y|>R_{0} \tag{2.28}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\left\|\tilde{\phi}_{\varepsilon}-\tilde{\phi}_{0}\right\|_{L^{q}\left(\Omega_{\varepsilon}\right)} \rightarrow 0 \tag{2.29}
\end{equation*}
$$

where $\tilde{\phi}_{0} \in H^{1}\left(R_{+}^{N}\right)$ is the solution to (2.27).
Proof. Let us assume that $\left\|\tilde{\phi}_{\varepsilon}\right\|_{L^{q}\left(\Omega_{\varepsilon}\right)}$ is not bounded and define the function $\hat{\phi}_{\varepsilon}=\tilde{\phi}_{\varepsilon} /\left\|\tilde{\phi}_{\varepsilon}\right\|_{\left.L^{q}(\Omega)_{\varepsilon}\right)}$. Then $\hat{\phi}_{\varepsilon}$ satisfies

$$
\left\{\begin{array}{l}
\Delta \hat{\phi}_{\varepsilon}-\left(1+d_{\varepsilon}\right) \hat{\phi}_{\varepsilon}+f^{\prime}(w) \hat{\phi}_{\varepsilon}+\hat{h}_{\varepsilon}=0 \text { in } \Omega_{\varepsilon}  \tag{2.30}\\
\frac{\partial \hat{\phi}_{\varepsilon}}{\partial \nu}=n_{\varepsilon} \text { on } \partial \Omega_{\varepsilon}
\end{array}\right.
$$

where $\hat{h}_{\varepsilon}=\tilde{h}_{\varepsilon} / \varepsilon\left\|\tilde{\phi}_{\varepsilon}\right\|_{L^{q}\left(\Omega_{\varepsilon}\right)} \rightarrow 0$ in the $L^{1}$ sense and

$$
n_{\varepsilon}=-\frac{1}{\varepsilon} \frac{\partial w}{\partial \nu} /\left\|\tilde{\phi}_{\varepsilon}\right\|_{L^{q}\left(\Omega_{\varepsilon}\right)}
$$

We observe that $n_{\varepsilon} \rightarrow 0$ uniformly and that it satisfies an estimate of the form

$$
\begin{equation*}
\left|n_{\varepsilon}(y)\right| \leq \alpha_{\varepsilon} \exp (-\bar{\beta}|y|) \quad \text { for } \quad y \in \partial \Omega_{\varepsilon} \tag{2.31}
\end{equation*}
$$

for some constants $\alpha_{\varepsilon}, \bar{\beta}>0$, and $\alpha_{\varepsilon} \rightarrow 0$.
We recall that $\operatorname{supp}\left(\tilde{h}_{\varepsilon}\right) \subset B_{2 \delta_{\varepsilon}}\left(b e_{1}\right)$, with $\delta_{\varepsilon} \rightarrow 0$. Thus, standard elliptic estimates and comparison arguments, using the facts just mentioned and that $\left\|\hat{h}_{\varepsilon}\right\|_{L^{q}\left(\Omega_{\varepsilon}\right)}$ is bounded, yield the existence of constants $R_{0}, \alpha, \beta>0$ such that

$$
\begin{equation*}
\left|\hat{\phi}_{\varepsilon}(y)\right| \leq \alpha \exp (-\beta|y|) \quad \text { for } \quad|y|>R_{0} \tag{2.32}
\end{equation*}
$$

Since $\left\|\Delta \hat{\phi}_{\varepsilon}\right\|_{L^{1}\left(\Omega_{\varepsilon}\right)} \leq C$, a well-known elliptic estimate yields that

$$
\begin{equation*}
\left\|\hat{\phi}_{\varepsilon}\right\|_{W^{1, q}\left(\Omega_{\varepsilon} \cap B_{R_{0}}(0)\right)} \leq C_{R_{0}} \tag{2.33}
\end{equation*}
$$

By the boundedness of $\hat{\phi}_{\varepsilon}$ in $L^{q}$ we have that for a subsequence $\hat{\phi}_{\varepsilon} \rightharpoonup \hat{\phi}$ weakly in $L^{q}$. Now, (2.32) and (2.33) implies that this convergence is strong in $L^{q}$, in particular, $\hat{\phi} \neq 0$. Moreover, $\hat{\phi} \in W^{1, q}\left(R_{+}^{N}\right)$, it satisfies

$$
\left\{\begin{array}{l}
\Delta \hat{\phi}-\hat{\phi}+f^{\prime}(w) \hat{\phi}=0 \text { in } R_{+}^{N}  \tag{2.34}\\
\frac{\partial \hat{\phi}}{\partial y_{N}}=0 \text { on } \partial R_{+}^{N}
\end{array}\right.
$$

and

$$
\begin{equation*}
|\hat{\phi}(y)| \leq \alpha \exp (-\beta|y|) \quad \text { for } \quad|y| \quad \text { large. } \tag{2.35}
\end{equation*}
$$

We observe that $\nabla w(0)=0$ and that $\nabla u_{\varepsilon}\left(x_{\varepsilon}\right)=0$; then $\nabla \hat{\phi}_{\varepsilon}(0) \rightarrow \nabla \hat{\phi}(0)=0$. Thus hypothesis (f5) and the argument given in the proof of Lemma 4.6 of Ni and Takagi [20] imply that $\hat{\phi} \equiv 0$, which is a contradiction.

Next we can give a similar argument to obtain that the family $\tilde{\phi}_{\varepsilon}$ satisfies (2.28) and that, if $\tilde{\phi}_{0}$ is the solution of $(2.27)$, then

$$
\begin{equation*}
\left\|\tilde{\phi}_{\varepsilon}-\tilde{\phi}_{0}\right\|_{L^{q}\left(\Omega_{\varepsilon}\right)} \rightarrow 0 \tag{2.36}
\end{equation*}
$$

finishing the proof of Lemma 2.5.
Proof of Lemma 2.3 (finished). We have

$$
\begin{aligned}
\varepsilon^{-N} J_{\varepsilon, \Omega_{1}}\left(u_{\varepsilon}\right) & =\int_{\Omega_{\varepsilon}} \frac{1}{2}\left(\left|\nabla \tilde{u}_{\varepsilon}\right|^{2}+\tilde{u}_{\varepsilon}^{2}\right)-F\left(\tilde{u}_{\varepsilon}\right)-F\left(\tilde{u}_{\varepsilon}\right)+\int_{\Omega_{\varepsilon} \backslash \Omega_{1 \varepsilon}} \bar{F}\left(\tilde{u}_{\varepsilon}\right)-F\left(\tilde{u}_{\varepsilon}\right) \\
& =I_{1}+I_{2}
\end{aligned}
$$

We first estimate integral $I_{2}$. It follows from hypothesis (f5) and Lemma 2.4 that

$$
\begin{align*}
\left|I_{2}\right| & =\int_{\Omega_{\varepsilon}}\left(1-\chi_{\Omega_{1 \varepsilon}}\right)\left(F\left(\tilde{u}_{\varepsilon}\right)-\bar{F}\left(\tilde{u}_{\varepsilon}\right)\right) \\
& =\int_{\Omega_{\varepsilon}}\left(1-\chi_{\Omega_{1 \varepsilon}}\right) \int_{0}^{\tilde{u}_{\varepsilon}}(f(s)-\bar{f}(s)) d s \\
& \leq \int_{\Omega_{\varepsilon}}\left(1-\chi_{\Omega_{1 \varepsilon}}\right) \frac{f\left(\tilde{u}_{\varepsilon}\right)-\bar{f}\left(\tilde{u}_{\varepsilon}\right)}{\tilde{u}_{\varepsilon}} \frac{\tilde{u}_{\varepsilon}^{2}}{2}=o(\varepsilon) \tag{2.37}
\end{align*}
$$

Next we study $I_{1}$; for that purpose, we write

$$
\begin{align*}
I_{1}= & \int_{\Omega_{\varepsilon}} \frac{1}{2}\left(|\nabla w|^{2}+w^{2}\right)-F(w)+ \\
& +\varepsilon \int_{\Omega_{\varepsilon}}\left\{\nabla w \cdot \nabla \tilde{\phi}_{\varepsilon}+w \tilde{\phi}_{\varepsilon}-f(w) \tilde{\phi}_{\varepsilon}\right\}+E_{\varepsilon}=I_{1}^{\prime}+I_{2}^{\prime}+E_{\varepsilon} \tag{2.38}
\end{align*}
$$

A direct computation using the properties of $w$ yields

$$
\begin{equation*}
I_{1}^{\prime}=\frac{1}{2} I(w)-\gamma \varepsilon(N-1) H\left(x_{\varepsilon}\right)+o(\varepsilon) \tag{2.39}
\end{equation*}
$$

Using integration by parts and the equation satisfied by $w$ we find

$$
\begin{equation*}
I_{2}^{\prime}=\varepsilon \int_{\partial \Omega_{\varepsilon}} \frac{\partial w}{\partial \nu} \tilde{\phi}_{\varepsilon}=o(\varepsilon) \tag{2.40}
\end{equation*}
$$

where the last equality follows from (2.26) and the fact that $\varepsilon \tilde{\phi}_{\varepsilon} \rightarrow 0$ uniformly.
Finally we consider $E_{\varepsilon}$ : using Taylor expansion we have

$$
\begin{equation*}
E_{\varepsilon}=\varepsilon^{2}\left\{\int_{0}^{1}(1-t)\left(\int_{\Omega_{\varepsilon}}\left|\nabla \tilde{\phi}_{\varepsilon}\right|^{2}+\tilde{\phi}_{\varepsilon}^{2}-f^{\prime}\left(w+t \varepsilon \tilde{\phi}_{\varepsilon}\right) \tilde{\phi}_{\varepsilon}^{2}\right) d t\right\} \tag{2.41}
\end{equation*}
$$

For a given large $R$, we obtain

$$
\begin{align*}
\varepsilon \int_{\Omega_{\varepsilon}}\left|\nabla \tilde{\phi}_{\varepsilon}\right|^{2}= & \varepsilon \int_{\Omega_{\varepsilon} \cap B_{R}(0)}\left|\nabla \tilde{\phi}_{\varepsilon}\right|^{2}+\varepsilon \int_{\partial\left(\Omega_{\varepsilon} \cap B_{R}(0)\right)} \nabla \tilde{\phi}_{\varepsilon} \cdot \nu \tilde{\phi}_{\varepsilon} \\
& -\varepsilon \int_{\Omega_{\varepsilon} \cap B_{R}(0)^{c}} \Delta \tilde{\phi}_{\varepsilon} \tilde{\phi}_{\varepsilon} \tag{2.42}
\end{align*}
$$

The first and second term on the right-hand side above go to zero because $\varepsilon \tilde{\phi}_{\varepsilon} \rightarrow 0$ in $C_{l o c}^{1}$ and $\tilde{\phi}_{\varepsilon} \in W_{l o c}^{1, q}\left(\Omega_{\varepsilon}\right)$. Next, using the equation for $\tilde{\phi}_{\varepsilon}$ and (2.28) we find that the third term also converges to 0 , so we conclude that

$$
\begin{equation*}
\varepsilon \int_{\Omega_{\varepsilon}}\left|\nabla \tilde{\phi}_{\varepsilon}\right|^{2}=o(1) \tag{2.43}
\end{equation*}
$$

Using similar arguments we treat the other terms appearing in (2.41). Thus we finally obtain that $E_{\varepsilon}=o(\varepsilon)$, finishing the proof.

Proof of Lemma 2.2. Suppose (2.11) is not true; then

$$
\begin{equation*}
S_{\varepsilon}=\sup _{y \in B_{0}} J_{\varepsilon}\left(w_{\varepsilon, y}\right) \tag{2.44}
\end{equation*}
$$

Hence

$$
\begin{aligned}
S_{\varepsilon}= & \varepsilon^{N}\left\{\frac{1}{2} I(w)-\gamma \varepsilon \min _{y \in B_{0}}(N-1) H(y)+o(\varepsilon)\right\} \\
& \leq \varepsilon^{N}\left\{\frac{1}{2} I(w)-\gamma \varepsilon(c+\delta)+o(\varepsilon)\right\}
\end{aligned}
$$

where $c+\delta \leq \min _{y \in B_{0}} H(y)$ for some $\delta>0$ (by assumption (H1)). Then, by definition of $S_{\varepsilon}$ there exists $\varphi_{\varepsilon} \in \Gamma_{\varepsilon}$ such that

$$
\begin{equation*}
J_{\varepsilon}\left(\varphi_{\varepsilon}(y)\right) \leq \varepsilon^{N}\left\{\frac{1}{2} I(w)-\gamma \varepsilon\left(c+\frac{\delta}{2}\right)+o(\varepsilon)\right\} \quad \forall y \in B \tag{2.45}
\end{equation*}
$$

Take a sequence $\varepsilon_{n} \rightarrow 0$ and denote $\varphi_{\varepsilon_{n}}=\varphi_{n}$. Let $\Lambda^{+}$be a small fixed neighborhood of $\Lambda$ and $\pi: \Lambda^{+} \rightarrow \Lambda$ a continuous map which equals the identity on $\Lambda$. Define $\phi_{n}(y)=\pi\left(\beta\left(\varphi_{n}(y)\right)\right)$ for $y \in B$, where $\beta$ is the center of mass defined in (2.4). We claim that for large $n$ we have

$$
\begin{equation*}
\beta\left(\varphi_{n}(y)\right) \in \Lambda^{+} \quad \text { and } \quad H\left(\phi_{n}(y)\right) \geq c+\frac{\delta}{4} \quad \forall y \in B \tag{2.46}
\end{equation*}
$$

This immediately yields the desired contradiction. In fact, since $\varphi_{n}(y)=w_{\varepsilon_{n}, y}$ for $y \in B_{0}$, it follows that $\phi_{n}(y)=y$ for $y \in B_{0}$. Hence $\phi_{n} \in \Gamma$ and by definition of $c$, we have

$$
\begin{equation*}
c \geq \min _{y \in B} H\left(\phi_{n}(y)\right) \tag{2.47}
\end{equation*}
$$

which is impossible in view of (2.46).
We now prove (2.46). The fact that $\beta\left(\varphi_{n}(y)\right) \in \Lambda^{+}$is obtained by slightly modifying the arguments in [5, Lemma 1.1]. Thus, we just need to prove the second statement in (2.46). Suppose it is not true; then there exists $y_{n} \in B$ such that

$$
H\left(\phi_{n}\left(y_{n}\right)\right) \leq c+\frac{\delta}{4}
$$

We can assume that $\phi_{n}\left(y_{n}\right) \rightarrow x_{0} \in \bar{\Lambda}$ and then $H\left(x_{0}\right) \leq c+\frac{\delta}{4}$.
Next we apply Corollary 2.1 to the family of functions $u_{n}=\varphi_{n}\left(y_{n}\right)$ and obtain that

$$
\begin{equation*}
J_{\varepsilon}\left(u_{n}\right) \geq \varepsilon_{n}^{N}\left\{\frac{1}{2} I(w)-\gamma \varepsilon\left(c+\frac{\delta}{4}\right)+o(\varepsilon)\right\} \tag{2.48}
\end{equation*}
$$

Comparing (2.45) and (2.48) we get a contradiction and thus Lemma 2.2 is proved.

By Lemma 2.2, we have by a standard deformation argument the main result of this section, namely, the following proposition.

Proposition 2.6. The number defined by (2.8) is a critical value of $J_{\varepsilon}$. That is, there is a solution $u_{\varepsilon} \in H^{1}$ to (2.1) such that $J_{\varepsilon}\left(u_{\varepsilon}\right)=S_{\varepsilon} \forall \varepsilon$ sufficiently small.
3. Proof of Theorem 1.1. In this section, we show that the solution $u_{\varepsilon}$ to (2.1) constructed in Proposition 2.6 is a solution of (1.3). The key step is the following proposition.

Proposition 3.1. If $m_{\varepsilon}$ is given by $m_{\varepsilon}=\max _{x \in \partial \Omega_{0}} u_{\varepsilon}(x)$, then

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} m_{\varepsilon}=0 \tag{3.1}
\end{equation*}
$$

Before we prove the above proposition, we need the following lemma.
LEmma 3.2. Let $x_{\varepsilon}$ be the maximum point of $u_{\varepsilon}$; then we have

$$
\lim _{\varepsilon \rightarrow 0} H\left(x_{\varepsilon}\right) \rightarrow c
$$

where $c$ is the max-min value defined in (1.5).
Proof. By Lemma 2.3, we have

$$
\begin{equation*}
J_{\varepsilon}\left(u_{\varepsilon}\right)=\varepsilon^{N}\left\{\frac{1}{2} I(w)-\gamma \varepsilon(N-1) H\left(x_{\varepsilon}\right)+o(\varepsilon)\right\} \tag{3.2}
\end{equation*}
$$

and then

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0} H\left(x_{\varepsilon}\right) \leq c \tag{3.3}
\end{equation*}
$$

In fact, assuming the contrary we have $H\left(x_{\varepsilon}\right) \geq c+\frac{\delta}{2}$ for $\varepsilon$ and $\delta$ small and then we have a similar situation as in (2.45), so that following the arguments given from there we get a contradiction.

On the other hand, let $\delta>0$ and $\phi_{0} \in \Gamma$ be such that

$$
\min _{y \in B} H\left(\phi_{0}(y)\right) \geq c-\delta
$$

Then, by (2.5) and the definition of $S_{\varepsilon}=J_{\varepsilon}\left(u_{\varepsilon}\right)$, we have

$$
\begin{align*}
J_{\varepsilon}\left(u_{\varepsilon}\right) & \leq \sup _{y \in B} J_{\varepsilon}\left(w_{\varepsilon, \phi_{0}(y)}\right) \\
& \leq \varepsilon^{n}\left\{\frac{1}{2} I(w)-\varepsilon \gamma(N-1) \min _{y \in B} H\left(\phi_{0}(y)\right)+o(\varepsilon)\right\} \\
& \leq \varepsilon^{n}\left\{\frac{1}{2} I(w)-\varepsilon \gamma(N-1)(c-\delta)+o(\varepsilon)\right\} \tag{3.4}
\end{align*}
$$

From here and (3.2) we obtain

$$
H\left(x_{\varepsilon}\right) \geq c-\delta+o(1)
$$

Since $\delta$ is arbitrary using (3.3) we then conclude with the proof.
We are now in a position to prove Proposition 3.1.
Proof of Proposition 3.1. Suppose, on the contrary, that $m_{\varepsilon} \geq \delta>0$. Then let $u_{\varepsilon}\left(x_{\varepsilon}\right)=\max _{x \in \bar{\Omega}} u_{\varepsilon}(x)$. Then $x_{\varepsilon} \in \bar{\Lambda}, \frac{d\left(x_{\varepsilon}, \partial \Lambda\right)}{\varepsilon} \rightarrow b>0$, and $w(b)=a$, and by Lemma 3.2 $H\left(x_{\varepsilon}\right) \rightarrow c$ as $\varepsilon \rightarrow 0$. We recall that the function $\tilde{u}_{\varepsilon}$ satisfies

$$
\left\{\begin{array}{l}
\Delta \tilde{u}_{\varepsilon}-\tilde{u}_{\varepsilon}+f\left(\tilde{u}_{\varepsilon}\right)+\tilde{h}_{\varepsilon}=0 \text { in } \Omega_{\varepsilon}  \tag{3.5}\\
\frac{\partial \tilde{u}_{\varepsilon}}{\partial \nu}=0 \text { on } \partial \Omega_{\varepsilon}
\end{array}\right.
$$

Let $\hat{T}_{\varepsilon}$ be a direction, tangent to $\Lambda_{\varepsilon}$ at $\bar{x}_{\varepsilon}^{p}$. We assume that $\hat{T}_{\varepsilon}$ converges to $\hat{T}_{0}$ and we observe that $\hat{T}_{0} \perp e_{N}$, with the notational convention given in the proof of Lemma 2.3. Next we multiply (3.5) by $\nabla \tilde{u}_{\varepsilon} \cdot \hat{T}_{\varepsilon}$ and we integrate by parts to obtain

$$
\begin{equation*}
\int_{\partial \Omega_{\varepsilon}}\left\{\frac{\left|\nabla \tilde{u}_{\varepsilon}\right|^{2}}{2}+\frac{\tilde{u}_{\varepsilon}^{2}}{2}-F\left(\tilde{u}_{\varepsilon}\right)\right\} \hat{T}_{\varepsilon} \cdot \nu=\int_{\Omega_{\varepsilon}} \tilde{h}_{\varepsilon} \frac{\partial \tilde{u}_{\varepsilon}}{\partial \hat{T}_{\varepsilon}} \tag{3.6}
\end{equation*}
$$

Using the asymptotic expansion (2.21), integrating by parts again, and using the equation for $w$ we obtain that

$$
\begin{align*}
\int_{\partial \Omega_{\varepsilon}} \frac{\partial w}{\partial \nu} \frac{\partial w}{\partial \hat{T}_{\varepsilon}} & +\varepsilon \int_{\partial \Omega_{\varepsilon}} \int_{0}^{1}\left\{\nabla \tilde{u}_{\varepsilon}(t) \cdot \nabla \tilde{\phi}_{\varepsilon}+\tilde{u}_{\varepsilon}(t) \tilde{\phi}_{\varepsilon}-f\left(\tilde{u}_{\varepsilon}(t)\right) \tilde{\phi}_{\varepsilon}\right\} \hat{T}_{\varepsilon} \cdot \nu d t \\
& =\int_{\Omega_{\varepsilon}} \tilde{h}_{\varepsilon} \frac{\partial \tilde{u}_{\varepsilon}}{\partial \hat{T}_{\varepsilon}} \tag{3.7}
\end{align*}
$$

where $\tilde{u}_{\varepsilon}(t)=w+t \varepsilon \tilde{\phi}_{\varepsilon}$. For later reference, we write $I_{1}+I_{2}=I_{3}$ above. We first claim that by slightly modifying $\hat{T}_{\varepsilon}$ we can get $I_{3}=0$. In fact, the normal vector $\nu$ near the origin, in a ball of fixed radius $R_{0}>0$, has the form

$$
\begin{equation*}
\nu=0(1+O(\varepsilon)) e_{N}+\varepsilon \sum_{i=1}^{N-1} \vec{\alpha}_{i} y_{i}+o(\varepsilon) \tag{3.8}
\end{equation*}
$$

Thus, taking into account that the support of $\tilde{h}_{\varepsilon}$ shrinks to a point, that $\tilde{h}_{\varepsilon} \geq 0$, and that $\tilde{u}_{\varepsilon}$ converges to $w$, we perturb $\hat{T}_{\varepsilon}$ so that $\hat{T}_{\varepsilon} \perp e_{N}$ and $I_{3}=0$, and still keep that $\hat{T}_{\varepsilon} \rightarrow \hat{T}_{0}$.

Next we consider $I_{2}$. We observe that

$$
\begin{equation*}
\int_{\partial R_{+}^{N}}\left\{\nabla w \cdot \nabla \tilde{\phi}_{0}+w \tilde{\phi}_{0}-f(w) \tilde{\phi}_{0}\right\} y_{i}=0 \tag{3.9}
\end{equation*}
$$

since the function $\tilde{\phi}_{0}$, the solution of (2.27), is even on the boundary and so is $w$. From here, and taking into account (3.8), (2.28), and the convergence of $\tilde{\phi}_{\varepsilon}$ to $\phi_{0}$ in $W_{l o c}^{1, q}\left(\Omega_{\varepsilon}\right)$, we find that $I_{2}=o\left(\varepsilon^{2}\right)$ and thus

$$
\begin{equation*}
\int_{\partial \Omega_{\varepsilon}} \frac{\partial w}{\partial \nu} \frac{\partial w}{\partial \hat{T}_{\varepsilon}}=o\left(\varepsilon^{2}\right) \tag{3.10}
\end{equation*}
$$

Now we turn to study this last term. For this purpose, we obtain an expansion for derivatives of $w$ near the origin and on the boundary of $\Omega_{\varepsilon}$. A direct calculation, using Taylor expansion of the function $w$ and the local representation the boundary, with the notation given in section 2, gives

$$
\begin{equation*}
w_{\ell}\left(y, \tilde{\rho}_{\varepsilon}(y)\right)=w_{\ell}(y, 0)+O\left(\varepsilon^{2}\right), \quad 1 \leq \ell \leq N-1 \tag{3.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial u}{\partial \nu}\left(y, \tilde{\rho}_{\varepsilon}(y)\right)=\frac{\varepsilon}{2} \frac{w^{\prime}}{|y|}\left(\rho_{\varepsilon}\right)_{i j} y_{i} y_{j}+\frac{\varepsilon^{2}}{3} \frac{w^{\prime}}{|y|}\left(\rho_{\varepsilon}\right)_{i j k} y_{i} y_{j} y_{k}+o\left(\varepsilon^{2}\right) \tag{3.12}
\end{equation*}
$$

Using evenness-oddness properties of these functions, we see that

$$
\int_{\partial R_{+}^{N}} w_{\ell}(y, 0) \frac{w^{\prime}}{|y|} \rho_{i j} y_{i} y_{j}=0
$$

and then, computing the integral on $\partial \Omega_{\varepsilon}$, we see that for any $R>0$ we have

$$
\int_{\partial \Omega_{\varepsilon} \cap B(0, R)} w_{i}(y, 0) \frac{w^{\prime}}{|y|}\left(\rho_{\varepsilon}\right)_{i j} y_{i} y_{j}=O\left(\varepsilon^{2}\right)
$$

We also see that

$$
\begin{equation*}
\int_{\partial R_{+}^{N}} w_{\ell}(y, 0) \frac{w^{\prime}}{|y|} \rho_{i j k} y_{i} y_{j} y_{k}=K \rho_{i i \ell} \tag{3.13}
\end{equation*}
$$

where $K$ is a nonzero constant. Then we conclude that

$$
\begin{equation*}
\frac{1}{\varepsilon^{2}} I_{1}=\rho_{i i \ell} \hat{T}_{0}^{\ell}+o(1) \tag{3.14}
\end{equation*}
$$

From here and (3.10), taking the limit as $\varepsilon \rightarrow 0$ we find that

$$
\begin{equation*}
\nabla H(\bar{x}) \cdot \hat{T}_{0}=0 \tag{3.15}
\end{equation*}
$$

and this contradicts hypothesis (H2).
Finally we prove Theorem 1.1.
Proof of Theorem 1.1. By (3.1), we have that

$$
u_{\varepsilon}(x)<a \quad \forall x \in \partial \Omega_{0} .
$$

Hence $u_{\varepsilon}$ satisfies (1.3) since $f\left(u_{\varepsilon}\right)=\bar{f}\left(u_{\varepsilon}\right)$ for $x \notin \Omega_{0}$. Since $\varepsilon^{-N} J_{\varepsilon}\left(u_{\varepsilon}\right) \rightarrow \frac{1}{2} I(w)$, by [19] or [23], we have that $u_{\varepsilon}$ has only one local maximum point $x_{\varepsilon}$ and $x_{\varepsilon} \in \Lambda$. By Lemma 3.2, $\lim _{\varepsilon \rightarrow 0} H\left(x_{\varepsilon}\right)=c$. The rest of the proof follows from [19] and [20].
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# EXISTENCE OF NONPLANAR SOLUTIONS OF A SIMPLE MODEL OF PREMIXED BUNSEN FLAMES* 

ALEXIS BONNET ${ }^{\dagger}$ AND FRANÇOIS HAMEL ${ }^{\ddagger}$

Abstract. This work deals with the existence of solutions of a reaction-diffusion equation in the plane $\mathbb{R}^{2}$. The problem, whose unknowns are the real $c$ and the function $u$, is the following:

$$
\left\{\begin{array}{l}
\Delta u-c \frac{\partial u}{\partial y}+f(u)=0 \quad \text { in } \mathbb{R}^{2},  \tag{P}\\
\forall \vec{k} \in \mathcal{C}\left(-\vec{e}_{2}, \alpha\right), \quad u(\lambda \vec{k}) \underset{\lambda \rightarrow+\infty}{\longrightarrow} 0 \\
\forall \vec{k} \in \mathcal{C}\left(\vec{e}_{2}, \pi-\alpha\right), \quad u(\lambda \vec{k}) \underset{\lambda \rightarrow+\infty}{\longrightarrow} 1
\end{array}\right.
$$

where $0<\alpha \leq \pi / 2$ is given, $\vec{e}_{2}=(-1,0)$, and, for any angle $\phi$ and any unit vector $\vec{e}, \mathcal{C}(\vec{e}, \phi)$ denotes the open half-cone with angle $\phi$ around the vector $\vec{e}$. The given function $f$ is of the "ignition temperature" type. In this paper, we show the existence of a solution $(c, u)$ of $(P)$ and we give an explicit formula that relates the speed $c$ and the angle $\alpha$.
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1. Introduction. Bunsen flames are usually made of two flames: a diffusion flame and a premixed flame (see Figure 1 and the papers by Buckmaster and Ludford [11], Joulin [23], Liñan [27], and Sivashinsky [31], [32]). In this paper, we focus on the study of the premixed Bunsen flame. Roughly speaking, the hot products of the chemical reactions are located above the flame and the fresh gaseous mixture (fuel and oxidant) is located below (see Figure 1). For the sake of simplicity, we can assume that a global chemical reaction takes place in the gaseous mixture:

$$
\mathcal{R}: \quad \text { Fuel }+O_{2} \quad \rightarrow \quad \text { Products. }
$$

The isotherms (level sets of the temperature) of the premixed Bunsen flame are conical in shape and, far away from the axis of symmetry, the flame is almost planar. The underlying subsonic mass flow goes upward from the fresh zone to the burnt gases with a uniform vertical velocity $c$.

In this paper, we deal with the stationary states of premixed flames that are invariant by translation in one of the directions orthogonal to the flow. Consequently, the mathematical problem only involves two variables ( $x, y$ ) (see Figure 1). This situation occurs with Bunsen burners that have a thin rectangular cross section.

Under some additional physical conditions that correspond to the classical thermodiffusive model (see Berestycki and Larrouturou [4], Buckmaster and Ludford [11], Matkowsky and Sivashinsky [29]), the temperature $u(x, y)$, normalized in such a way

[^4]

FIG. 1. Bunsen flames (left) and the premixed flame (right).
that $u \simeq 0$ in the fresh zone and $u \simeq 1$ in the hot zone far from the reaction sheet, solves the following reaction-diffusion equation in $\mathbb{R}^{2}=\{(x, y), x \in \mathbb{R}, y \in \mathbb{R}\}$ :

$$
\begin{equation*}
\Delta u-c \frac{\partial u}{\partial y}+f(u)=0 \text { in } \mathbb{R}^{2} \tag{1.1}
\end{equation*}
$$

with the following limiting conditions at infinity:

$$
\begin{gather*}
\forall \vec{k} \in \mathcal{C}\left(-\vec{e}_{2}, \alpha\right), \quad u(\lambda \vec{k}) \underset{\lambda \rightarrow+\infty}{\longrightarrow} 0,  \tag{1.2}\\
\forall \vec{k} \in \mathcal{C}\left(\vec{e}_{2}, \pi-\alpha\right), \quad u(\lambda \vec{k}) \underset{\lambda \rightarrow+\infty}{\longrightarrow} 1, \tag{1.3}
\end{gather*}
$$

where $\alpha$ is a given angle such that $0<\alpha \leq \pi / 2$. The vector $\vec{e}_{2}=(0,1)$ is the unit vector in the direction $[O y)$ and, for any unit vector $\vec{e}$ and any angle $\phi \in(0, \pi), \mathcal{C}(\vec{e}, \phi)$ denotes the open half-cone with aperture $\phi$ in the direction $\vec{e}: \mathcal{C}(\vec{e}, \phi)=\left\{\vec{k} \in \mathbb{R}^{2}, \vec{k} \cdot \vec{e}>\right.$ $\|\vec{k}\|\|\vec{e}\| \cos \phi\}$. We also set $\mathcal{C}(z, \vec{e}, \phi)=z+\mathcal{C}(\vec{e}, \phi)$ for any point $z=(x, y) \in \mathbb{R}^{2}$.

The unknowns of this problem (1.1)-(1.3) are both the real $c$, which is like a nonlinear eigenvalue, and the function $u, 0<u<1$, of class $C^{2}$ in $\mathbb{R}^{2}$. We shed light here on the fact that looking for the speed $c$, the angle $\alpha$ being known, is equivalent to looking for the angle $\alpha$, the speed $c$ being known, as is the case in experiments (see the comments after Theorem 1.2 below).

The function $1-u$ also represents the relative concentration of the reactant. In (1.1), the terms $\Delta u, c \frac{\partial u}{\partial y}$, and $f(u)$ are, respectively, the diffusion, transport, and source terms. The source term $f(u)$, which may take into account the Arrhénius law and the mass action law, is given and Lipschitz continuous in $[0,1]$. Furthermore, one assumes that it is of the "ignition temperature" type:
(1.4) $\exists \theta \in(0,1)$ such that $f \equiv 0$ on $[0, \theta] \cup\{1\}, \quad f>0$ on $(\theta, 1)$ and $f^{\prime}(1)<0$.

For mathematical convenience, we extend $f$ by 0 outside the interval $[0,1]$. The temperature $\theta$ is an ignition temperature, below which no chemical reaction happens.

In the one-dimensional case, the problem is reduced to

$$
\left\{\begin{align*}
u^{\prime \prime}-c_{0} u^{\prime}+f(u) & =0  \tag{1.5}\\
u(-\infty)=0, u(+\infty) & =1
\end{align*}\right.
$$

There have been many works devoted to the solutions of (1.5). We refer to the pioneering articles of Kolmogorov, Petrovsky, and Piskunov [26] for biological models, Zeldovich and Frank-Kamenetskii [37] for planar flames, as well as other papers by Aronson and Weinberger [2], Fife [14], Fife and McLeod [15], and Kanel' [24]. The main result is the following: if the function $f$ fulfils (1.4), then there exist a unique real $c_{0}$ and a unique function $U(\xi)$ (up to translation with respect to $\xi$ ) which are solutions of (1.5). The real $c_{0}$ is positive and the function $U$ is increasing in $\xi$. We may suppose that $U(0)=\theta$.

In more recent papers, multidimensional curved flames in infinite cylinders $\Sigma=$ $\mathbb{R} \times \omega=\left\{\left(x_{1}, y\right), x_{1} \in \mathbb{R}, y \in \omega\right\}$, with smooth cross sections $\omega$, have been investigated. In this case, the temperature $u(x, y)$ solves the equations

$$
\left\{\begin{align*}
\Delta u-(c+\alpha(y)) \frac{\partial u}{\partial x_{1}}+f(u) & =0 \quad \text { in } \Sigma  \tag{1.6}\\
u(-\infty, \cdot)=0, u(+\infty, \cdot) & =1 \\
\frac{\partial u}{\partial \nu} & =0 \quad \text { on } \partial \Sigma
\end{align*}\right.
$$

where $\nu$ is the outward unit normal to $\partial \omega$ and $\alpha(y)$ is the $x_{1}$-component of the given underlying flow (see Berestycki and Larrouturou [5]; Berestycki, Larrouturou, and Lions [6]; Berestycki and Nirenberg [9]; Vega [33]; Volpert and Volpert [34]; and Xin [36] under periodic conditions). If $\alpha(y)=\alpha_{0}$ does not depend on $y$, it is known that (1.6) has a unique solution and that it is planar; namely, it depends only on the longitudinal variable $x_{1}$. If the function $y \mapsto \alpha(y)$ is not constant, the solution of (1.6) still exists and is unique, but it is not planar anymore (such solutions correspond to curved flames). Nonplanar flames may also be observed in infinite cylinders under different physical conditions: Glangetas and Roquejoffre [18] and Margolis and Sivashinsky [28] proved that if the single partial differential equation in (1.6) was replaced with a system of two reaction-diffusion equations, then a bifurcation toward nonplanar flames might occur.

Let us now come back to the question of the existence of solutions $(c, u)$ of the problem (1.1)-(1.3). If $\alpha=\pi / 2$, the couple $\left(c_{0}, U\right)$ is obviously a solution. The question of the existence of solutions if $\alpha<\pi / 2$ has so far remained open. In this paper, we show the existence of a speed $c$ and of a nonplanar-if $\alpha<\pi / 2$-function $u$ defined in $\mathbb{R}^{2}$, which are solutions of (1.1)-(1.3). As a consequence, nonplanar flames exist for the model (1.1)-(1.3) although this model involves only one reaction-diffusion equation (and not two such equations) and although the underlying flow is uniform.

In this paper, we prove two main theorems. The first one states the existence of a solution $(c, u)$ of (1.1)-(1.3) for any angle $0<\alpha \leq \pi / 2$. The second one deals with the question of the speed $c$ 's uniqueness.

Theorem 1.1. Let $f$ fulfill (1.4) ("ignition temperature" profile). For any $\alpha \in$ ( $0, \pi / 2$ ], there exists a solution $(c, u)$ of (1.1)-(1.3), namely,

$$
\left\{\begin{array}{lrl} 
& \Delta u-c \frac{\partial u}{\partial y}+f(u)= & 0 \\
\text { in } \mathbb{R}^{2} \\
\forall \vec{k} \in \mathcal{C}\left(-\vec{e}_{2}, \alpha\right), & u(\lambda \vec{k}) \underset{\lambda \rightarrow+\infty}{\longrightarrow} & 0 \\
\forall \vec{k} \in \mathcal{C}\left(\vec{e}_{2}, \pi-\alpha\right), & u(\lambda \vec{k}) \underset{\lambda \rightarrow+\infty}{\longrightarrow} & 1,
\end{array}\right.
$$

such that

$$
\begin{equation*}
c=\frac{c_{0}}{\sin \alpha} . \tag{1.7}
\end{equation*}
$$

Furthermore, $0<u<1, u_{\vec{\prime}}$ is symmetric with respect to the variable $x$, and $u$ is decreasing in any direction $\vec{k} \in \mathcal{C}\left(-\vec{e}_{2}, \alpha\right)$. The following limiting conditions, which are stronger than (1.2)-(1.3), also hold:

$$
\begin{gather*}
u\left(\lambda \vec{k}^{\prime}\right) \rightarrow 0 \quad \text { as } \lambda \rightarrow+\infty \text { and } \vec{k}^{\prime} \rightarrow \vec{k} \in \mathcal{C}\left(-\vec{e}_{2}, \alpha\right)  \tag{1.8}\\
u\left(\lambda \vec{k}^{\prime}\right) \rightarrow 1 \quad \text { as } \lambda \rightarrow+\infty \text { and } \vec{k}^{\prime} \rightarrow \vec{k} \in \mathcal{C}\left(\vec{e}_{2}, \pi-\alpha\right) \tag{1.9}
\end{gather*}
$$

Finally, for each $\lambda \in(0,1)$, the level set $\{(x, y), u(x, y)=\lambda\}$ is a curve $\{y=$ $\left.\varphi_{\lambda}(x), x \in \mathbb{R}\right\}$ and it has two asymptotic directions that are directed by the vectors $( \pm \sin \alpha,-\cos \alpha)$. If $x_{n} \rightarrow-\infty$, then the functions $u_{n}(x, y)=u\left(x+x_{n}, y+\varphi_{\lambda}\left(x_{n}\right)\right)$ converge locally to the planar function $U\left(y \sin \alpha-x \cos \alpha+U^{-1}(\lambda)\right)$.

Theorem 1.2. Let $f$ fulfill (1.4) and $\alpha$ be an angle in $(0, \pi / 2]$. If $(c, u)$ is a solution of (1.1) and (1.8)-(1.9), then

$$
c=\frac{c_{0}}{\sin \alpha}
$$

We can see that the speed $c=c_{0} / \sin \alpha$ of the nonplanar flame (for $\alpha<\pi / 2$ ) is greater than the speed $c_{0}$ of the planar flame. Furthermore, the angle $\alpha$ is all the smaller as the speed $c$ is larger. That is physically meaningful since the curvature of the flame increases with the speed of the fuel flow. It is worth noticing that the formula (1.7) has been known for a long time and had been formally derived from the planar behavior of the flame, far away from its center, along the directions $( \pm \sin \alpha,-\cos \alpha)$. This formula had been used in experiments to find the planar speed $c_{0}$ : indeed, the vertical speed $c$ of the gases at the exit of the Bunsen burner being known, one can measure the angle $\alpha$ and the one-dimensional speed $c_{0}$ is then given by the formula $c_{0}=c \sin \alpha$ (see [31], Williams [35]).

Hence, the results of Theorems 1.1 and 1.2 are not surprising. Nevertheless, they are the first rigorous analysis of the conical premixed Bunsen flames.

Remark 1.3. From Theorem 1.1, there is a continuum of solutions $\left(c_{0} / \sin \alpha, u\right)$ solving (1.1) and satisfying the simple asymptotic limits $u(x,-\infty)=0$ and $u(x,+\infty)=$ 1 for all $x \in \mathbb{R}$. This is in contrast with problem (1.6) mentioned above. However, if the limits $u(x,-\infty)=0$ and $u(x,+\infty)=1$ are uniform with respect to $x \in \mathbb{R}$, then $\left(c_{0}, U\right)$ will be the unique solution of (1.1) up to translation in the variables $(x, y)$ for U (see Hamel and Monneau [21]).

Open questions.
(1) For each fixed angle $\alpha \in] 0, \pi / 2$ ], do all the solutions $u$ of (1.1)-(1.3) have the same profile? What kind of a priori monotonicity or symmetry properties do they fulfill? Are they stable for the evolution problem $\partial_{t} u=\Delta u-c \partial_{y} u+f(u)$ ? Answers to some of those questions are given in [21].
(2) Is there any solution $(c, u)$ to (1.1)-(1.3) if $\alpha>\pi / 2$ ? The answer is no and is given in [21].
(3) Is there any solution $(c, u)$ to the free boundary problem equivalent to (1.1)(1.3) and obtained in the limit of "high activation energies"? The answer is yes (see Hamel and Monneau [22]).
(4) Are there three-dimensional flames and, if so, are they necessarily invariant by rotation?

Structure of the paper. Section 2 is devoted to solving problems that are similar to (1.1)-(1.3) but are set in finite rectangles $[-a, a] \times\left[-a \cot \gamma_{a}, a \cot \gamma_{a}\right]$ where
$\gamma_{a}$ is an angle close to $\alpha$. For those problems, some a priori estimates about the speeds $c_{a}$ and the functions $u_{a}$ are established. A technical lemma, which is proved in the Appendix (section 5), is devoted to determining the behavior of the functions $u_{a}$ near the corners of the rectangles. In section 3 , we pass to the limit $a \rightarrow \infty$ in the whole plane and we determine the shape of the level sets of the limit function $u$ by resorting to arguments of the "sliding method" type. In section 4, we prove Theorem 1.2.

REmARK 1.4. The proof of Theorem 1.1, which is detailed in the next sections, actually allows us to get an independent result about the following problem set in an infinite strip $\Sigma=\{(x, y) \in(-L, L) \times \mathbb{R}\}$ with oblique Neumann boundary conditions:
where $\tau=(-\sin \alpha,-\cos \alpha)$ and $\tilde{\tau}=(\sin \alpha,-\cos \alpha)$. Namely, with the same method as for Theorem 1.1, it follows that there exists a solution $(c, u)$ to (1.10) such that the function $u$ is nondecreasing in each direction $\rho \in \overline{\mathcal{C}\left(\vec{e}_{2}, \alpha\right)}$.
2. Solving equivalent problems in finite rectangles. Let us set any real $a>1 / \alpha^{2}$ and $\gamma_{a}=\alpha-1 / \sqrt{a}$. The angle $\gamma_{a}$ is such that $0<\gamma_{a}<\alpha, \gamma_{a} \rightarrow \alpha$ and $a\left(\cot \gamma_{a}-\cot \alpha\right) \rightarrow+\infty$ as $a \rightarrow+\infty$. Let $\Sigma_{a}$ be the bounded and open rectangle $\Sigma_{a}=(-a, a) \times\left(-a \cot \gamma_{a}, a \cot \gamma_{a}\right)$. Call $\tau=(-\sin \alpha,-\cos \alpha)$ and $\tilde{\tau}=(\sin \alpha,-\cos \alpha)$ (see Figure 2). When there is no confusion, $\gamma_{a}$ is often replaced with $\gamma$.

In this section, we focus on the questions of the existence and the uniqueness as well as on a priori estimates of the solutions $\left(c_{a}, u_{a}\right)$ to the following problem:

$$
\left\{\begin{align*}
\Delta u_{a}-c_{a} \partial_{y} u_{a}+f\left(u_{a}\right)= & 0 i \gamma  \tag{2.1}\\
\forall x \in[-a, a], \quad u_{a}\left(x,-a \cot \gamma_{a}\right)=0, u_{a}\left(x, a \cot \gamma_{a}\right)= & 1 \\
\forall y \in\left(-a \cot \gamma_{a}, a \cot \gamma_{a}\right), \quad \frac{\partial u_{a}}{\partial \tau}(-a, y)=\frac{\partial u_{a}}{\partial \tilde{\tau}}(a, y)= & 0
\end{align*}\right.
$$



Fig. 2. The rectangle $\Sigma_{a}$.
under the following normalization condition:

$$
\begin{equation*}
\max _{\substack{y=-\cot \alpha|x| \\-a \leq x \leq a}} u_{a}(x, y)=\theta \tag{2.2}
\end{equation*}
$$

### 2.1. Existence of solutions of (2.1)-(2.2) and a priori bounds for the speeds $c_{a}$.

2.1.1. On the solutions $\boldsymbol{u}_{\boldsymbol{c}}$ of (2.1). Let $c$ be any fixed real. Let us call $\left(C_{i}\right)_{1 \leq i \leq 4}$ the four corners of $\Sigma_{a}: C_{1}=(-a,-a \cot \gamma), C_{2}=(a,-a \cot \gamma), C_{3}=$ $(-a, a \cot \gamma), C_{4}=(a, a \cot \gamma)\left(\right.$ see Figure 2) and set $\tilde{\Sigma}_{a}=\overline{\Sigma_{a}} \backslash \cup_{i=1}^{4}\left\{C_{i}\right\}$.

Now consider the following Dirichlet-Neumann problem:

$$
\left\{\begin{align*}
& \Delta u-c \partial_{y} u+f(u)=0 \quad \text { in } \Sigma_{a},  \tag{2.3}\\
& \forall x \in[-a, a], \quad u(x,-a \cot \gamma)=0, u(x, a \cot \gamma)=1 \\
& \forall y \in(-a \cot \gamma, a \cot \gamma), \quad \partial_{\tau} u(-a, y)=\partial_{\tilde{\tau}} u(a, y)=0
\end{align*}\right.
$$

This problem is the same as (2.1), but the speed $c$ is given in (2.3) and only the function $u$ is unknown. The following three lemmas are similar to some of the results in a paper by Berestycki and Nirenberg [7]. The proofs, which will be used several times in the sequel, are written for the sake of completeness.

Lemma 2.1. For each speed $c \in \mathbb{R}$, we have that problem (2.3) has a solution $u_{c}$ in $\cap_{p>1} W_{\text {loc }}^{2, p}\left(\tilde{\Sigma}_{a}\right) \cap C\left(\overline{\Sigma_{a}}\right)$, where $C\left(\overline{\Sigma_{a}}\right)$ is the space of all continuous functions in $\overline{\Sigma_{a}}$.

Proof. Let $\left(\Sigma_{a, \varepsilon}\right)_{\varepsilon>0}$ be a sequence of bounded and smooth domains such that, for each $\varepsilon>0$,

$$
\Sigma_{a} \backslash \cup_{i=1}^{4} B\left(C_{i}, \varepsilon\right) \subset \Sigma_{a, \varepsilon} \subset \Sigma_{a}
$$

where $B\left(C_{i}, \varepsilon\right)$ denotes the open ball centered on the point $C_{i}$ with radius $\varepsilon$. Let $\varepsilon>0$ be small enough. Consider a smooth vector field $\rho_{\varepsilon}(x, y)$ defined on $\partial \Sigma_{a, \varepsilon}$ such that $\rho_{\varepsilon} \cdot \nu_{\varepsilon} \geq 0$ on $\partial \Sigma_{a, \varepsilon}$ (where $\nu_{\varepsilon}$ is the outward unit normal to $\partial \Sigma_{a, \varepsilon}$ ) $\rho_{\varepsilon}=\tau$ on $\{-a\} \times(-a \cot \gamma+\varepsilon, a \cot \gamma-\varepsilon), \rho_{\varepsilon}=\tilde{\tau}$ on $\{a\} \times(-a \cot \gamma+\varepsilon, a \cot \gamma-\varepsilon)$, and $\rho_{\varepsilon}=\overrightarrow{0}$ on $(-a+\varepsilon, a-\varepsilon) \times\{ \pm a \cot \gamma\}$. Let $\sigma_{0, \varepsilon}(x, y)$ be a smooth nonnegative function defined on $\partial \Sigma_{a, \varepsilon}$ such that $\sigma_{0, \varepsilon}=1$ on $\partial \Sigma_{a, \varepsilon} \cap\{y \leq-a \cot \gamma+\varepsilon\}$ and $\sigma_{0, \varepsilon}=0$ on $\partial \Sigma_{a, \varepsilon} \cap\{y \geq-a \cot \gamma+2 \varepsilon\}$. Last, let $\sigma_{1, \varepsilon}$ be a smooth nonnegative function defined on $\partial \Sigma_{a, \varepsilon}$ such that $\sigma_{1, \varepsilon}=1$ on $\partial \Sigma_{a, \varepsilon} \cap\{y \geq a \cot \gamma-\varepsilon\}$ and $\sigma_{1, \varepsilon}=0$ on $\partial \Sigma_{a, \varepsilon} \cap\{y \leq a \cot \gamma-2 \varepsilon\}$. For each $\varepsilon>0$ small enough, the problem

$$
\left\{\begin{aligned}
\Delta u_{\varepsilon}-c \partial_{y} u_{\varepsilon}+f\left(u_{\varepsilon}\right)=0 & \text { in } \Sigma_{a, \varepsilon} \\
\rho_{\varepsilon} \cdot \nabla u+\sigma_{0, \varepsilon} u+\sigma_{1, \varepsilon}(u-1)=0 & \text { on } \partial \Sigma_{a, \varepsilon}
\end{aligned}\right.
$$

has a solution $u_{\varepsilon}$ such that $0 \leq u_{\varepsilon} \leq 1$ since 0 and 1 , respectively, are sub- and supersolutions (see Berestycki and Nirenberg [7]).

From the standard elliptic estimates up to the boundary (Agmon, Douglis, and Nirenberg [1]; Gilbarg and Trudinger [17]), up to extraction of some subsequence, the functions $u_{\varepsilon}$ approach a function $u_{c} \in \underset{p>1}{\cap} W_{l o c}^{2, p}\left(\tilde{\Sigma}_{a}\right) \cap C_{l o c}\left(\tilde{\Sigma}_{a}\right)$ as $\varepsilon \rightarrow 0$. The function $u_{c}$ is a solution of

$$
\left\{\begin{align*}
& \Delta u_{c}-c \partial_{y} u_{c}+f\left(u_{c}\right)=0 \quad \text { in } \Sigma_{a},  \tag{2.4}\\
& \forall x \in(-a, a), \quad u_{c}(x,-a \cot \gamma)=0, u_{c}(x, a \cot \gamma)=1 \\
& \forall y \in(-a \cot \gamma, a \cot \gamma), \quad \partial_{\tau} u_{c}(-a, y)=\partial_{\tilde{\tau}} u_{c}(a, y)=0
\end{align*}\right.
$$

Furthermore, we claim that, for each $i \in\{1, \ldots, 4\}$, there exists a function $\bar{v}_{i}$ defined in a neighborhood $V_{i}$ of the corner $C_{i}$ such that $\bar{v}_{i}\left(C_{i}\right)=0$ and, for all $\varepsilon>0$ small enough,

$$
\begin{array}{lrl}
\text { if } i=1 \text { or } 2, & u_{\varepsilon}(x, y) & \leq \bar{v}_{i}(x, y)  \tag{2.5}\\
\text { if } i=3 \text { or } 4, & 1-u_{\varepsilon}(x, y) & \leq \bar{v}_{i}(x, y)
\end{array} \quad \text { in } V_{i} \cap \overline{\Sigma_{a, \varepsilon}} .
$$

The proof of this fact is temporarily postponed and will be given in Remark 5.2 in section 5.

As a consequence, the function $u_{c}$ can be extended by continuity at the four corners $C_{i}$ of $\Sigma_{a}$. In other words, $u_{c} \in \cap_{p>1} W_{l o c}^{2, p}\left(\tilde{\Sigma}_{a}\right) \cap C\left(\overline{\Sigma_{a}}\right)$. From the strong maximum principle and the Hopf lemma, it also follows that $0<u_{c}<1$ in $[-a, a] \times$ $(-a \cot \gamma, a \cot \gamma)$.

LEMMA 2.2. The function $u_{c}$ is increasing in $y$ and it is the unique solution of $\left(\tilde{\Sigma}^{(2.3)}\right.$ in $\cap_{p>1} W_{\text {loc }}^{2, p}\left(\tilde{\Sigma}_{a}\right) \cap C\left(\overline{\Sigma_{a}}\right)$. Furthermore, if $f$ is of class $C^{1}$, then $\partial_{y} u_{c}>0$ in $\tilde{\Sigma}_{a}$.

Proof. It is based on the sliding method (see [7]). Let $u$ be any solution of (2.3) in $\cap_{p>1} W_{l o c}^{2, p}\left(\tilde{\Sigma}_{a}\right) \cap C\left(\overline{\Sigma_{a}}\right)$. For any $\lambda \in(0,2 a \cot \gamma)$, let $v^{\lambda}$ be the function defined by $v^{\lambda}(x, y)=u(x, y-\lambda)-u(x, y)$ in the set

$$
\begin{equation*}
\Sigma_{a}^{\lambda}=(-a, a) \times(-a \cot \gamma+\lambda, a \cot \gamma) \tag{2.6}
\end{equation*}
$$

Since $u$ is uniformly continuous on the compact set $\overline{\Sigma_{a}}$ and since $u(\cdot,-a \cot \gamma)=0$, $u(\cdot, a \cot \gamma)=1$, there exists $\varepsilon>0$ small enough such that $v^{\lambda}$ is negative in $\overline{\Sigma_{a}^{\lambda}}$ for all $\lambda$ in $[2 a \cot \gamma-\varepsilon, 2 a \cot \gamma)$.

Let us now decrease $\lambda$. Suppose that there exists $\lambda^{*}>0$ such that $v^{\lambda}<0$ in $\overline{\Sigma_{a}^{\lambda}}$ for all $\lambda \in\left(\lambda^{*}, 2 a \cot \gamma\right)$ and $v^{\lambda^{*}} \leq 0$ in $\overline{\Sigma_{a}^{\lambda^{*}}}$ with equality somewhere at a point $(\bar{x}, \bar{y}) \in \overline{\Sigma_{a}^{\lambda^{*}}}$. Since $0<u<1$ in $[-a, a] \times(-a \cot \gamma, a \cot \gamma)$, the function $v^{\lambda^{*}}$ is negative at the "bottom" $[-a, a] \times\left\{-a \cot \gamma+\lambda^{*}\right\}$ of the boundary of $\Sigma_{a}^{\lambda^{*}}$. Similarly, the function $v^{\lambda^{*}}$ is negative at the "top" $[-a, a] \times\{a \cot \gamma\}$ of the boundary of $\Sigma_{a}^{\lambda^{*}}$. We also have $\partial_{\tau} v^{\lambda^{*}}(-a, y)=\partial_{\tilde{\tau}} v^{\lambda^{*}}(a, y)=0$ for all $y \in\left(-a \cot \gamma+\lambda^{*}, a \cot \gamma\right)$. The nonpositive function $v^{\lambda^{*}}$ satisfies the elliptic equation

$$
\Delta v^{\lambda^{*}}-c \partial_{y} v^{\lambda^{*}}+c(x, y) v^{\lambda^{*}}=0 \text { in } \Sigma_{a}^{\lambda^{*}}
$$

where the function $c(x, y)$ is bounded in $\Sigma_{a}^{\lambda^{*}}$ because of the Lipschitz continuity of $f$. Since $v^{\lambda^{*}}(\bar{x}, \bar{y})=0$ at a point $(\bar{x}, \bar{y}) \in \overline{\Sigma_{a}^{\lambda^{*}}}$, we then conclude from the strong maximum principle (if $-a<\bar{x}<a$ ) or from the Hopf lemma (if $\bar{x}= \pm a$ ) that $v^{\lambda^{*}} \equiv 0$ in $\overline{\Sigma_{a}^{\lambda^{*}}}$. That is ruled out by the boundary conditions on $[-a, a] \times\{-a \cot \gamma+$ $\left.\lambda^{*}, a \cot \gamma\right\}$.

Hence, there is no such $\lambda^{*}>0$. We finally conclude that

$$
\forall 0<\lambda<2 a \cot \gamma, \quad u^{\lambda}(x, y)=u(x, y-\lambda)<u(x, y) \text { in } \overline{\Sigma_{a}^{\lambda}} .
$$

This yields that for any $x \in[-a, a]$, the function $y \mapsto u(x, y)$ is strictly increasing with respect to $y \in[-a \cot \gamma, a \cot \gamma]$.

If $f$ is of class $C^{1}$, we can differentiate the equation satisfied by $u$. From the strong maximum principle and the Hopf lemma, it follows that $\partial_{y} u>0$ in $\tilde{\Sigma}_{a}$.

The second part of Lemma 2.2, namely, the uniqueness of the solution $u_{c}$ of (2.3) in $\cap_{p>1} W_{\text {loc }}^{2, p}\left(\tilde{\Sigma}_{a}\right) \cap C\left(\overline{\Sigma_{a}}\right)$, could be proved in the same way. Indeed, if there were two solutions $u_{c}$ and $u_{c}^{\prime}$, we would find as above that $u_{c}(x, y-\lambda)<u_{c}^{\prime}(x, y)$ in $\overline{\Sigma_{a}^{\lambda}}$ for
all $\lambda \in(0,2 a \cot \gamma)$, whence $u_{c} \leq u_{c}^{\prime}$ in $\overline{\Sigma_{a}}$. Changing $u_{c}$ and $u_{c}^{\prime}$, we have $u_{c}^{\prime} \leq u_{c}$ and finally $u_{c}=u_{c}^{\prime}$.

Corollary 2.3. For each $c$, the function $u_{c}$ is symmetric with respect to $x$.
Proof. Indeed, if $u_{c}$ denotes the unique solution of (2.3), the function $\tilde{u}(x, y)=$ $u_{c}(-x, y)$ is also a solution. By uniqueness, we have $\tilde{u}=u_{c}$.

LEMMA 2.4. The functions $u_{c}$ are decreasing and continuous, with respect to $c$, in the spaces $W_{\text {loc }}^{2, p}\left(\tilde{\Sigma}_{a}\right) \cap C\left(\overline{\Sigma_{a}}\right)$ in the following sense: if $c<c^{\prime}$, then $u_{c}>u_{c^{\prime}}$ in $[-a, a] \times(-a \cot \gamma, a \cot \gamma)$ and if $c \rightarrow c_{0}$, then $u_{c} \rightarrow u_{c_{0}}$ in $\cap_{p>1} W_{l o c}^{2, p}\left(\tilde{\Sigma}_{a}\right) \cap C\left(\overline{\Sigma_{a}}\right)$.

Proof. Choose any $c$ and $c^{\prime}$ such that $c<c^{\prime}$. We have to prove that $u_{c}>u_{c^{\prime}}$ in $[-a, a] \times(-a \cot \gamma, a \cot \gamma)$. For each $0<\lambda<2 a \cot \gamma$, we define the function $v^{\lambda}(x, y)=u_{c^{\prime}}(x, y-\lambda)-u_{c}(x, y)$ in $\Sigma_{a}^{\lambda}$ (see definition (2.6)).

If $\lambda$ is close enough to $2 a \cot \gamma$, we have $v^{\lambda}<0$ in $\overline{\Sigma_{a}^{\lambda}}$ thanks to the boundary conditions fulfilled by $u_{c}$ and $u_{c^{\prime}}$. Let us now suppose that there exists $\lambda^{*}>0$ such that $v^{\lambda}<0$ in $\overline{\Sigma_{a}^{\lambda}}$ for all $\lambda \in\left(\lambda^{*}, 2 a \cot \gamma\right)$ and $v^{\lambda^{*}} \leq 0$ with equality somewhere in $\overline{\Sigma_{a}^{\lambda^{*}}}$. The function $v^{\lambda^{*}}$ satisfies

$$
\left\{\begin{align*}
\Delta v^{\lambda^{*}}-c \partial_{y} v^{\lambda^{*}}+c(x, y) v^{\lambda^{*}} & =\left(c^{\prime}-c\right) \partial_{y} u_{c^{\prime}}\left(x, y-\lambda^{*}\right) \text { in } \Sigma_{a}^{\lambda^{*}}  \tag{2.7}\\
\partial_{\tau} v^{\lambda^{*}}(-a, y)=\partial_{\tilde{\tau}} v^{\lambda^{*}} & =0 \quad \forall y \in\left(-a \cot \gamma+\lambda^{*}, a \cot \gamma\right)
\end{align*}\right.
$$

for a bounded function $c(x, y)$. On the one hand, since $c<c^{\prime}$ and $\partial_{y} u_{c^{\prime}} \geq 0$ (from the first part of Lemma 2.2), it follows from the strong maximum principle and the Hopf lemma that $v^{\lambda^{*}} \equiv 0$ in $\overline{\Sigma_{a}^{\lambda^{*}}}$. On the other hand, since $0<u_{c}, u_{c^{\prime}}<1$ in $[-a, a] \times(-a \cot \gamma, a \cot \gamma)$, we have $v^{\lambda^{*}}<0$ on $[-a, a] \times\left\{-a \cot \gamma+\lambda^{*}, a \cot \gamma\right\}$. That eventually leads to a contradiction.

Hence, for all $\lambda \in(0,2 a \cot \gamma)$, we have

$$
v^{\lambda}=u_{c^{\prime}}(x, y-\lambda)-u_{c}(x, y)<0 \text { in } \overline{\Sigma_{a}^{\lambda}} .
$$

Then, $u_{c} \geq u_{c^{\prime}}$ in $\overline{\Sigma_{a}}$. Since $v^{0}=u_{c^{\prime}}-u_{c}$ satisfies equation (2.7), the strong maximum principle and the Hopf lemma yield that $u_{c}>u_{c^{\prime}}$ in $[-a, a] \times(-a \cot \gamma, a \cot \gamma)$.

Now, consider a sequence $\left(c_{n}\right)$ such that $c_{n} \rightarrow c_{0} \in \mathbb{R}$ as $n \rightarrow+\infty$. From the standard elliptic estimates up to the boundary, and up to extraction of some subsequence, the functions $u_{c_{n}}$ approach a function $\tilde{u}_{c_{0}} \in \cap_{p>1} W_{l o c}^{2, p}\left(\tilde{\Sigma}_{a}\right) \cap C_{l o c}\left(\tilde{\Sigma}_{a}\right)$. The function $\tilde{u}_{c_{0}}$ is a solution of (2.4) with the speed $c_{0}$. Furthermore, for each $i \in\{1, \ldots, 4\}$, there exists a function $\bar{v}_{i}$ defined in a neighborhood $V_{i}$ of the corner $C_{i}$, such that $\bar{v}_{i}\left(C_{i}\right)=0$ and, for $n$ large enough,

$$
\begin{array}{lrrr}
\text { if } i=1 \text { or } 2, & u_{c_{n}}(x, y) & \leq \bar{v}_{i}(x, y) & \text { in } V_{i} \cap \overline{\Sigma_{a}}  \tag{2.8}\\
\text { if } i=3 \text { or } 4, & 1-u_{c_{n}}(x, y) & \leq \bar{v}_{i}(x, y)
\end{array}
$$

(see Remark 5.2). Hence, the function $\tilde{u}_{c_{0}}$ can be extended by continuity at the four corners $C_{i}$. As a consequence, $\tilde{u}_{c_{0}}=u_{c_{0}}$. Furthermore, since the functions $u_{c_{n}}$ approach $u_{c_{0}}$ in any compact subset of $\tilde{\Sigma}_{a}$, the above estimates around the four corners $C_{i}$ also imply that $u_{c_{n}}$ approach $u_{c_{0}}$ uniformly in $\overline{\Sigma_{a}}$. Finally, since the limit function $u_{c_{0}}$ is unique, it follows that the whole sequence $\left(u_{c_{n}}\right)$ approaches $u_{c_{0}}$ as $n \rightarrow+\infty$.
2.1.2. Estimating the speeds. In this subsection, we aim at establishing some a priori estimates for the speeds $c_{a}$ of the possible solutions $\left(c_{a}, u_{a}\right)$ of (2.1)-(2.2).

We first need some preliminary results about the speeds of some one-dimensional traveling fronts. Remember that the function $f$ has been extended by 0 outside $[0,1]$.

Let $f_{-}^{\prime}(1)=\lim _{t \rightarrow 1, t<1} \frac{f(t)}{t-1}$. For each $0<\eta<\min \left(1-\theta,\left|f_{-}^{\prime}(1)\right|\right)$, let $f_{\eta}$ be a $C^{1}$ function in $[0,1]$, fulfilling (1.4) with the ignition temperature $\theta+\eta$, such that $f_{\eta}^{\prime}(1)=f_{-}^{\prime}(1)+\eta, f-\eta \leq f_{\eta} \leq f$ in $[0,1]$, and $f_{\eta}<f$ in $(\theta, 1)$. As for $f$, we also extend $f_{\eta}$ by 0 outside $[0,1]$. From the results in [2], [9], [15] and [24], there exists a unique real $c_{0}^{\eta}$ and a unique function $u_{\eta}$ solving

$$
\left\{\begin{aligned}
& u_{\eta}^{\prime \prime}-c_{0}^{\eta} u_{\eta}^{\prime}+f_{\eta}\left(u_{\eta}\right)=0 \\
& u_{\eta}(-\infty)=-\eta, u_{\eta}(0)=\theta, u_{\eta}(+\infty)=1
\end{aligned} \quad \text { in } \mathbb{R},\right.
$$

Moreover, $u_{\eta}^{\prime}>0$ in $\mathbb{R}$. With the same arguments as in the paper by Berestycki and Nirenberg [9], it also follows that $c_{0}^{\eta} \stackrel{c_{0}}{ }$ as $\eta \rightarrow 0$ (remember that $c_{0}$ is the unique speed for which (1.5) has a solution).

LEMMA 2.5. Under the above notation, there exists a real $a_{1}(\eta)>0$ such that if $a \geq a_{1}(\eta)$ and if $c<c_{0}^{\eta} / \sin \alpha$, then $\theta<\max _{\substack{-\cot \alpha \\|x| \leq a}}|x| u_{c}$.

Proof. Assume that $c$ is such that $c<c_{0}^{\eta} / \sin \alpha$. Let $u_{c}$ be the solution of (2.3) and set $v(x, y)=u_{\eta}(\cos \alpha x+\sin \alpha y)$ in $\Sigma_{a}$. We want to prove that if $a$ is large enough, then this function $v$ is a subsolution of problem (2.3).

We have

$$
\begin{aligned}
\Delta v-c \partial_{y} v+f(v) & =u_{\eta}^{\prime \prime}-c \sin \alpha u_{\eta}^{\prime}+f\left(u_{\eta}\right) \\
& =\left(c_{0}^{\eta}-c \sin \alpha\right) u_{\eta}^{\prime}(\cos \alpha x+\sin \alpha y)+f\left(u_{\eta}\right)-f_{\eta}\left(u_{\eta}\right) \\
& >0 \text { in } \Sigma_{a}
\end{aligned}
$$

since $c<c_{0}^{\eta} / \sin \alpha, u_{\eta}^{\prime}>0$, and $f \geq f_{\eta}$. Furthermore, for all $y \in\left(-a \cot \gamma_{a}, a \cot \gamma_{a}\right)$, we can see that

$$
\partial_{\tau} v(-a, y)=-2 \sin \alpha \cos \alpha u_{\eta}^{\prime}(-a \cos \alpha+\sin \alpha y) \leq 0
$$

and that $\partial_{\tilde{\tau}} v(a, y)=0$. At the "top" of the boundary of $\Sigma_{a}$, we have $v\left(x, a \cot \gamma_{a}\right)<1$ for all $x \in[-a, a]$. At the "bottom" of the boundary of $\Sigma_{a}$, the function $v$ is equal to

$$
v\left(x,-a \cot \gamma_{a}\right)=u_{\eta}\left(\cos \alpha x-a \cot \gamma_{a} \sin \alpha\right) .
$$

Since $|x| \leq a$, it follows that

$$
\cos \alpha x-a \cot \gamma_{a} \sin \alpha \leq\left(\cos \alpha-\cot \gamma_{a} \sin \alpha\right) a \rightarrow-\infty \text { as } a \rightarrow+\infty
$$

since $\gamma_{a}=\alpha-1 / \sqrt{a}$ for $a>1 / \alpha^{2}$. On the other hand, the function $u_{\eta}$ is increasing and $u_{\eta}(\xi) \rightarrow-\eta$ as $\xi \rightarrow-\infty$. Consequently, there exists a real $a_{1}(\eta)$ such that

$$
\left(a \geq a_{1}(\eta)\right) \Longrightarrow(\forall x \in[-a, a], v(x,-a \cot \gamma)<0)
$$

Hence, if $c<c_{0}^{\eta} / \sin \alpha$ and if $a \geq a_{1}(\eta)$, the function $v$ is a subsolution of problem (2.3). Remember now that the function $u_{c}$ is a solution of (2.3). As in the proof of the monotonicity result in Lemma 2.2, we can compare the functions $v$ and $u_{c}$ by using a sliding method. We would find that $v<u_{c}$ in $\Sigma_{a}$. This yields that $v(0,0)=\theta<u_{c}(0,0)$, whence $\theta<\max _{\substack{y=-\cot \alpha|x| \\|x| \leq a}} u_{c}$. That completes the proof of Lemma 2.5.

The next lemma states that if the speed $c$ is large enough, then the solution $u_{c}$ of (2.3) will be below $\theta$ on the set $\{y=-\cot \alpha|x|,|x| \leq a\}$. Before doing that, we need a few auxiliary notation. For any $\varepsilon \in(0, \theta)$, let $f^{\varepsilon}$ be a $C^{1}$ function in
$[0,1+\varepsilon]$ such that $f^{\varepsilon} \equiv 0$ in $(-\infty, \theta-\varepsilon] \cup[1+\varepsilon,+\infty), f^{\varepsilon}>0$ in $(\theta-\varepsilon, 1+\varepsilon)$, $\left(f^{\varepsilon}\right)_{-}^{\prime}(1+\varepsilon):=\lim _{t \rightarrow 1+\varepsilon, t<1+\varepsilon} \frac{f^{\varepsilon}(t)}{t-1-\varepsilon}$ exists and is negative. In other words, $f^{\varepsilon}$ fulfills the assertion (1.4) on the interval $[0,1+\varepsilon]$ with the ignition temperature $\theta-\varepsilon$. Moreover, one assumes that $f \leq f^{\varepsilon} \leq f+\varepsilon$ in $\mathbb{R}$ and $f<f^{\varepsilon}$ in $[\theta, 1]$. From the results in [2], [9], [15] and [24], there exists a unique real $\tilde{c}_{0}^{\varepsilon}$ and a unique function $u^{\varepsilon}$ defined in $\mathbb{R}$ such that

$$
\left\{\begin{aligned}
\left(u^{\varepsilon}\right)^{\prime \prime}-\tilde{c}_{0}^{\varepsilon}\left(u^{\varepsilon}\right)^{\prime}+f^{\varepsilon}\left(u^{\varepsilon}\right) & =0 \text { in } \mathbb{R}, \\
u^{\varepsilon}(-\infty)=0, u^{\varepsilon}(0)=\theta, u^{\varepsilon}(+\infty) & =1+\varepsilon
\end{aligned}\right.
$$

Moreover, one has $\left(u^{\varepsilon}\right)^{\prime}>0$ in $\mathbb{R}$ and $\tilde{c}_{0}^{\varepsilon} \longrightarrow c_{0}$ as $\varepsilon \rightarrow 0$ (see [9]).
LEmma 2.6. There exists a real $a_{2}(\varepsilon)$ such that if $a \geq a_{2}(\varepsilon)$ and if $c>\tilde{c}_{0}^{\varepsilon} / \sin ^{2} \alpha$, then $\theta>\max _{\substack{y=-\cot \alpha|x| \\|x| \leq a}} u_{c}$.

Proof. Let $c$ be a real such that $c>\tilde{c}_{0}^{\varepsilon} / \sin ^{2} \alpha$. Let us set

$$
\beta=\frac{3 \cot \alpha}{2\left(c-\tilde{c}_{0}^{\varepsilon} / \sin ^{2} \alpha\right)}
$$

and choose $a>\beta$. Let us call $\varphi$ the function defined in $\mathbb{R}$ by

$$
\begin{cases}\varphi(x)=\frac{\cot \alpha}{8 \beta^{3}} x^{4}-\frac{3 \cot \alpha}{4 \beta} x^{2} & \text { if }|x| \leq \beta \\ \varphi(x)=-|x| \cot \alpha+\frac{3}{8} \beta \cot \alpha & \text { if } \beta \leq|x| \leq a\end{cases}
$$

It is easy to see that the function $\varphi$ is concave, is of class $C^{2}$ in $\mathbb{R}$, and that $\left|\varphi^{\prime}(x)\right| \leq$ $\cot \alpha,\left|\varphi^{\prime \prime}(x)\right| \leq c-\tilde{c}_{0}^{\varepsilon} / \sin ^{2} \alpha$.

Let us now define the function $v(x, y)=u^{\varepsilon}(y-\varphi(x))$ in $\Sigma_{a}$ and check that this function $v$ is a supersolution of (2.3) for $a$ large enough. We have

$$
\partial_{y} v=\left(u^{\varepsilon}\right)^{\prime}(y-\varphi(x))
$$

and

$$
\Delta v=\left(1+\varphi^{\prime}(x)^{2}\right)\left(u^{\varepsilon}\right)^{\prime \prime}(y-\varphi(x))-\varphi^{\prime \prime}(x)\left(u^{\varepsilon}\right)^{\prime}(y-\varphi(x))
$$

Hence,

$$
\begin{aligned}
\Delta v-c \partial_{y} v+f(v)= & \left(1+\varphi^{\prime}(x)^{2}\right)\left(u^{\varepsilon}\right)^{\prime \prime}(y-\varphi(x)) \\
& -\left(c+\varphi^{\prime \prime}(x)\right)\left(u^{\varepsilon}\right)^{\prime}(y-\varphi(x))+f\left(u^{\varepsilon}(y-\varphi(x))\right) \\
= & {\left[\tilde{c}_{0}^{\varepsilon}\left(1+\varphi^{\prime}(x)^{2}\right)-c-\varphi^{\prime \prime}(x)\right]\left(u^{\varepsilon}\right)^{\prime}(y-\varphi(x)) } \\
& -\varphi^{\prime}(x)^{2} f^{\varepsilon}\left(u^{\varepsilon}(y-\varphi(x))\right) \\
& +f\left(u^{\varepsilon}(y-\varphi(x))\right)-f^{\varepsilon}\left(u^{\varepsilon}(y-\varphi(x))\right) .
\end{aligned}
$$

On the one hand, we know that $\left(u^{\varepsilon}\right)^{\prime}>0$ and that $0 \leq f \leq f^{\varepsilon}$. On the other hand, in view of the definition of $\varphi$, we infer that

$$
\forall x \in \mathbb{R}, \quad \tilde{c}_{0}^{\varepsilon}\left(1+\varphi^{\prime}(x)^{2}\right)-c-\varphi^{\prime \prime}(x) \leq 0
$$

It follows that

$$
\Delta v-c \partial_{y} v+f(v) \leq 0 \text { in } \Sigma_{a}
$$

Furthermore, one has, for all $y \in\left(-a \cot \gamma_{a}, a \cot \gamma_{a}\right)$,

$$
\begin{aligned}
\partial_{\tau} v(-a, y) & =\left(\sin \alpha \varphi^{\prime}(-a)-\cos \alpha\right)\left(u^{\varepsilon}\right)^{\prime}(y-\varphi(-a)) \\
& =0
\end{aligned}
$$

since $\varphi^{\prime}(-a)=\cot \alpha$. Similarly, $\partial_{\tilde{\tau}} v(a, y)=0$ for all $y \in\left(-a \cot \gamma_{a}, a \cot \gamma_{a}\right)$.
At the "bottom" of the boundary of $\Sigma_{a}$, one has $v\left(x,-a \cot \gamma_{a}\right) \geq 0$ for all $x \in[-a, a]$. At the "top" of the boundary of $\Sigma_{a}, v\left(x, a \cot \gamma_{a}\right)=u^{\varepsilon}\left(a \cot \gamma_{a}-\varphi(x)\right)$ for all $x \in[-a, a]$ and

$$
\forall x \in[-a, a], \quad|\varphi(x)| \leq a \cot \alpha-\frac{3}{8} \beta \cot \alpha \leq a \cot \alpha
$$

Since $\left(\cot \gamma_{a}-\cot \alpha\right) a \rightarrow+\infty$ as $a \rightarrow+\infty$ and since $u^{\varepsilon}(+\infty)=1+\varepsilon$, it then follows that there exists a real $a_{2}(\varepsilon)>\beta$ such that if $a \geq a_{2}(\varepsilon)$ then $v\left(x, a \cot \gamma_{a}\right)>1$ for all $x \in[-a, a]$.

Let us now choose $a \geq a_{2}(\varepsilon)$. The function $v$ is a supersolution of problem (2.3). With the same arguments as in Lemma 2.2, we finally conclude that $v>u_{c}$ in $[-a, a] \times\left(-a \cot \gamma_{a}, a \cot \gamma_{a}\right)$. In particular, $u_{c}<v$ in $\{y=-|x| \cot \alpha,|x| \leq a\}$ since $0<\gamma_{a}<\alpha$. As a consequence,

$$
\max _{\substack{y=-\cot \alpha|x| \\|x| \leq a}} u_{c}<\max _{\substack{y=-\cot \alpha \\|x| \leq a}}^{|x|} v=\max _{|x| \leq a} u^{\varepsilon}(-\cot \alpha|x|-\varphi(x))=u_{\varepsilon}(0)=\theta .
$$

We complete this section with the following proposition.
PROPOSITION 2.7. If $\varepsilon$ and $\eta>0$ are small enough, then there is a real $a_{0}(\eta, \varepsilon) \geq$ $A_{0}$ such that, for any $a \geq a_{0}(\eta, \varepsilon)$, problem (2.1)-(2.2) has a unique solution $\left(c_{a}, u_{a}\right)$. Furthermore, one has

$$
c_{0}^{\eta} / \sin \alpha \leq c_{a} \leq \tilde{c}_{0}^{\varepsilon} / \sin ^{2} \alpha
$$

Proof. Proposition 2.7 is an immediate consequence of Lemmas 2.4, 2.5, and 2.6. Indeed, let us choose $\varepsilon>0$ and $\eta>0$ small enough and take $a_{0}(\eta, \varepsilon)=$ $\max \left(a_{1}(\eta), a_{2}(\varepsilon)\right)$ : for $a \geq a_{0}(\eta, \varepsilon)$, if $c<c_{0}^{\eta} / \sin \alpha$, then $\max _{\substack{y=-\cot \alpha|x| \\|x| \leq a}} u_{c}>\theta$ from Lemma 2.5 and if $c>\tilde{c}_{0}^{\varepsilon} / \sin ^{2} \alpha$, then $\max _{\substack{y=-\cot \alpha \\|x| \leq a}}|x| u_{c}<\theta$ from Lemma 2.6. From Lemma 2.4, the functions $u_{c}$ are continuously increasing with respect to $c$. Hence, problem (2.1)-(2.2) has a unique solution $\left(c_{a}, u_{a}\right)$ and $c_{0}^{\eta} / \sin \alpha \leq c_{a} \leq \tilde{c}_{0}^{\varepsilon} / \sin ^{2} \alpha$.
2.2. Monotonicity properties of the solutions $\boldsymbol{u}_{\boldsymbol{a}}$. From Proposition 2.7, we assume from now on that $a$ is large enough $\left(a \geq a\left(\eta_{0}, \varepsilon_{0}\right)\right.$, where $\eta_{0}>0, \varepsilon_{0}>0$ are small enough) such that (2.1)-(2.2) has a unique solution $\left(c_{a}, u_{a}\right)$. When there is no ambiguity, we call this solution $(c, u)$. Set $\Sigma_{a}^{-}=(-a, 0) \times\left(-a \cot \gamma_{a}, a \cot \gamma_{a}\right)$ and $\Sigma_{a}^{+}=(0, a) \times\left(-a \cot \gamma_{a}, a \cot \gamma_{a}\right)$. Remember that $C_{i}(i=1, \ldots, 4)$ are the four corners of the rectangle $\Sigma_{a}$.

Proposition 2.8. For a large enough, the unique solution $\left(c_{a}, u_{a}\right)$ of (2.1)-(2.2) is such that
(i) for any $\rho=(\cos \beta, \sin \beta)$ with $\pi / 2-\alpha \leq \beta \leq \pi$, one has $\partial_{\rho} u \geq 0$ in $\overline{\Sigma_{a}^{-}} \backslash\left\{C_{1}, C_{3}\right\}$;
(ii) for any $\rho=(\cos \beta, \sin \beta)$ with $0 \leq \beta \leq \pi / 2+\alpha$, one has $\partial_{\rho} u \geq 0$ in $\overline{\Sigma_{a}^{+}} \backslash\left\{C_{2}, C_{4}\right\}$.

From this proposition we immediately get the following corollary.
Corollary 2.9. (i) The function $u$ is nonincreasing with respect to $x$ in $\overline{\Sigma_{a}^{-}}$and nondecreasing with respect to $x$ in $\overline{\Sigma_{a}^{+}}$.
(ii) For any nonzero vector $\rho \in \overline{\mathcal{C}\left(\vec{e}_{2}, \alpha\right)}$, one has

$$
\partial_{\rho} u \geq 0 \quad \text { in } \quad \tilde{\Sigma}_{a}=\overline{\Sigma_{a}} \backslash\left\{C_{1}, C_{2}, C_{3}, C_{4}\right\}
$$

Proof of Proposition 2.8. By symmetry with respect to $x$ and by continuity, it is sufficient to prove that $\partial_{\rho} u \geq 0$ in $\Sigma_{a}^{-}$for any vector $\rho=(\cos \beta, \sin \beta)$ such that $\pi / 2-\alpha<\beta<\pi$. Let $\rho$ be such a vector.

Let us temporarily consider the case where the function $f$ is of class $C^{1}$ in $[0,1]$. Let $z=(x, y)$ be the generic notation for the points of $\overline{\Sigma_{a}}$. For $\varepsilon>0$ small enough, we are going to compare the functions $u(z)$ and $u(z+\varepsilon \rho)$ in the rectangular domain $R_{\varepsilon}=\overline{\Sigma_{a}^{-} \cap\left(\Sigma_{a}^{-}-\varepsilon \rho\right)}$ (see Figure 3).

Let us first show that

$$
\begin{equation*}
u(z)<u(z+\varepsilon \rho) \text { on } \partial R_{\varepsilon} \tag{2.9}
\end{equation*}
$$

for $\varepsilon$ small enough. Indeed, consider first the "top" and "bottom" boundaries of $R_{\varepsilon}$. Set $\vec{e}_{1}=(1,0)$. If $\rho \cdot \vec{e}_{1}>0$ (as drawn in Figure 3), then those parts of $\partial R_{\varepsilon}$ are $\left[-a,-\varepsilon \rho \cdot \vec{e}_{1}\right] \times\{-a \cot \gamma\}$ and $\left[-a,-\varepsilon \rho \cdot \vec{e}_{1}\right] \times\left\{a \cot \gamma-\varepsilon \rho \cdot \vec{e}_{2}\right\}$. Since $\rho \cdot \vec{e}_{2}>0$, inequality (2.9) is satisfied there because $u=0$ (resp., $u=1$ ) on $[-a, a] \times\{-a \cot \gamma\}$ (resp., $[-a, a] \times\{a \cot \gamma\})$ and because $0<u<1$ in $[-a, a] \times(-a \cot \gamma, a \cot \gamma)$. The other case $\rho \cdot \vec{e}_{1} \geq 0$ can be treated similarly.

On the other hand, on $\{0\} \times[-a \cot \gamma, a \cot \gamma]$, we have $\partial_{y} u>0$ from Lemma 2.2 (remember that $f$ is assumed here to be of class $C^{1}$ ) and $\partial_{x} u=0$ since $u$ is symmetric with respect to $x$ (from Corollary 2.3). Hence, $\partial_{\rho} u>0$ on the compact set $\{0\} \times$ [ $-a \cot \gamma, a \cot \gamma]$. Since the function $\partial_{\rho} u$ is uniformly continuous in a neighborhood of $\{0\} \times[-a \cot \gamma, a \cot \gamma]$, it follows from the finite increment theorem that there exists


Fig. 3. The rectangle $R_{\varepsilon}$.
a real $\tilde{\varepsilon}>0$ such that, if $0<\varepsilon<\tilde{\varepsilon}$, then (2.9) is true on the right-hand side boundary of $R_{\varepsilon}$, namely, $\left\{-\varepsilon \rho \cdot \vec{e}_{1}\right\} \times\left[-a \cot \gamma, a \cot \gamma-\varepsilon \rho \cdot \vec{e}_{2}\right]$ if $\rho \cdot \vec{e}_{1} \geq 0$ (as in Figure 3) or $\{0\} \times\left[-a \cot \gamma, a \cot \gamma-\varepsilon \rho \cdot \vec{e}_{2}\right]$ if $\rho \cdot \vec{e}_{1} \leq 0$.

We now have to deal with the behavior of the function $u$ on the left-hand boundary of $R_{\varepsilon}$ and especially around the corners $C_{1}$ and $C_{3}$. We shall use the following lemma (notice that in this lemma the function $f$ does not need to be of class $C^{1}$ in $[0,1]$ ).

Lemma 2.10. For each $i=1$ or 3 , there exist a neighborhood $V_{i}$ of $C_{i}$ and a real $\varepsilon_{i}>0$ such that

$$
\left(0<\varepsilon<\varepsilon_{i} \text { and } z, z+\varepsilon \rho \in V_{i} \cap \overline{\Sigma_{a}}\right) \Longrightarrow(u(z)<u(z+\varepsilon \rho))
$$

This technical lemma is proved in section 5.
End of the proof of Proposition 2.8. For any point $z=\left(-a, y_{0}\right)$ on the left-hand boundary $\{-a\} \times(-a \cot \gamma, a \cot \gamma)$ of $\Sigma_{a}$, we have $\partial_{\tau} u=0$ and $\partial_{y} u>0$ from Lemma 2.2. Since $\tau=(-\sin \alpha,-\cos \alpha)$ and $\rho=(\cos \beta, \sin \beta)$ with $\pi / 2-\alpha<\beta<\pi$, it follows that $\partial_{\rho} u>0$. Since $u$ is of class $C^{1}$ near the point $z$, there exists a neighborhood $V_{z}$ of $z$ such that $\partial_{\rho} u(x, y)>0$ for any $(x, y) \in V_{z} \cap \overline{\Sigma_{a}}$. Hence, from the finite increment theorem, there exists a real $\varepsilon_{z}>0$ such that if $0<\varepsilon<\varepsilon_{z}$ and if the point $z+\varepsilon \rho$ is in $\overline{V_{z}} \cap \overline{\Sigma_{a}}$, then

$$
u(z)<u(z+\varepsilon \rho) .
$$

Without any restriction, the neighborhoods $V_{1}$ and $V_{3}$ of $C_{1}$ and $C_{3}$, which are given in Lemma 2.10, can be replaced with two open balls $B\left(C_{i}, \delta_{i}\right)$ centered on the points $C_{i}$ and with radii $\delta_{i}(i=1$ or 3$)$. Since $\{-a\} \times\left[-a \cot \gamma+\delta_{1}, a \cot \gamma-\delta_{3}\right]$ is a compact set, there exists a real $\bar{\varepsilon}>0$ such that, if $0<\varepsilon<\bar{\varepsilon}$, if $z=(x, y)$ where $y \in\left[-a \cot \gamma+\delta_{1}, a \cot \gamma-\delta_{3}\right]$, and $x=-a$ in the case $\rho \cdot \vec{e}_{1} \geq 0$ (resp., $x=-a-\varepsilon \rho \cdot \vec{e}_{1}$ in the case $\rho \cdot \vec{e}_{1}<0$ ), then $z, z+\varepsilon \rho \in R_{\varepsilon}$ and

$$
u(z)<u(z+\varepsilon \rho) .
$$

From Lemma 2.10, we conclude that, if $0<\varepsilon<\min \left(\varepsilon_{1}, \varepsilon_{3}, \bar{\varepsilon}\right)$, then (2.9) is true on the left-hand boundary of $R_{\varepsilon}$, namely, on $\left\{-a-\varepsilon \rho \cdot \vec{e}_{1}\right\} \times\left[-a \cot \gamma, a \cot \gamma-\varepsilon \rho \cdot \vec{e}_{2}\right]$ or $\{-a\} \times\left[-a \cot \gamma, a \cot \gamma-\varepsilon \rho \cdot \vec{e}_{2}\right]$ according to the sign of $\rho \cdot \vec{e}_{1}$.

Finally, we set $\varepsilon_{0}=\min \left(\tilde{\varepsilon}, \varepsilon_{1}, \varepsilon_{3}, \bar{\varepsilon}\right)$ (remember that $\tilde{\varepsilon}$ has been defined just before Lemma 2.10). For any $\varepsilon \in\left(0, \varepsilon_{0}\right)$ and for any $z \in \partial R_{\varepsilon}$, the points $z$ and $z+\varepsilon \rho$ are in $\overline{\Sigma_{a}}$ and we have $u(z)<u(z+\varepsilon \rho)$. Next, as in the proof of Lemma 2.2, that is to say by using a sliding method along the direction $\vec{e}_{2}$ and the fact that $u$ is increasing with respect to $y$, we find that

$$
u(z)<u(z+\varepsilon \rho) \text { in } R_{\varepsilon}
$$

This completes the proof of Proposition 2.8 in the case where the function $f$ is of class $C^{1}$ in $[0,1]$.

If $f$ is not of class $C^{1}$ in $[0,1]$, we can however approximate it by a sequence of functions $f_{n}$ of class $C^{1}$ which are such that $\left\|f_{n}^{\prime}\right\|_{L^{\infty}([0,1])} \leq C,\left\|f-f_{n}\right\|_{L^{\infty}([0,1])} \rightarrow 0$ as $n \rightarrow+\infty$ and which satisfy (1.4) with ignition temperature $\theta_{n} \rightarrow \theta$ as $n \rightarrow+\infty$. Under the notation of Lemmas 2.5 and 2.6 , there exist two positive reals $\varepsilon_{1}$ and $\eta_{1}$ such that, for $n$ large enough, we have $f_{\eta_{1}} \leq f_{n} \leq f^{\varepsilon_{1}}$, whence $f_{\eta_{1}} \leq f \leq f^{\varepsilon_{1}}$ by taking the limit $n \rightarrow+\infty$. Thus, as in the proof of Proposition 2.7, for $n$ large enough and for $a \geq \max \left(a_{1}\left(\eta_{1}\right), a_{2}\left(\varepsilon_{1}\right)\right)$, we get that there exists a unique solution $\left(c_{n}, u_{n}\right)$ of
(2.1)-(2.2) with the source term $f_{n}$ as well as a unique solution $\left(c_{a}, u_{a}\right)$ of (2.1)-(2.2) with the source term $f$. Furthermore, one has $c_{0}^{\eta_{1}} / \sin \alpha \leq c_{n} \leq \tilde{c}_{0}^{\varepsilon_{1}} / \sin ^{2} \alpha$.

Choose any $a \geq \max \left(a_{1}\left(\eta_{1}\right), a_{2}\left(\varepsilon_{1}\right)\right)$. First of all, up to extraction of some subsequence, we can assume that $c_{n} \rightarrow \tilde{c} \in \mathbb{R}$. From the standard elliptic estimates up to the boundary, we can extract a subsequence $u_{n^{\prime}}$ which approaches a solution $u$ of (2.4) with the speed $\tilde{c}$ in the spaces $W_{l o c}^{2, p}\left(\tilde{\Sigma}_{a}\right) \cap C_{l o c}\left(\tilde{\Sigma}_{a}\right)$. Furthermore, for each $i \in\{1, \ldots, 4\}$, there exists a function $\bar{v}_{i}$ defined in a neighborhood $V_{i}$ of the corner $C_{i}$ such that $\bar{v}_{i}\left(C_{i}\right)=0$ and, for all $n^{\prime}$ large enough,

$$
\begin{array}{rrrr}
\text { if } i=1 \text { or } 2, & u_{n^{\prime}}(x, y) & \leq \bar{v}_{i}(x, y)  \tag{2.10}\\
\text { if } i=3 \text { or } 4, & 1-u_{n^{\prime}}(x, y) & \leq \bar{v}_{i}(x, y)
\end{array} \quad \text { in } V_{i} \cap \overline{\Sigma_{a}}
$$

(see Remark 5.2). As a consequence, the function $\tilde{u}$ can be extended by continuity at the four corners $C_{i}$. Hence, $\tilde{u}$ is the unique solution of (2.3) with the speed $\tilde{c}$. On the other hand, by passage to the limit $n^{\prime} \rightarrow \infty$, the statements of Proposition 2.8 hold good for the function $\tilde{u}$. In particular, it follows that $\tilde{u}$ fulfills (2.2). Finally, from Lemma 2.4, we conclude that $(\tilde{c}, \tilde{u})=\left(c_{a}, u_{a}\right)$. This completes the proof of Proposition 2.8.
3. Passage to the limit in the whole plane. In the previous section, we proved the existence and the uniqueness of a solution $\left(c_{a}, u_{a}\right)$ to problem (2.1)-(2.2) for $a$ large enough. Moreover, we found several a priori bounds for the speeds $c_{a}$ as well as a priori monotonicity properties for the functions $u_{a}$. We are now going to pass to the limit $a \rightarrow \infty$.

Proposition 3.1. There exists a sequence $a_{n} \rightarrow \infty$, a real $c$, and a function $u$ such that $c_{a_{n}} \rightarrow c$ in $\mathbb{R}$ and $u_{a_{n}} \rightarrow u$ in $W_{\text {loc }}^{2, p}\left(\mathbb{R}^{2}\right)$ for all $p>1$. Furthermore, the real $c$ is such that

$$
\frac{c_{0}}{\sin \alpha} \leq c \leq \frac{c_{0}}{\sin ^{2} \alpha}
$$

and the function $u$ satisfies

$$
\begin{gather*}
\Delta u-c \partial_{y} u+f(u)=0 \text { in } \mathbb{R}^{2},  \tag{3.1}\\
0<u<1 \text { in } \mathbb{R}^{2}, \\
\forall(x, y) \in \mathbb{R}^{2}, \quad u(x, y)=u(-x, y), \\
\max _{\substack{y \leq-\cot _{\alpha}|x| \\
x \in \mathbb{R}}} u=u(0,0)=\theta,  \tag{3.2}\\
\left\{\begin{array}{l}
\forall \rho=(\cos \beta, \sin \beta) \text { such that } \pi / 2-\alpha \leq \beta \leq \pi, \quad \partial_{\rho} u(x, y) \geq 0 \text { if } x \leq 0, \\
\forall \rho=(\cos \beta, \sin \beta) \text { such that } 0 \leq \beta \leq \pi / 2+\alpha, \quad \partial_{\rho} u(x, y) \geq 0 \text { if } x \geq 0 .
\end{array}\right. \tag{3.3}
\end{gather*}
$$

Corollary 3.2. For all $\rho=(\cos \beta, \sin \beta)$ with $\pi / 2-\alpha \leq \beta \leq \pi / 2+\alpha$, one has

$$
\partial_{\rho} u \geq 0 \quad \text { in } \mathbb{R}^{2}
$$

Proof of Proposition 3.1. Under the notation of Proposition 2.7, choose $\varepsilon=$ $\eta=1 / n$ where the integer $n$ is large enough and set $a_{n}=a_{0}(1 / n, 1 / n)$. For $n$ large enough, problem (2.1)-(2.2) has a unique solution $\left(c_{n}, u_{n}\right)$ in $\Sigma_{a_{n}}$ and one has $c_{0}^{1 / n} / \sin \alpha \leq c_{n} \leq \tilde{c}_{0}^{1 / n} / \sin ^{2} \alpha$.

From the results of [9], we have $c_{0}^{1 / n}$ and $\tilde{c}_{0}^{1 / n} \rightarrow c_{0}$ as $n \rightarrow \infty$. Hence there exists a subsequence, that is still called $\left(c_{n}\right)$, such that $c_{n} \rightarrow c \in\left[c_{0} / \sin \alpha, c_{0} / \sin ^{2} \alpha\right]$. For
any compact set $K$ of $\mathbb{R}^{2}$, from the standard elliptic estimates, the sequence $\left(u_{a_{n}}\right)$ is bounded in $W^{2, p}(K)$ (for $a_{n}$ large enough such that $\overline{\Sigma_{a_{n}}} \subset \stackrel{o}{K}$ ). Hence, from the diagonal extraction process, there exists a subsequence that is still called $\left(u_{a_{n}}\right)$ and a function $u$ such that $u_{a_{n}} \rightarrow u$ in $W_{l o c}^{2, p}\left(\mathbb{R}^{2}\right)$ for all $p>1$. The function $u$ satisfies (3.1). From the Sobolev injections and since $f$ is Lipschitz continuous, the function $u$ is in $C_{l o c}^{2, \mu}\left(\mathbb{R}^{2}\right)$ for all $0 \leq \mu<1$.

Since $u(0,0)=\lim u_{n}(0,0)=\theta$ and since $0 \leq u \leq 1$, the strong maximum principle implies that $0<u<1$ in $\mathbb{R}^{2}$. The symmetry of $u$ with respect to $x$ derives from the symmetry of $u_{n}$. The assertions (3.3) come from Proposition 2.8. Together with (2.2), they yield the normalization condition (3.2).
3.1. Exponential decay properties. For any $z=(x, y) \in \mathbb{R}^{2}$, let us define

$$
T_{z}=(-|x|,|x|) \times(-\infty, y) \cup \mathcal{C}\left((x, y),-\vec{e}_{2}, \alpha\right) \cup \mathcal{C}\left((-x, y),-\vec{e}_{2}, \alpha\right)
$$

Proposition 3.3. Let $x_{0}$ be in $\mathbb{R}$.
(i) There exists a real $y_{0} \in\left[-\left|x_{0}\right| \cot \alpha, 0\right]$ such that $u\left(x_{0}, y_{0}\right)=\theta$.
(ii) Set $z_{0}=\left(x_{0}, y_{0}\right)$. The following exponential decay holds in $\overline{T_{z_{0}}}$ :

$$
\begin{align*}
\forall z=(x, y) \in \overline{T_{z_{0}}}, \quad u(z) \leq & 2 \theta e^{-c \sin \alpha \cos \alpha\left|x_{0}\right|} \cosh (c \sin \alpha \cos \alpha x) e^{c \sin ^{2} \alpha\left(y-y_{0}\right)}  \tag{3.4}\\
& +\theta e^{c\left(y-y_{0}\right)}
\end{align*}
$$

(iii) A similar estimate is true in $\overline{\mathcal{C}\left(z_{0},-\overrightarrow{e_{2}}, \alpha\right)}$. Namely, for all $\pi / 2-\alpha \leq \varphi \leq$ $\pi / 2+\alpha$ and $\rho=(\cos \varphi,-\sin \varphi)$, we have

$$
\begin{equation*}
\forall \lambda \geq 0, \quad u\left(z_{0}+\lambda \rho\right) \leq 2 \theta \cosh (c \lambda \sin \alpha \cos \alpha \cos \varphi) e^{-c \lambda \sin ^{2} \alpha \sin \varphi} \tag{3.5}
\end{equation*}
$$

REMARK 3.4. By taking $z_{0}=(0,0)$ and $\vec{k} \in \mathcal{C}\left(-\overrightarrow{e_{2}}, \alpha\right)$ in (3.5), it follows that the function $u$ fulfills (1.2) and (1.8).

Corollary 3.5. The function $u$ is increasing in $y$.
Proof. From Corollary 3.2, we know that $u(x, y)$ is nondecreasing in $y$. Suppose that $u\left(x_{0}, y_{0}\right)=u\left(x_{0}, y_{0}^{\prime}\right)$ where $x_{0} \in \mathbb{R}$ and $y_{0}<y_{0}^{\prime}$. It follows that $u$ is equal to a constant $u_{0}$ in $\overline{\mathcal{C}\left(\left(x_{0}, y_{0}\right), \vec{e}_{2}, \alpha\right)} \cap \overline{\mathcal{C}\left(\left(x_{0}, y_{0}^{\prime}\right),-\vec{e}_{2}, \alpha\right)}$. This constant $u_{0}$ is then a zero of the function $f$. Since $0<u<1$ in $\mathbb{R}^{2}$ and $f>0$ on $(\theta, 1)$, we get $u_{0} \in(0, \theta]$. The monotonicity properties imply that $u \leq u_{0}$ in the cone $\mathcal{C}=\mathcal{C}\left(\left(x_{0}, y_{0}^{\prime}\right),-\vec{e}_{2}, \alpha\right)$ and that the function $u$ satisfies

$$
\Delta u-c \partial_{y} u=0 \text { in } \mathcal{C}
$$

In $\mathcal{C}$, the function $u$ reaches its maximum $u_{0}$ at an interior point, for instance, $\left(x_{0},\left(y_{0}+\right.\right.$ $\left.y_{0}^{\prime}\right) / 2$ ). From the strong maximum principle, $u$ is then equal to $u_{0}$ in $\overline{\mathcal{C}}$. This is impossible because $u\left(x_{0}, y\right) \rightarrow 0$ as $y \rightarrow-\infty$ from inequality (3.5).

Proof of Proposition 3.3. From the symmetry of $u$ with respect to $x$, we may suppose that $x_{0} \geq 0$. Let now $a>x_{0}$. By Proposition 2.8, we have $u_{a}\left(x_{0}, 0\right) \geq \theta$ and $u_{a}\left(x_{0},-x_{0} \cot \alpha\right) \leq \theta$. Since $u_{a}$ is continuous, there exists a real $y_{a}$ in $\left[-x_{0} \cot \alpha, 0\right]$ such that $u_{a}\left(x_{0}, y_{a}\right)=\theta$. Since the $y_{a}$ are bounded and since the functions $u_{a}$ approach $u$ in $C_{l o c}^{1}\left(\mathbb{R}^{2}\right)$ (for a certain sequence $a \rightarrow+\infty$ ), then there exists a real $y_{0}$ in $\left[-x_{0} \cot \alpha, 0\right]$ such that $y_{a} \rightarrow y_{0}$ (for a sequence $a \rightarrow \infty$ ) and $u\left(x_{0}, y_{0}\right)=\theta$. This yields the assertion (i) of Proposition 3.3.

Let $z_{0}=\left(x_{0}, y_{0}\right)$. Let us now consider the open trapezium $D_{a}$ whose vertices are the four points $C_{1}=\left(-a,-a \cot \gamma_{a}\right), S_{1}=\left(-x_{0}, y_{a}\right), S_{2}=\left(x_{0}, y_{a}\right)$, and $C_{2}=$
$\left(a,-a \cot \gamma_{a}\right)$. The angles between $-\vec{e}_{2}$ and each side [ $S_{1}, C_{1}$ ] and $\left[S_{2}, C_{2}\right.$ ] are equal and, since $y_{a} \geq-x_{0} \cot \alpha \geq-x_{0} \cot \gamma_{a}$, they are not larger than $\gamma_{a}$ and, a fortiori, they are less than $\alpha$. Hence, from Proposition 2.8 we have

$$
u_{a} \leq \theta \text { in } \overline{D_{a}}
$$

and

$$
\Delta u_{a}-c_{a} \partial_{y} u_{a}=0 \text { in } D_{a}
$$

We are now going to compare $u_{a}$ with the sum of three exponential functions in $D_{a}$. Choose any point $z_{1}=\left(x_{1}, y_{1}\right)$ in the open set $T_{z_{0}}$. Since $y_{a} \rightarrow y_{0}$ and $\gamma_{a} \rightarrow \alpha$, there exists a positive real $a_{0}$ such that $z_{1} \in D_{a}$ for all $a \geq a_{0}$. Let $c^{\prime}$ be a real in $(0, c \sin \alpha)-$ notice that this is possible since $\sin \alpha>0$ and $c \sin \alpha \geq c_{0}>0$. Let us set $r_{a}=1 / \sqrt{\left(a \cot \gamma_{a}+y_{a}\right)^{2}+\left(-a+x_{0}\right)^{2}}$ and define

$$
w_{a}(x, y)=f_{1}(x, y)+f_{2}(x, y)+f_{3}(x, y)
$$

where

$$
\left\{\begin{aligned}
f_{1}(x, y) & =\theta e^{-c^{\prime} r_{a}\left(\left(a \cot \gamma_{a}+y_{a}\right)\left(x+x_{0}\right)+\left(x_{0}-a\right)\left(y-y_{a}\right)\right)} \\
f_{2}(x, y) & =\theta e^{-c^{\prime} r_{a}\left(-\left(a \cot \gamma_{a}+y_{a}\right)\left(x-x_{0}\right)+\left(x_{0}-a\right)\left(y-y_{a}\right)\right)} \\
f_{3}(x, y) & =\theta e^{c^{\prime} / \sin \alpha\left(y-y_{a}\right)}
\end{aligned}\right.
$$

In particular, we have $w_{a} \geq \theta \geq u_{a}$ on $\partial D_{a}$. Moreover, a straightforward calculation gives

$$
\Delta w_{a}-c_{a} \partial_{y} w_{a}=c^{\prime}\left(c^{\prime}-c_{a} r_{a}\left(a-x_{0}\right)\right)\left(f_{1}+f_{2}\right)+\frac{c^{\prime}}{\sin ^{2} \alpha}\left(c^{\prime}-c_{a} \sin \alpha\right) f_{3}
$$

Since $c^{\prime}>0$ and since $c_{a} \rightarrow c>c^{\prime} / \sin \alpha, r_{a}\left(a-x_{0}\right) \rightarrow \sin \alpha$ as $a \rightarrow \infty$, it follows that

$$
\Delta w_{a}-c_{a} \partial_{y} w_{a}<0 \text { in } D_{a}
$$

for $a$ large enough. From the maximum principle, we deduce that $u_{a}<w_{a}$ in $D_{a}$. By passing to the limit $a \rightarrow \infty$, we obtain

$$
\begin{aligned}
u\left(x_{1}, y_{1}\right) \leq & \theta e^{-c^{\prime}\left[\cos \alpha\left(x_{1}+x_{0}\right)-\sin \alpha\left(y_{1}-y_{0}\right)\right]} \\
& +\theta e^{-c^{\prime}\left[-\cos \alpha\left(x_{1}-x_{0}\right)-\sin \alpha\left(y_{1}-y_{0}\right)\right]}+\theta e^{c^{\prime} / \sin \alpha\left(y_{1}-y_{0}\right)}
\end{aligned}
$$

Since this is true for any $c^{\prime}<c \sin \alpha$, we can pass to the limit $c^{\prime} \rightarrow c \sin \alpha$ and we get

$$
u\left(x_{1}, y_{1}\right) \leq 2 \theta \cosh \left(c \sin \alpha \cos \alpha x_{1}\right) e^{c \sin ^{2} \alpha\left(y_{1}-y_{0}\right)-c \sin \alpha \cos \alpha x_{0}}+\theta e^{c\left(y_{1}-y_{0}\right)}
$$

This can be extended by continuity in $\overline{T_{z_{0}}}$. This gives assertion (ii) of Proposition 3.3.
In the same way, we could prove that for any $x_{0} \geq 0$,

$$
u(x, y) \leq 2 \theta \cosh \left(c \sin \alpha \cos \alpha\left(x-x_{0}\right)\right) e^{c \sin ^{2} \alpha\left(y-y_{0}\right)} \quad \text { in } \overline{\mathcal{C}\left(z_{0},-\overrightarrow{e_{2}}, \alpha\right)}
$$

by comparing the function $u_{a}$ with the sum of two suitable exponential functions in the triangles whose vertices are $S_{1}=\left(-a+2 x_{0},-a \cot \gamma_{a}\right), S_{2}=\left(x_{0}, y_{0}\right)$, and $S_{3}=\left(a,-a \cot \gamma_{a}\right)$. This corresponds to assertion (iii) of Proposition 3.3. The case $x_{0} \leq 0$ can be treated by symmetry.
3.2. Estimating the speed $\boldsymbol{c}$ : Proof of formula (1.7). Consider now a sequence $x_{n} \rightarrow-\infty$ and, for any $x_{n}$, let $y_{n}$ be the unique real such that $u\left(x_{n}, y_{n}\right)=\theta$. One has $x_{n} \cot \alpha \leq y_{n} \leq 0$. Move the origin at the point $\left(x_{n}, y_{n}\right)$ and consider the functions

$$
v_{n}(x, y)=u\left(x+x_{n}, y+y_{n}\right) \text { in } \mathbb{R}^{2}
$$

From the standard elliptic estimates and the Sobolev injections, the functions $v_{n}$ are bounded in $W_{\text {loc }}^{2, p}\left(\mathbb{R}^{2}\right)$ for all $1<p<\infty$ and approach, up to extraction of some subsequence, a function $v \in \underset{p>1}{\cap} W_{\text {loc }}^{2, p}\left(\mathbb{R}^{2}\right)$, such that

$$
\left\{\begin{align*}
& \Delta v-c \partial_{y} v+f(v)=0 \text { in } \mathbb{R}^{2}  \tag{3.6}\\
& v(0,0)=\theta
\end{align*}\right.
$$

The function $v$ has the following monotonicity properties.
Lemma 3.6. For any $\rho=(\cos \varphi,-\sin \varphi)$ such that $0 \leq \varphi \leq \pi / 2+\alpha$, one has the following:
(i) the function $v$ is nonincreasing in the direction $\rho$;
(ii) it also holds that

$$
\begin{equation*}
\forall \lambda \geq 0, \quad v(\lambda \rho) \leq \theta e^{-c \lambda \sin \alpha \cos (\alpha-\varphi)}+\theta e^{-c \lambda \sin \varphi} \tag{3.7}
\end{equation*}
$$

Proof. Let $\rho$ be as in the lemma above. Let $z=(x, y)$ be any point in $\mathbb{R}^{2}$ and let $\lambda>0$. Consider both points $z$ and $z+\lambda \rho$. Since $x_{n} \rightarrow-\infty$, we have $x+x_{n} \leq 0$ and $x+x_{n}+\lambda \cos \varphi \leq 0$ for $n$ large enough. From (3.3), we have, for $n$ large enough,

$$
v_{n}(z)=u\left(x+x_{n}, y+y_{n}\right) \geq u\left(x+x_{n}+\lambda \cos \varphi, y+y_{n}-\lambda \sin \varphi\right)=v_{n}(z+\lambda \rho)
$$

By taking the limit $n \rightarrow \infty$, it follows that $v(z) \geq v(z+\lambda \rho)$. This gives the assertion (i).

Consider the set

$$
T_{n}=\left(-\left|x_{n}\right|,\left|x_{n}\right|\right) \times\left(-\infty, y_{n}\right) \cup \mathcal{C}\left(\left(x_{n}, y_{n}\right),-\vec{e}_{2}, \alpha\right) \cup \mathcal{C}\left(\left(-x_{n}, y_{n}\right),-\vec{e}_{2}, \alpha\right)
$$

Under the notation of section 3.1, we have $T_{n}=T_{z_{n}=\left(x_{n}, y_{n}\right)}$. Since $x_{n} \rightarrow-\infty$, the points $\left(x_{n}, y_{n}\right)+\lambda \rho$ are in $\overline{T_{n}}$ for $n$ large enough. Hence, inequality (3.4) implies that

$$
\begin{aligned}
v_{n}(\lambda \rho) \leq & 2 \theta e^{-c\left|x_{n}\right| \sin \alpha \cos \alpha} \cosh \left(c \sin \alpha \cos \alpha\left(x_{n}+\lambda \cos \varphi\right)\right) e^{-c \lambda \sin ^{2} \alpha \sin \varphi} \\
& +\theta e^{-c \lambda \sin \varphi}
\end{aligned}
$$

Since $x_{n} \rightarrow-\infty$, we obtain at the limit $n \rightarrow \infty$

$$
v(\lambda \rho) \leq \theta e^{-c \lambda \sin \alpha \cos \alpha \cos \varphi} e^{-c \lambda \sin ^{2} \alpha \sin \varphi}+\theta e^{-c \lambda \sin \varphi}
$$

This completes the proof of Lemma 3.6.
Proposition 3.7. The speed $c$ is equal to $c_{0} / \sin \alpha$.
Proof. From (1.7), we already know that $c_{0} / \sin \alpha \leq c \leq c_{0} / \sin ^{2} \alpha$. Let us suppose that $c>c_{0} / \sin \alpha$.

First step: Construction of a supersolution. As in the proof of Lemma 2.6, we use the same functions $f^{\varepsilon} \geq f$ such that $f^{\varepsilon} \equiv 0$ on $[0, \theta-\varepsilon] \cup\{1+\varepsilon\}, f^{\varepsilon}>0$ on
$(\theta-\varepsilon, 1+\varepsilon)$, and $f^{\varepsilon} \rightarrow f$ as $\varepsilon \rightarrow 0$ uniformly in $[0,1]$. For each $\varepsilon>0$, there exists a unique solution $\left(\bar{c}_{0}^{\varepsilon}, U^{\varepsilon}\right)$ of

$$
\left\{\begin{align*}
\left(U^{\varepsilon}\right)^{\prime \prime}-\bar{c}_{0}^{\varepsilon}\left(U^{\varepsilon}\right)^{\prime}+f^{\varepsilon}\left(U^{\varepsilon}\right) & =0 \quad \text { in } \mathbb{R},  \tag{3.8}\\
U^{\varepsilon}(-\infty)=\varepsilon, U^{\varepsilon}(0)=\theta, U^{\varepsilon}(+\infty) & =1+\varepsilon
\end{align*}\right.
$$

From the results in [9], we have $\bar{c}_{0}^{\varepsilon} \rightarrow c_{0}$ as $\varepsilon \rightarrow 0$. Now choose $\varepsilon>0$ such that

$$
c>\bar{c}_{0}^{\varepsilon} / \sin \alpha
$$

and denote by $U$ the function $U^{\varepsilon}$.
Let us consider the new variables

$$
X=y \cos \alpha+x \sin \alpha \quad \text { and } \quad Y=y \sin \alpha-x \cos \alpha
$$

The variables $(X, Y)$ are obtained from $(x, y)$ by a rotation of angle $\pi / 2-\alpha$ around the origin.

We are looking for a supersolution of (3.6) of the type

$$
w(x, y)=U(Y-\phi(X))
$$

For such a function $w$, we have

$$
\begin{equation*}
\Delta w-c \partial_{y} w+f(w)=A(X) U^{\prime}(Y-\phi(X))+f(U)-f_{\varepsilon}(U)-\phi^{2} f_{\varepsilon}(U) \tag{3.9}
\end{equation*}
$$

where

$$
A(X)=\bar{c}_{0}^{\varepsilon}\left(1+\phi^{2}\right)-\phi^{\prime \prime}-c\left(\sin \alpha-\cos \alpha \phi^{\prime}\right)
$$

Since $f_{\varepsilon} \geq f \geq 0$ and $U^{\prime}>0$, in order to make the right-hand side of (3.9) nonpositive, it is sufficient to choose a function $\phi$ in such a way that $A(X) \leq 0$. Let $\phi$ be defined by

$$
\phi(X)=-\frac{1}{c \sin \alpha} \ln \left(e^{-c \sin \alpha \tan \beta X}+e^{c \sin \alpha \cot (\alpha-\beta) X}\right)
$$

where $\beta>0$ shall be chosen later. Set $\delta=\cot (\alpha-\beta)+\tan \beta$. It is easy to check that

$$
A(X)=\frac{1}{\left(1+e^{c \sin \alpha \delta X}\right)^{2}}\left[B(\beta) e^{2 c \sin \alpha \delta X}+C(\beta) e^{c \sin \alpha \delta X}+D(\beta)\right]
$$

where

$$
\left\{\begin{aligned}
B(\beta)= & \bar{c}_{0}^{\varepsilon}-c \sin \alpha-c \cos \alpha \cot (\alpha-\beta)+\bar{c}_{0}^{\varepsilon} \cot ^{2}(\alpha-\beta) \\
C(\beta)= & 2\left(\bar{c}_{0}^{\varepsilon}-c \sin \alpha\right)-c \cos \alpha \cot (\alpha-\beta) \\
& +c \cos \alpha \tan \beta-2 \bar{c}_{0}^{\varepsilon} \tan \beta \cot (\alpha-\beta)+c \sin \alpha \delta^{2} \\
D(\beta)= & \bar{c}_{0}^{\varepsilon}-c \sin \alpha+c \cos \alpha \tan \beta+\bar{c}_{0}^{\varepsilon} \tan ^{2} \beta
\end{aligned}\right.
$$

As $\beta \rightarrow 0$, we have $B(\beta) \rightarrow \bar{c}_{0}^{\varepsilon} / \sin ^{2} \alpha-c / \sin \alpha<0, C(\beta) \rightarrow 2\left(\bar{c}_{0}^{\varepsilon}-c \sin \alpha\right)<0$, and $D(\beta) \rightarrow \bar{c}_{0}^{\varepsilon}-c \sin \alpha<0$. Hence, we can choose $\beta \in(0, \alpha)$ small enough such that $B(\beta), C(\beta), D(\beta)<0$.

Let $\beta$ be chosen as above. The function $w(x, y)$ is then a supersolution of (3.6) in the sense that

$$
\begin{equation*}
\Delta w-c \partial_{y} w+f(w)<0 \text { in } \mathbb{R}^{2} \tag{3.10}
\end{equation*}
$$



Fig. 4. The set $E_{\lambda_{0}}$.

Second step: Initialization of a sliding method. For any $\lambda_{0}$, we set

$$
\begin{equation*}
E_{\lambda_{0}}=\left\{z=(\lambda \cos \varphi,-\lambda \sin \varphi) \in \mathbb{R}^{2}, 0 \leq \varphi \leq \pi / 2+\alpha, \lambda \geq \lambda_{0}\right\} \tag{3.11}
\end{equation*}
$$

(see Figure 4).
Lemma 3.8. There exists $\lambda_{0}>0$ such that

$$
w>v \text { in } E_{\lambda_{0}}
$$

Proof. Assume that the previous conclusion is not true. There exist then two sequences $0 \leq \lambda_{n} \rightarrow+\infty$ and $z_{n}=\left(x_{n}, y_{n}\right)=\left(\lambda_{n} \cos \varphi_{n},-\lambda_{n} \sin \varphi_{n}\right) \in E_{\lambda_{n}}$ such that $w\left(z_{n}\right) \leq v\left(z_{n}\right)$.

Set $X_{n}=y_{n} \cos \alpha+x_{n} \sin \alpha=\lambda_{n} \sin \left(\alpha-\varphi_{n}\right)$ and $Y_{n}=y_{n} \sin \alpha-x_{n} \cos \alpha=$ $-\lambda_{n} \cos \left(\alpha-\varphi_{n}\right)$. From (3.6) and Lemma 3.6 (i), it follows that $v \leq \theta$ in $E_{\lambda_{0}}$ and a fortiori in $E_{\lambda_{n}}$ for $n$ large enough. Hence, $w\left(z_{n}\right)=U\left(Y_{n}-\phi\left(X_{n}\right)\right) \leq \theta$. Since $U$ is increasing and $U(0)=\theta$, we get that $Y_{n}-\phi\left(X_{n}\right) \leq 0$. On the other hand, from equation (3.8) satisfied by $U$, we have

$$
\forall \xi \leq 0, \quad U(\xi)=\varepsilon+(\theta-\varepsilon) e^{\bar{c}_{0}^{\varepsilon} \xi}
$$

Hence,

$$
\begin{equation*}
w\left(z_{n}\right)=U\left(Y_{n}-\phi\left(X_{n}\right)\right)=\varepsilon+(\theta-\varepsilon) e^{\bar{c}_{0}^{\varepsilon}\left(Y_{n}-\phi\left(X_{n}\right)\right)} \leq v\left(z_{n}\right) \tag{3.12}
\end{equation*}
$$

Since $\varphi_{n} \in[0, \pi / 2+\alpha]$, up to extraction of some subsequence, the following two cases occur.
(i) $\left.\varphi_{n} \rightarrow \varphi \in\right] 0, \pi / 2+\alpha\left[\right.$. In this case, inequality (3.7) implies that $v\left(z_{n}\right) \rightarrow 0$ as $n \rightarrow+\infty$, whereas the left-hand side of (3.12) is greater than the positive constant $\varepsilon$. Case (i) is then impossible.
(ii) $\varphi_{n} \rightarrow 0$ or $\pi / 2+\alpha$. Since $\beta>0$ and since each level set of the function $Y-\phi(X)$ has two asymptotes directed by the vectors $\rho_{1}=(\cos \beta,-\sin \beta)$ and $\rho_{2}=$
$(\cos (\pi / 2+\alpha-\beta),-\sin (\pi / 2+\alpha-\beta))$, the distance between the points $z_{n}$ and the half-lines $\mathbb{R}_{+} \rho_{1}, \mathbb{R}_{+} \rho_{2}$ necessarily approaches $+\infty$. This finally yields that $Y_{n}-$ $\phi\left(X_{n}\right) \rightarrow+\infty$, whence $w\left(z_{n}\right) \rightarrow 1+\varepsilon$ as $n \rightarrow \infty$. This is ruled out by the inequality $w\left(z_{n}\right) \leq v\left(z_{n}\right)<1$.

This completes the proof of Lemma 3.8.
Third step: The sliding method. We are now going to slide $w$ in the $Y$ direction and compare it with the function $v$. For all $\tau \in \mathbb{R}$, we set

$$
w_{\tau}(x, y)=U(\tau+Y-\phi(X)) .
$$

From Lemma 3.8, there exists a real $\lambda_{0}$ such that $w>v$ in $E_{\lambda_{0}}$, whence $w_{\tau}>v$ in $E_{\lambda_{0}}$ for any $\tau \geq 0$ (remember that $U$ is increasing).

The level set $\{Y-\phi(X)=1+\varepsilon / 2\}$ of $w$ has two asymptotes directed by the vectors $(\cos \beta,-\sin \beta)$ and $(\cos (\pi / 2+\alpha-\beta),-\sin (\pi / 2+\alpha-\beta))$. Owing to the definition of $E_{\lambda_{0}}$ and since $0<\beta$, there exists a real $\tau>0$ such that the shifted level set $\{Y+\tau-\phi(X)=1+\varepsilon / 2\}$ in the direction $Y$ is included in $E_{\lambda_{0}}$.

We now claim that

$$
w_{\tau}>v \text { in } \mathbb{R}^{2} .
$$

Indeed, we already know that this is true in $E_{\lambda_{0}}$. But in $\mathbb{R}^{2} \backslash E_{\lambda_{0}}$, we have $w_{\tau}(x, y)=$ $U(\tau+Y-\phi(X)) \geq 1+\varepsilon / 2$ from the definition of $\tau$. Hence,

$$
w_{\tau}(x, y) \geq 1+\varepsilon / 2>v(x, y) \text { in } \mathbb{R}^{2} \backslash E_{\lambda_{0}} .
$$

Let us now slide $w$ in the $Y$-direction. In other words, let us decrease $\tau$ and call

$$
\tau^{*}=\inf \left\{\tau \in \mathbb{R}, w_{\tau}>v \text { in } \mathbb{R}^{2}\right\} .
$$

This real is finite because $w_{\tau}(0,0) \rightarrow U(-\infty)=\varepsilon<\theta$ as $\tau \rightarrow-\infty$ and $v(0,0)=\theta$. Since $U$ is increasing, we have $w_{\tau}>v$ for all $\tau>\tau^{*}$. By continuity, we find that

$$
w_{\tau^{*}} \geq v \text { in } \mathbb{R}^{2} .
$$

Since the function $w_{\tau^{*}}$ satisfies (3.10), the nonnegative function $z=w_{\tau^{*}}-v$ is such that

$$
\Delta z-c \partial_{y} z+c(x, y) z \leq 0 \text { in } \mathbb{R}^{2}
$$

for some bounded function $c(x, y)$. From the strong maximum principle, one of the following two situations occurs:
(i) $w_{\tau^{*}} \equiv v$ in $\mathbb{R}^{2}$,
(ii) $w_{\tau^{*}}>v$ in $\mathbb{R}^{2}$.

Case (i) cannot occur since $w_{\tau^{*}} \rightarrow 1+\varepsilon$ as $Y \rightarrow+\infty$, whereas $v<1$ in $\mathbb{R}^{2}$. If case (ii) occurs, let us consider an increasing sequence $\tau_{n} \rightarrow \tau^{*}$. For each $n$, owing to the definition of $\tau^{*}$, there exists a point $\left(x_{n}, y_{n}\right) \in \mathbb{R}^{2}$ such that $w_{\tau_{n}}\left(x_{n}, y_{n}\right) \leq$ $v\left(x_{n}, y_{n}\right)$. The points $\left(x_{n}, y_{n}\right)$ cannot be bounded; otherwise there would exist a point $(\bar{x}, \bar{y}) \in \mathbb{R}^{2}$ such that $w_{\tau^{*}}(\bar{x}, \bar{y}) \leq v(\bar{x}, \bar{y})$. The latter is impossible because of assumption (ii). Now, as in Lemma 3.8, there exists a real $\tilde{\lambda}_{0}$ such that $w_{\tau_{0}}>v$ in $E_{\tilde{\lambda}_{0}}$. Since the sequence $\left(\tau_{n}\right)$ is increasing, we have $w_{\tau_{n}}>v$ in $E_{\tilde{\lambda}_{0}}$. This implies that $\left(x_{n}, y_{n}\right) \notin E_{\tilde{\lambda}_{0}}$. On the other hand, since $0<\beta$ and since any level set of the function $Y-\phi(X)$ has two asymptotes directed by the vectors $\rho_{1}=(\cos \beta,-\sin \beta)$ and $\rho_{2}=(\cos (\pi / 2+\alpha-\beta),-\sin (\pi / 2+\alpha-\beta))$, it follows that $w_{\tau_{n}}\left(x_{n}, y_{n}\right) \rightarrow 1+\varepsilon$ as $n \rightarrow \infty$. This is impossible since $w_{\tau_{n}}\left(x_{n}, y_{n}\right) \leq v\left(x_{n}, y_{n}\right)<1$.

Finally, the assertion $c>c_{0} / \sin \alpha$ was impossible. Hence, $c=c_{0} / \sin \alpha$. This completes the proof of Proposition 3.7.
3.3. Convergence of the function $u$ to a planar wave far away from the axis of symmetry. The case $\alpha=\pi / 2$ is treated separately. Indeed, in this case, from the uniqueness result in Lemma 2.2, the functions $u_{a}$ only depend on $y$ and they solve $u_{a}^{\prime \prime}-c_{a} u_{a}^{\prime}+f\left(u_{a}\right)=0, u_{a}\left(-a \cot \gamma_{a}\right)=0, u_{a}(0)=\theta$, and $u_{a}\left(a \cot \gamma_{a}\right)=1$. From the construction given in [9], those functions $u_{a}$ approach the solution $U(y)$ of (1.5) as $a \rightarrow+\infty$. This immediately yields the asymptotic limit (1.3) as well as the last assertion of Theorem 1.1.

In the case where $\alpha<\pi / 2$, as in section 3.2, we again consider the function $v$, obtained as the limit of the functions $v_{n}(x, y)=u\left(x+x_{n}, y+y_{n}\right)$, where $x_{n} \rightarrow-\infty$ and $u\left(x_{n}, y_{n}\right)=\theta$. We know that the function $v$ is nonincreasing in each direction $\rho=(\cos \varphi,-\sin \varphi)$ such that $0 \leq \varphi \leq \pi / 2+\alpha$. Furthermore, $v$ has an exponential decay in the set $\{\lambda(\cos \varphi,-\sin \varphi), \lambda \geq 0,0 \leq \varphi \leq \pi / 2+\alpha\}$ of the type (3.7).

Our goal is to prove that $v$ is actually equal to the planar wave $U(Y)=U(y \sin \alpha-$ $x \cos \alpha)$. We divide the proof into four main steps.

First step: Construction of a supersolution. We still use the variables $X=y \cos \alpha+x \sin \alpha$ and $Y=y \sin \alpha-x \cos \alpha$. In the previous section, we considered a supersolution of (3.6) of the type $w(x, y)=U^{\varepsilon}(Y-\phi(X))$, which had two asymptotes directed by the two vectors $\rho_{1}=(\cos \beta,-\sin \beta)$ and $\rho_{2}=(\cos (\pi / 2+\alpha-\beta),-\sin (\pi / 2+$ $\alpha-\beta))(\beta>0$ was a small angle).

Now, consider the function $w$ defined by

$$
w(x, y)=U(Y-\phi(X))
$$

where $U$ is the unique solution of (1.5) such that $U(0)=\theta$ and where

$$
\phi(X)=-\frac{1}{c_{0}} \ln \left(1+e^{c_{0} \cot \alpha X}\right)
$$

Since $c=c_{0} / \sin \alpha$, we have

$$
\begin{equation*}
\Delta w-c \partial_{y} w+f(w)=-\phi^{\prime}(X)^{2} f(U(Y-\phi(X))) \leq \not \equiv 0 \text { in } \mathbb{R}^{2} \tag{3.13}
\end{equation*}
$$

Second step: Initialization of a sliding method. Let $h(X)$ be the function defined as follows:

$$
h(X)= \begin{cases}0 & \text { if } X \leq 0 \\ -X \cot \alpha & \text { if } X \geq 0\end{cases}
$$

Set $E_{0}=\{\lambda(\cos \varphi,-\sin \varphi), \lambda \geq 0,0 \leq \varphi \leq \pi / 2+\alpha\}=\{Y \leq h(X)\}$ (this definition is the same as (3.11)). We claim that

$$
\begin{equation*}
w \geq v \text { in } E_{0} \tag{3.14}
\end{equation*}
$$

Indeed, let $(x, y)=(\lambda \cos \varphi,-\lambda \sin \varphi) \in E_{0}$ with $\lambda \geq 0$ and $0 \leq \varphi \leq \pi / 2+\alpha$. We have $X=\lambda \sin (\alpha-\varphi), Y=-\lambda \cos (\alpha-\varphi)$, and

$$
w(x, y)=U(-\lambda \cos (\alpha-\varphi)-\phi(\lambda \sin (\alpha-\varphi))) .
$$

From Lemma 3.6 (i) and since $v(0,0)=\theta$, one has $v \leq \theta$ in $E_{0}$. Hence, inequality (3.14) is immediately satisfied if $w \geq \theta$. Consider now the case where $w(x, y) \leq \theta$. Since $U(\xi)=\theta e^{c_{0} \xi}$ for $\xi \leq 0$, it follows that

$$
\begin{aligned}
w(x, y) & =U(-\lambda \cos (\alpha-\varphi)-\phi(\lambda \sin (\alpha-\varphi))) \\
& =\theta e^{c_{0}\left(-\lambda \cos (\alpha-\varphi)+\frac{1}{c_{0}} \ln \left(1+e^{c_{0} \lambda \cot \alpha \sin (\alpha-\varphi)}\right)\right)} \\
& =\theta\left(e^{-c \lambda \sin \alpha \cos (\alpha-\varphi)}+e^{-c \lambda \sin \varphi}\right) \\
& \geq v(x, y) \quad \text { by }(3.7) .
\end{aligned}
$$

For any $\tau \in \mathbb{R}$, we set $w_{\tau}(x, y)=U(\tau+Y-\phi(X))$. Since $U$ is increasing, we have

$$
\begin{equation*}
\forall \tau \geq 0, \quad w_{\tau} \geq v \text { in } E_{0} \tag{3.15}
\end{equation*}
$$

On the half-line $\{Y=0, X \leq 0\}$ of $\partial E_{0}$, we have $Y-\phi(X)=-\phi(X) \geq 0$. On the other half-line $\{Y=-\cot \alpha X, X \geq 0\}$ of $\partial E_{0}$, we have $Y-\phi(X)=-\cot \alpha X+$ $1 / c_{0} \ln \left(1+e^{c_{0} \cot \alpha X}\right) \geq 0$. Thus $w_{\tau} \geq U(\tau)$ on $\partial E_{0}$.

Since $f_{-}^{\prime}(1)=\lim _{t \rightarrow 1, t<1} \frac{f(t)-f(1)}{t-1}<0$ and $f \equiv 0$ on $[1, \infty[$, there exists a real $\varepsilon \in(0,1-\theta)$ such that

$$
\begin{equation*}
(t \leq s \in[1-\varepsilon, 1]) \Longrightarrow\left(f(s)-f(t) \leq \frac{f_{-}^{\prime}(1)}{2}(s-t) \leq 0\right) \tag{3.16}
\end{equation*}
$$

Since $U$ is increasing and approaches 1 at $+\infty$, there exists a real $\tau_{1} \geq 0$ such that

$$
\begin{equation*}
\forall \tau \geq \tau_{1}, \quad w_{\tau} \geq 1-\varepsilon \text { on } \partial E_{0} \tag{3.17}
\end{equation*}
$$

Since the function $w$ increases with respect to $Y$, we finally conclude from the definition of $E_{0}$ that

$$
\forall \tau \geq \tau_{1}, \quad w_{\tau} \geq 1-\varepsilon \text { in } \mathbb{R}^{2} \backslash E_{0}
$$

Lemma 3.9. For all $\tau \geq \tau_{1}, w_{\tau} \geq v$ in $\mathbb{R}^{2}$.
Proof. Choose any $\tau \geq \tau_{1}$. By (3.15) and since $\tau_{1} \geq 0$, we already know that $w_{\tau} \geq v$ in $E_{0}$.

Let $\tilde{\Omega}_{+}$be the open set $\tilde{\Omega}_{+}=\mathbb{R}^{2} \backslash E_{0} \cap\left\{w_{\tau}<v\right\}$. In order to prove Lemma 3.9, the only thing we still need to prove is that $\tilde{\Omega}_{+}$is empty. Set $z=w_{\tau}-v$. From (3.6) and (3.13) we have

$$
\Delta z-c \partial_{y} z \leq f(v)-f\left(w_{\tau}\right) \text { in } \mathbb{R}^{2}
$$

In $\tilde{\Omega}_{+}$, the function $v$ satisfies $1 \geq v>w_{\tau} \geq 1-\varepsilon$ from (3.17). From the choice of $\varepsilon$ (see (3.16)), we finally get

$$
\begin{equation*}
\Delta z-c \partial_{y} z+f_{-}^{\prime}(1) / 2 z \leq 0 \text { in } \tilde{\Omega}_{+} \tag{3.18}
\end{equation*}
$$

If $\tilde{\Omega}_{+}$is not empty, define $-\delta=\inf _{\tilde{\Omega}_{+}} z$ (we have $-\varepsilon \leq-\delta<0$ ) and consider a sequence $\left(x_{n}, y_{n}\right) \in \tilde{\Omega}_{+}$such that $z\left(x_{n}, y_{n}\right) \rightarrow-\delta$ as $n \rightarrow \infty$. From the standard elliptic estimates, $\nabla z$ is bounded in $\mathbb{R}^{2}$. There exists then a real $r>0$ such that the open ball $B\left(\left(x_{n}, y_{n}\right), r\right)$ lies in $\tilde{\Omega}_{+}$for $n$ large enough. The functions $z_{n}(x, y)=$ $z\left(x+x_{n}, y+y_{n}\right)$ approach, up to extraction of some subsequence, a function $\tilde{z}$ defined at least in $B((0,0), r)$. This function $\tilde{z}$ reaches its minimum $-\delta<0$ at the point $(0,0)$ and it satisfies $(3.18)$ in $B((0,0), r)$. This is clearly impossible since $f_{-}^{\prime}(1)<0$. Hence, $\tilde{\Omega}_{+}=\emptyset$ and $w_{\tau} \geq v$ in $\mathbb{R}^{2}$ for all $\tau \geq \tau_{1}$.

Third step: Sliding method. We now decrease $\tau$ and we are going to prove the following lemma.

Lemma 3.10. There exist two reals $\tau^{*}, \bar{Y}$ and a sequence of points $\left(x_{n}, y_{n}\right)$ such that the coordinates $\left(X_{n}, Y_{n}\right)$ satisfy $X_{n} \rightarrow-\infty, Y_{n} \rightarrow \bar{Y}$, and

$$
v_{n}(x, y)=v\left(x+x_{n}, y+y_{n}\right) \rightarrow U\left(\tau^{*}+\bar{Y}+Y\right) \text { as } n \rightarrow \infty
$$

in the spaces $W_{\text {loc }}^{2, p}\left(\mathbb{R}^{2}\right)$ for all $p>1$.
Proof. Call

$$
\mathcal{E}=\left\{\tau, w_{\tau} \geq v \text { in } \mathbb{R}^{2}\right\}
$$

The set $\mathcal{E}$ is not empty from Lemma 3.9. Let us define

$$
\tau^{*}=\inf \mathcal{E}
$$

The real $\tau^{*}$ is finite since $w_{\tau}(x, y) \rightarrow 0$ as $\tau \rightarrow-\infty$ for any $(x, y) \in \mathbb{R}^{2}$. By continuity with respect to $\tau$, we have

$$
w_{\tau^{*}} \geq v
$$

Since the function $w_{\tau^{*}}$ is a strict supersolution of (3.1) in the sense that it satisfies (3.13), the strong maximum principle yields that $w_{\tau^{*}}>v$ in $\mathbb{R}^{2}$.

Remember that $\varepsilon$ satisfies (3.16). Owing to the definition of $w$, there exists a real $A \geq 0$ such that

$$
\begin{equation*}
w_{\tau^{*}} \geq 1-\varepsilon / 2 \text { on }\{Y=h(X)+A\} \tag{3.19}
\end{equation*}
$$

Let us set $\Omega_{+}=\{Y \geq h(X)+A\}$ and $\Omega_{-}=E_{0}=\{Y \leq h(X)\}$. By (3.6) and Lemma 3.6, we have already seen that $v \leq \theta$ in $\Omega_{-}$. Last, let $\mathcal{B}=\{h(X)<Y<h(X)+A\}=$ $\mathbb{R}^{2} \backslash\left(\Omega_{+} \cup \Omega_{-}\right)$(see Figure 5).

Comparison of $w_{\tau^{*}-\delta}$ and $v$ on $\partial \Omega_{+}$. Since the function $w$ is Lipschitz continuous and fulfills (3.19), we have $w_{\tau^{*}-\delta} \geq 1-\varepsilon$ on $\partial \Omega_{+}=\{Y=h(X)+A\}$ if $\delta \in\left(0, \delta_{0}\right)$ for $\delta_{0}$ small enough. Two cases may occur:
(i) There exists $\delta_{1} \in\left(0, \delta_{0}\right)$ such that $w_{\tau^{*}-\delta_{1}}>v$ on $\partial \Omega_{+}$.
(ii) For $n$ large enough, there exists a point $\left(x_{n}, y_{n}\right) \in \partial \Omega_{+}$such that

$$
\begin{equation*}
w_{\tau^{*}-1 / n}\left(x_{n}, y_{n}\right) \leq v\left(x_{n}, y_{n}\right) \tag{3.20}
\end{equation*}
$$

Study of case (i). In this case, we argue as in the proof of Lemma 3.9 and conclude that $w_{\tau^{*}-\delta_{1}} \geq v$ in $\Omega_{+}$. As a consequence, for all $\delta \in\left[0, \delta_{1}\right]$, one has $w_{\tau^{*}-\delta} \geq v$ in $\Omega_{+}$.


Fig. 5. The sets $\Omega_{+}, \Omega_{-}$, and $\mathcal{B}$.

Study of case (ii). In this case, the points $\left(x_{n}, y_{n}\right)$ cannot be bounded; otherwise there exists a point $(\bar{x}, \bar{y}) \in \partial \Omega_{+}$such that $w_{\tau^{*}}(\bar{x}, \bar{y})=v(\bar{x}, \bar{y})$. But we have already seen that $w_{\tau^{*}}>v$ in $\mathbb{R}^{2}$. Hence one of the following situations occurs:
(ii)(a) There exists a subsequence of $\left(x_{n}, y_{n}\right)$ such that $X_{n} \rightarrow-\infty$, and $Y_{n}=A$. We set

$$
\left\{\begin{array}{rlr}
w_{n}(x, y) & =w_{\tau^{*}}\left(x+x_{n}, y+y_{n}\right) & \\
\text { in } \mathbb{R}^{2} \\
v_{n}(x, y) & =v\left(x+x_{n}, y+y_{n}\right) & \\
\text { in } \mathbb{R}^{2}
\end{array}\right.
$$

Up to extraction of some subsequence, the functions $v_{n}$ approach a solution $v_{\infty}$ of (1.1) and the functions $w_{n}$ approach the function $w_{\infty}=U\left(\tau^{*}+A+Y\right)$ in the spaces $W_{l o c}^{2, p}\left(\mathbb{R}^{2}\right)$. At the limit $n \rightarrow+\infty$, we get

$$
\begin{equation*}
w_{\infty} \geq v_{\infty} \text { in } \mathbb{R}^{2} \tag{3.21}
\end{equation*}
$$

Since the function $w_{\tau}$ has bounded derivatives, we conclude from (3.20) and (3.21) that $w_{\infty}(0,0)=v_{\infty}(0,0)$. Now, both functions $v_{\infty}$ and $w_{\infty}$ solve (1.1). From the strong maximum principle, we conclude that

$$
v_{\infty} \equiv w_{\infty}=U\left(\tau^{*}+A+Y\right)
$$

That gives the conclusion of Lemma 3.10.
(ii)(b) There exists a subsequence of $\left(x_{n}, y_{n}\right)$ such that $x_{n} \rightarrow+\infty, y_{n}=A \sin \alpha$. We again normalize the functions $w_{\tau^{*}}$ and $v$ as in case (ii)(a). Under the same notation as in case (ii)(a), we have $w_{\infty}=U\left((1 / \sin \alpha)(y+A \sin \alpha)+\tau^{*}\right) \geq v_{\infty}$ and $w_{\infty}(0,0)=v_{\infty}(0,0)$. On the other hand, the function $w_{\infty}$ is a solution of

$$
\Delta w_{\infty}-c \partial_{y} w_{\infty}+f\left(w_{\infty}\right)=\left(1-1 / \sin ^{2} \alpha\right) f\left(U\left((1 / \sin \alpha)(y+A \sin \alpha)+\tau^{*}\right)\right)
$$

Since $\alpha<\pi / 2$, the function $w_{\infty}$ is then a strict supersolution of (1.1), whereas $v_{\infty}$ is a solution. This is ruled out by the strong maximum principle.

As a conclusion of this part, only the cases (i) or (ii)(a) may occur and case (ii)(a) leads to the conclusion of Lemma 3.10.

Comparison of $w_{\tau^{*}-\delta}$ and $v$ on $\partial \Omega_{-}$. As above, only two cases may occur:
(i') There exists $\delta_{2} \in\left(0, \delta_{0}\right)$ such that $w_{\tau^{*}-\delta_{2}}>v$ on $\partial \Omega_{-}$.
(ii') For $n$ large enough, there exists $\left(x_{n}, y_{n}\right) \in \partial \Omega_{-}$such that

$$
w_{\tau^{*}-1 / n}\left(x_{n}, y_{n}\right) \leq v\left(x_{n}, y_{n}\right)
$$

If case ( $\mathrm{i}^{\prime}$ ) occurs, then, for any $0 \leq \delta \leq \delta_{2}$, we have $w_{\tau^{*}-\delta}>v$ on $\partial \Omega_{-}$. Since $f \equiv 0$ on $[0, \theta]$ and $v \leq \theta$ in $\Omega_{-}$, with the same method as in the proof of Lemma 3.9, we would actually find that $w_{\tau^{*}-\delta} \geq v$ in $\Omega_{-}$for all $0 \leq \delta \leq \delta_{2}$.

If case (ii') occurs, we can argue word by word as in case (ii) above. That leads to the conclusion of Lemma 3.10.

Completion of the proof of Lemma 3.10. To complete the proof, the only thing left to consider is the case where both (i) and (i') occur. Set $\delta_{3}=\min \left(\delta_{1}, \delta_{2}\right)$. Thus

$$
\begin{equation*}
\forall \delta \in\left[0, \delta_{3}\right], \quad w_{\tau^{*}-\delta} \geq v \quad \text { in } \Omega_{+} \cup \Omega_{-} \tag{3.22}
\end{equation*}
$$

From the definition of $\tau^{*}$, for any $n \geq 1$, there exists a point $\left(x_{n}, y_{n}\right)$ such that

$$
w_{\tau^{*}-1 / n}\left(x_{n}, y_{n}\right)<v\left(x_{n}, y_{n}\right)
$$

By (3.22), the points $\left(x_{n}, y_{n}\right)$ are in $\mathcal{B}$ for $n$ large enough. Consequently, up to extraction of a subsequence, one of the following situations occurs:
$\left(\mathrm{i}, \mathrm{i}^{\prime}\right)(\mathrm{a}) X_{n} \rightarrow-\infty, Y_{n} \rightarrow \bar{Y} \in[0, A]$.
$\left(\mathrm{i}, \mathrm{i}^{\prime}\right)(\mathrm{b}) x_{n} \rightarrow+\infty, y_{n} \rightarrow \bar{y} \in[0, A \sin \alpha]$. The latter can be treated in the same way as the case (ii)(b) above: it is ruled out by the strong maximum principle.

Hence, only case ( $\mathrm{i}, \mathrm{i}^{\prime}$ )(a) may occur and, as in the case (ii)(a), we get the conclusion of Lemma 3.10.

Fourth step: Proving the planar behavior of $u$ far away from the axis of symmetry. We are going to use here the $(X, Y)$ coordinates. Fix a point $(X, Y) \in \mathbb{R}^{2}$. With the notation of Lemma 3.10, we have $X \geq X_{n}$ for $n$ large enough. Since $v$ is nondecreasing in the direction $X$, it follows that

$$
v(X, Y) \geq v\left(X_{n}, Y\right)=v_{n}\left(0, Y-Y_{n}\right)
$$

for $n$ large enough. Since $Y_{n} \rightarrow \bar{Y}$ and since $v$ has bounded derivatives, we conclude from Lemma 3.10 that

$$
v\left(X_{n}, Y\right) \rightarrow U\left(\tau^{*}+Y\right) \text { as } n \rightarrow \infty
$$

whence

$$
v(X, Y) \geq U\left(\tau^{*}+Y\right)
$$

On the other hand, from the definition of $\tau^{*}$, we have

$$
v(X, Y) \leq U\left(\tau^{*}+Y-\phi(X)\right)
$$

By summarizing the previous results, it follows that

$$
\begin{equation*}
U\left(\tau^{*}+Y\right) \leq v(X, Y) \leq U\left(\tau^{*}+Y-\phi(X)\right) \text { in } \mathbb{R}^{2} \tag{3.23}
\end{equation*}
$$

Now, for any $X_{0} \geq 0$, consider the function

$$
w^{X_{0}}(x, y)=U\left(Y-\phi\left(X-X_{0}\right)\right)
$$

We could compare the functions $w^{X_{0}}$ and $v$ by arguing in the same way as above. First, the function $w^{X_{0}}$ satisfies (3.13). Second, instead of (3.14), it is easy to check that

$$
\forall \tau \geq X_{0} \cot \alpha, \quad w_{\tau}^{X_{0}}:=U\left(\tau+Y-\phi\left(X-X_{0}\right)\right) \geq v \text { in } E_{0}
$$

Furthermore, we have $Y-\phi\left(X-X_{0}\right) \geq-X_{0} \cot \alpha$ on $\partial E_{0}$. Hence, there exists a real $\tau_{1}^{\prime} \geq 0$ that we can choose greater than $X_{0} \cot \alpha$ such that

$$
\forall \tau \geq \tau_{1}^{\prime}, \quad w_{\tau}^{X_{0}} \geq 1-\varepsilon \quad \text { on } \partial E_{0}
$$

with the same $\varepsilon$ as in (3.16). As in Lemma 3.9, it follows that

$$
\forall \tau \geq \tau_{1}^{\prime}, \quad w_{\tau}^{X_{0}} \geq v \text { in } \mathbb{R}^{2}
$$

Lemma 3.10 can be applied to the function $w^{X_{0}}$. As for (3.23), we get the existence of a real $\tilde{\tau}^{*}$ such that

$$
\begin{equation*}
U\left(\tilde{\tau}^{*}+Y\right) \leq v(X, Y) \leq U\left(\tilde{\tau}^{*}+Y-\phi\left(X-X_{0}\right)\right) \text { in } \mathbb{R}^{2} \tag{3.24}
\end{equation*}
$$

By taking the limit $X_{\sim} \rightarrow-\infty$ in (3.23) and (3.24) and by using the monotonicity of $U$, we conclude that $\tilde{\tau^{*}}=\tau^{*}$.

As a consequence, for all $X_{0} \geq 0$, we have

$$
U\left(\tau^{*}+Y\right) \leq v(X, Y) \leq U\left(\tau^{*}+Y-\phi\left(X-X_{0}\right)\right) \text { in } \mathbb{R}^{2}
$$

We pass to the limit $X_{0} \rightarrow+\infty$ and obtain

$$
U\left(\tau^{*}+Y\right) \leq v(X, Y) \leq U\left(\tau^{*}+Y\right) \text { in } \mathbb{R}^{2}
$$

Since $v(0,0)=U(0)=\theta$, it follows that $\tau^{*}=0$. In other words, the function $v$ is actually nothing but the planar function $U(Y)$. Last, the function $v$, which is the limit of a subsequence of the functions $v_{n}(x, y)=u\left(x+x_{n}, y+y_{n}\right)$, does not depend on the sequence $x_{n} \rightarrow-\infty$. We conclude that the whole sequence $\left(u_{n}\right)$ approaches the function $U(Y)$.

So far, we have proved that, for any $x \in \mathbb{R}$, there existed a unique real $y=\varphi_{\theta}(x)$ such that $u(x, y)=\theta$. Furthermore, for any sequence $x_{n} \rightarrow-\infty$, the functions $u_{n}(x, y)=u\left(x+x_{n}, y+\varphi_{\theta}\left(x_{n}\right)\right)$ approach the planar function $U(Y)=U(y \sin \alpha-$ $x \cos \alpha)$.

Let $\lambda \in(0,1)$. We shall now prove that the level set $\{(x, y), u(x, y)=\lambda\}$ is a curve $\left\{y=\varphi_{\lambda}(x), x \in \mathbb{R}\right\}$.

First of all, the function $u$ is increasing with respect to $y$. For each $x \in \mathbb{R}$, set $\psi(x)=\lim _{y \rightarrow+\infty} u(x, y)$. In the set $\Omega=\mathbb{R} \times(0,1)$, let us define the functions

$$
\tilde{u}_{n}(x, y)=u(x, y+n) \text { in } \Omega
$$

They still satisfy (3.1). From the standard elliptic estimates, those functions $\tilde{u}_{n}$ approach, up to extraction of some subsequence, a function $u_{\infty}$ that is a solution of

$$
\Delta u_{\infty}-c \partial_{y} u_{\infty}+f\left(u_{\infty}\right)=0 \text { in } \Omega
$$

But this function $v_{\infty}(x, y)$ is actually identically equal to the function $\psi(x)$. Hence, $\psi$ fulfills

$$
\psi^{\prime \prime}+f(\psi)=0 \text { in } \mathbb{R}
$$

On the other hand, for any $y \in \mathbb{R}$, the function $x \mapsto u(x, y)$ is symmetric, nonincreasing in $x$ for $x \leq 0$, and nondecreasing for $x \geq 0$. The same property holds well for the limit function $\psi$. Thus, 0 is a minimum point of $\psi$; whence $\psi^{\prime \prime}(0) \geq 0$. Furthermore, $\psi^{\prime \prime}(0)=-f(\psi(0)) \leq 0$. Hence, $\psi^{\prime \prime}(0)=f(\psi(0))=0$. In other words, $\psi(0)$ is a zero of the function $f$. Since $\psi(0)>u(0,0)=\theta$ and since $f$ is positive on $(\theta, 1)$, we conclude that $\psi(0)=1$ and finally that $\psi \equiv 1$.

Hence, for any $x \in \mathbb{R}, u(x, y) \rightarrow 1$ as $y \rightarrow+\infty$. Furthermore, $u(x, y) \rightarrow 0$ as $y \rightarrow-\infty$ from (3.5) applied in $z_{0}=(0,0)$. Since $u$ is continuous and increasing in $y$, we conclude that there exists a unique $y=\varphi_{\lambda}(x)$ such that $u\left(x, \varphi_{\lambda}(x)\right)=\lambda$.

Let $\left(x_{n}\right)$ be a sequence such that $x_{n} \rightarrow-\infty$ as $n \rightarrow \infty$ and let $K$ be the compact set

$$
K=\left\{(X, Y) \in \mathbb{R}^{2},|X| \leq 2 \cot \alpha\left|U^{-1}(\lambda)\right|,|Y| \leq 2\left|U^{-1}(\lambda)\right|\right\}
$$

We know that the functions $u_{n}(x, y)=u\left(x+x_{n}, y+\varphi_{\theta}\left(x_{n}\right)\right)$ approach the function $U(Y)=U(y \sin \alpha-x \cos \alpha)$ uniformly in $K$. For any $\varepsilon>0$, there exists an integer $n_{0}$ such that if $n \geq n_{0}$, then

$$
u_{n}\left(0,(1 / \sin \alpha) U^{-1}(\lambda)-\varepsilon\right)<\lambda \text { and } u_{n}\left(0,(1 / \sin \alpha) U^{-1}(\lambda)+\varepsilon\right)>\lambda
$$

Hence, for $n \geq n_{0}$, one has

$$
\varphi_{\theta}\left(x_{n}\right)+(1 / \sin \alpha) U^{-1}(\lambda)-\varepsilon \leq \varphi_{\lambda}\left(x_{n}\right) \leq \varphi_{\theta}\left(x_{n}\right)+(1 / \sin \alpha) U^{-1}(\lambda)+\varepsilon
$$

It then follows that

$$
\varphi_{\lambda}\left(x_{n}\right)-\varphi_{\theta}\left(x_{n}\right) \rightarrow(1 / \sin \alpha) U^{-1}(\lambda) \text { as } n \rightarrow \infty
$$

Since this limit does not depend on the sequence $x_{n} \rightarrow-\infty$, we conclude that, for any $\lambda, \lambda^{\prime} \in(0,1)$,

$$
\varphi_{\lambda}(x)-\varphi_{\lambda^{\prime}}(x) \rightarrow(1 / \sin \alpha)\left(U^{-1}(\lambda)-U^{-1}\left(\lambda^{\prime}\right)\right) \text { as } x \rightarrow-\infty
$$

The same limit also holds as $x \rightarrow+\infty$ by symmetry.
In particular, that implies that the functions $\tilde{u}_{n}(x, y)=u\left(x+x_{n}, y+\varphi_{\lambda}\left(x_{n}\right)\right)$ approach the function $U\left(Y+U^{-1}(\lambda)\right)$ in $W_{l o c}^{2, p}\left(\mathbb{R}^{2}\right)$.
3.4. Asymptotic directions for the level sets of $\boldsymbol{u}$. Let $\vec{k}$ be a vector in the open cone $\mathcal{C}\left(\overrightarrow{e_{2}}, \pi-\alpha\right)$. We are going to prove that the function $u$ fulfills the limiting condition (1.3), namely, that $u(\lambda \vec{k}) \rightarrow 1$ as $\lambda \rightarrow+\infty$. By symmetry with respect to $x$ and since $u(0, y) \rightarrow 1$ as $y \rightarrow+\infty$, it is enough to treat the case of a vector $\vec{k}$ such that $\vec{k} \cdot \vec{e}_{1}<0$. We can write $\vec{k}=(-\sin \beta,-\cos \beta)$ with $\alpha<\beta<\pi$ ( $\beta$ is the angle between $\vec{k}$ and $-\vec{e}_{2}$ if one goes clockwise).

Let $0<\varepsilon<1$. We shall show that, for $\lambda$ large enough, we have

$$
u(\lambda \vec{k}) \geq 1-\varepsilon
$$

Consider the compact $K=[-1,1] \times[-2 \cot \alpha, 2 \cot \alpha]$ and the functions

$$
u_{n}(x, y)=u\left(x-n, y+\varphi_{1-\varepsilon / 2}(-n)\right) .
$$

From the previous sections, these functions $u_{n}$ converge uniformly in $K$ to the function $U\left(y \sin \alpha-x \cos \alpha+U^{-1}(1-\varepsilon / 2)\right)$.

Let $S$ be the segment between the points $(0,0)$ and $(-1,-\cot \alpha)$. The functions $u_{n}$ converge uniformly to $1-\varepsilon / 2$ on $S$. Since $u$ is increasing in $y$, we deduce that there exists $n_{0}$ large enough such that

$$
\begin{equation*}
\forall n \geq n_{0}, \quad \forall x \in[-n-1,-n], \quad \varphi_{1-\varepsilon}(x) \leq \varphi_{1-\varepsilon / 2}(-n)+\cot \alpha(x+n) \tag{3.25}
\end{equation*}
$$

Similarly, since $\alpha<\beta<\pi$ and since $U$ is increasing, the sequence ( $u_{n}(-1,-\cot ((\alpha+$ $\beta) / 2)$ )) approaches $1-\eta$, as $n \rightarrow \infty$, with $0<\eta<\varepsilon / 2$. Hence, there exists $n_{0}^{\prime} \geq n_{0}$ such that

$$
\forall n \geq n_{0}^{\prime}, \quad \varphi_{1-\varepsilon / 2}(-n-1) \leq \varphi_{1-\varepsilon / 2}(-n)-\cot ((\alpha+\beta) / 2)
$$

With an immediate induction, we get that

$$
\begin{equation*}
\forall n \geq n_{0}^{\prime}, \quad \varphi_{1-\varepsilon / 2}(-n) \leq \varphi_{1-\varepsilon / 2}\left(-n_{0}^{\prime}\right)-\cot ((\alpha+\beta) / 2)\left(n-n_{0}^{\prime}\right) \tag{3.26}
\end{equation*}
$$

Putting together (3.25) and (3.26), we have, for all $n \geq n_{0}^{\prime}$ and for all $x \in$ $[-n-1,-n]$,

$$
\varphi_{1-\varepsilon}(x) \leq \varphi_{1-\varepsilon / 2}\left(-n_{0}^{\prime}\right)+\cot \alpha(x+n)-\cot ((\alpha+\beta) / 2)\left(n-n_{0}^{\prime}\right)
$$

Since $\cot \alpha \geq \cot ((\alpha+\beta) / 2)$ and since $x+n \leq 0$ in the previous inequality, we get

$$
\forall x \leq-n_{0}^{\prime}, \quad \varphi_{1-\varepsilon}(x) \leq \varphi_{1-\varepsilon / 2}\left(-n_{0}^{\prime}\right)+\cot ((\alpha+\beta) / 2)\left(x+n_{0}^{\prime}\right) .
$$

By putting $x=-\lambda \sin \beta$ in the last inequality, and since $\beta>\alpha$, we conclude that, for $\lambda$ large enough,

$$
\varphi_{1-\varepsilon}(-\lambda \sin \beta) \leq-\lambda \cos \beta
$$

Remember that $\vec{k}=(-\sin \beta,-\cos \beta)$ and that $u$ is increasing with respect to $y$. It follows that $u(\lambda \vec{k}) \geq 1-\varepsilon$ for $\lambda$ large enough. That implies the required formula (1.3).

Since (1.3) is true for any $\vec{k} \in \mathcal{C}\left(\vec{e}_{2}, \pi-\alpha\right)$ and since $u$ is increasing with respect to $y$, the stronger limit (1.9) also holds.

Furthermore, for any $\rho \in \mathcal{C}\left(-\vec{e}_{2}, \alpha\right)$, we already know that $u$ is nonincreasing in the direction $\rho$. Hence, for any $\tau>0$, the function $z=u((x, y)+\tau \rho)-u(x, y)$ is nonpositive and it satisfies a linear elliptic equation of the type $\Delta z-c \partial_{z}+c(x, y) z=0$ in $\mathbb{R}^{2}$ where $c(x, y)$ is a bounded function. Since $u(\lambda \rho) \rightarrow 0$ (resp., 1 ) as $\lambda \rightarrow+\infty$ (resp., $\lambda \rightarrow-\infty$ ), the function $z$ cannot be identically 0 . The strong maximum principle implies then that $z>0$ in $\mathbb{R}^{2}$. In other words, the function $u$ is decreasing in the direction $\rho$.

Last, the limiting conditions (1.2) and (1.3) imply that each level set $\{y=$ $\left.\varphi_{\lambda}(x), x \in \mathbb{R}\right\}=\{u=\lambda\}$ of the function $u$ has two asymptotic directions that are directed by the vectors $( \pm \sin \alpha,-\cos \alpha)$.
4. Uniqueness of the speed $c$. In sections 2 and 3 , we have proved the existence of a solution $(c, u)$ of (1.1)-(1.3), (1.8)-(1.9) with the speed $c=c_{0} / \sin \alpha$ for any angle $\alpha \in(0, \pi / 2]$.

Choose an angle $\alpha \in(0, \pi / 2]$ and let $(c, u)$ be a solution of (1.1)-(1.3), (1.8)-(1.9). First of all, since $f$ is extended by 0 outside [ 0,1 ], the strong maximum principle implies that $0<u<1$ in $\mathbb{R}^{2}$. We shall now prove the equality $c=c_{0} / \sin \alpha$. We divide the proof into three main steps.
(1) Let us consider the case where $0<\alpha<\pi / 2$ and let us suppose that $c<$ $c_{0} / \sin \alpha$. For $\varepsilon>0$ small enough, let $f_{\varepsilon}$ be the function defined in $[-\varepsilon, 1-\varepsilon]$ by

$$
f_{\varepsilon}(s)= \begin{cases}f(s) & \text { on }[-\varepsilon, 1-2 \varepsilon], \\ \min (f(s),(1-\varepsilon-s) / \varepsilon f(1-2 \varepsilon)) & \text { on }[1-2 \varepsilon, 1-\varepsilon] .\end{cases}
$$

Furthermore, we extend the functions $f_{\varepsilon}$ by 0 outside $[-\varepsilon, 1-\varepsilon]$. For $\varepsilon>0$ small enough, $f_{\varepsilon}$ is Lipschitz continuous in $[-\varepsilon, 1-\varepsilon],\left(f_{\varepsilon}\right)_{-}^{\prime}(1-\varepsilon):=\lim _{t \rightarrow 1-\varepsilon, t<1-\varepsilon} \frac{f_{\varepsilon}(t)}{t-1+\varepsilon}$ exists and is negative, and $f_{\varepsilon}$ fulfills (1.4) on $[-\varepsilon, 1-\varepsilon]$ with the ignition temperature $\theta$. Moreover, we have $f_{\varepsilon} \leq f$ and the functions $f_{\varepsilon}$ approach $f$ uniformly in $[0,1]$ as $\varepsilon \rightarrow 0$. From the results in [2], [9], [15], [24], there exists a unique couple $\left(c_{\varepsilon}, u_{\varepsilon}\right)$ satisfying

$$
\left\{\begin{align*}
u_{\varepsilon}^{\prime \prime}-c_{\varepsilon} u_{\varepsilon}^{\prime}+f_{\varepsilon}\left(u_{\varepsilon}\right) & =0 \quad \text { in } \mathbb{R},  \tag{4.1}\\
u_{\varepsilon}(-\infty)=-\varepsilon, u_{\varepsilon}(0)=\theta, u_{\varepsilon}(+\infty) & =1-\varepsilon .
\end{align*}\right.
$$

Furthermore, we have $c_{\varepsilon} \leq c_{0}$ and $c_{\varepsilon} \rightarrow c_{0}$ as $\varepsilon \rightarrow 0$ [9].
Since $c<c_{0} / \sin \alpha$ and $0<\alpha<\pi / 2$, there exist a real $\varepsilon>0$ small enough and an angle $\alpha^{\prime}$ such that $0<\alpha<\alpha^{\prime}<\pi / 2$ and $c<c_{\varepsilon} / \sin \alpha^{\prime}<c_{0} / \sin \alpha$. Set

$$
v(x, y)=u_{\varepsilon}\left(y \sin \alpha^{\prime}-x \cos \alpha^{\prime}\right) .
$$

Let us first check that $v$ is a subsolution of (1.1). Indeed,

$$
\begin{align*}
\Delta v-c \partial_{y} v+f(v) & =u_{\varepsilon}^{\prime \prime}-c \sin \alpha^{\prime} u_{\varepsilon}^{\prime}+f\left(u_{\varepsilon}\right) \\
& =\left(c_{\varepsilon}-c \sin \alpha^{\prime}\right) u_{\varepsilon}^{\prime}+f\left(u_{\varepsilon}\right)-f_{\varepsilon}\left(u_{\varepsilon}\right)>0 \text { in } \mathbb{R}^{2} \tag{4.2}
\end{align*}
$$

since $c_{\varepsilon}>c \sin \alpha^{\prime}, u_{\varepsilon}^{\prime}>0$, and $f \geq f_{\varepsilon}$.
We now claim that there exists $\tau \geq 0$ such that

$$
\begin{equation*}
v(x, y-\tau)<u(x, y) \text { in } \mathbb{R}^{2} \tag{4.3}
\end{equation*}
$$

If not, then for any $n \in \mathbb{N}$, there exists a point $\left(x_{n}, y_{n}\right) \in \mathbb{R}^{2}$ such that

$$
\begin{equation*}
v\left(x_{n}, y_{n}-n\right)=u_{\varepsilon}\left(\sin \alpha^{\prime}\left(y_{n}-n\right)-\cos \alpha^{\prime} x_{n}\right) \geq u\left(x_{n}, y_{n}\right) \tag{4.4}
\end{equation*}
$$

The points $\left(x_{n}, y_{n}\right)$ are not bounded; otherwise the left-hand side of (4.4) approaches $-\varepsilon$, whereas the right-hand side is nonnegative. Write $\left(x_{n}, y_{n}\right)=\lambda_{n}\left(\sin \varphi_{n},-\cos \varphi_{n}\right)$ with $-\pi<\varphi_{n} \leq \pi: \varphi_{n}$ is the angle between $\left(x_{n}, y_{n}\right)$ and the vector $-\vec{e}_{2}$ if one goes counterclockwise. We have $\lambda_{n} \rightarrow+\infty$. We can assume, up to extraction, that the sequence $\left(\varphi_{n}\right)$ approaches $\varphi \in[-\pi, \pi]$ as $n \rightarrow+\infty$.

If $-\alpha^{\prime}<\varphi<\pi-\alpha^{\prime}$, then

$$
v\left(x_{n}, y_{n}-n\right)=u_{\varepsilon}\left(-\lambda_{n} \sin \left(\alpha^{\prime}+\varphi_{n}\right)-n \sin \alpha^{\prime}\right) \rightarrow-\varepsilon \text { as } n \rightarrow \infty
$$

This is ruled out by (4.4) since $u>0$.
In the other case, one has $-\pi \leq \varphi \leq-\alpha^{\prime}$ or $\pi-\alpha^{\prime} \leq \varphi \leq \pi$. In particular, $\varphi \in[-\pi,-\alpha) \cup(\alpha, \pi]$. The limiting condition (1.9) implies that $u\left(x_{n}, y_{n}\right) \rightarrow 1$ as $n \rightarrow \infty$. This contradicts (4.4) because $u_{\varepsilon} \leq 1-\varepsilon$.

As a consequence, (4.3) is true. Next, decrease $\tau$ and define

$$
\tau^{*}=\inf \left\{\tau \in \mathbb{R}, v(x, y-\tau)<u(x, y) \text { in } \mathbb{R}^{2}\right\}
$$

This real $\tau^{*}$ is finite because there are some points $(x, y)$ where $u(x, y)<1-\varepsilon$ and $v(x, y-\tau) \rightarrow 1-\varepsilon$ as $\tau \rightarrow-\infty$. For each $n \in \mathbb{N}^{*}$, there exists a point $\left(x^{n}, y^{n}\right)$ such that

$$
v\left(x^{n}, y^{n}-\tau^{*}+1 / n\right)=u_{\varepsilon}\left(\sin \alpha^{\prime}\left(y^{n}-\tau^{*}+1 / n\right)-\cos \alpha^{\prime} x^{n}\right) \geq u\left(x^{n}, y^{n}\right)
$$

With the same arguments as above, we claim that the points $\left(x^{n}, y^{n}\right)$ are bounded. Hence there exists a point $(\bar{x}, \bar{y}) \in \mathbb{R}^{2}$ such that $v\left(\bar{x}, \bar{y}-\tau^{*}\right) \geq u(\bar{x}, \bar{y})$. Moreover, owing to the definition of $\tau^{*}$, we have $v\left(x, y-\tau^{*}\right) \leq u(x, y)$ in $\mathbb{R}^{2}$. The function $z(x, y)=$ $v\left(x, y-\tau^{*}\right)-u(x, y)$ is nonpositive and reaches 0 somewhere in $\mathbb{R}^{2}$. Furthermore, from (1.1) and (4.2), it satisfies $\Delta z-c \partial_{y} z+f\left(v\left(x, y-\tau^{*}\right)\right)-f(u) \geq 0$ in $\mathbb{R}^{2}$. This implies that

$$
\Delta z-c \partial_{y} z+c(x, y) z \geq 0
$$

for a bounded function $c(x, y)$. The strong maximum principle yields that $z \equiv 0$ in $\mathbb{R}^{2}$; i.e., $v\left(x, y-\tau^{*}\right)=u_{\varepsilon}\left(\sin \alpha^{\prime}\left(y-\tau^{*}\right)-\cos \alpha^{\prime} x\right) \equiv u(x, y)$ in $\mathbb{R}^{2}$. This is impossible because $u_{\varepsilon} \leq 1-\varepsilon$ and $\sup _{\mathbb{R}^{2}} u=1$.

Eventually, that shows that if $0<\alpha<\pi / 2$, then $c \geq c_{0} / \sin \alpha$.
(2) In this part, we deal with the case $\alpha=\pi / 2$, which has not been treated in part 1. Indeed, the sliding method used in part 1 no longer works for the limiting case $\alpha=\pi / 2$.

Suppose that $c<c_{0}$. With the same notation as in part 1 , there exists a real $\varepsilon>0$, small enough and fixed, such that $c<c_{\varepsilon}$, where ( $c_{\varepsilon}, u_{\varepsilon}$ ) is the solution of (4.1). For some reals $\eta, \kappa>0$ that will be chosen later, consider the function $v(x, y)=$ $u_{\varepsilon}(y-\varphi(x))$, where $\varphi(x)=\sqrt{\eta^{2} x^{2}+\kappa^{2}}$.

Let us check that this function $v$ is a subsolution of (1.1) if $\eta>0$ and $\kappa>0$ are suitably chosen. We have

$$
\begin{aligned}
\Delta v-c \partial_{y} v+f(v) & =\left(1+\varphi^{\prime}(x)^{2}\right) u_{\varepsilon}^{\prime \prime}-\varphi^{\prime \prime}(x) u_{\varepsilon}^{\prime}-c u_{\varepsilon}^{\prime}+f\left(u_{\varepsilon}\right) \\
& =\varphi^{\prime}(x)^{2} u_{\varepsilon}^{\prime \prime}+\left(c_{\varepsilon}-c-\varphi^{\prime \prime}(x)\right) u_{\varepsilon}^{\prime}+f\left(u_{\varepsilon}\right)-f_{\varepsilon}\left(u_{\varepsilon}\right) .
\end{aligned}
$$

On the one hand, we have $f \geq f_{\varepsilon}$. On the other hand, since $u_{\varepsilon}$ fulfills (4.1), it is well known that $u_{\varepsilon}$ admits the following asymptotic behavior as $x_{1} \rightarrow \pm \infty: u_{\varepsilon}\left(x_{1}\right)=$ $-\varepsilon+(\theta+\varepsilon) e^{c_{\varepsilon} x_{1}}$ if $x_{1} \leq 0$ and $u_{\varepsilon}\left(x_{1}\right)=1-\varepsilon-\alpha e^{\lambda^{\prime} x_{1}}+o\left(e^{\lambda x_{1}}\right), u_{\varepsilon}^{\prime}\left(x_{1}\right)=-\alpha \lambda e^{\lambda^{\prime} x_{1}}+$ $o\left(e^{\lambda x_{1}}\right)$ as $x_{1} \rightarrow+\infty$, where $\lambda=\frac{c_{\varepsilon}-\sqrt{c_{\varepsilon}^{2}-4\left(f_{\varepsilon}\right)_{-}^{\prime}(1-\varepsilon)}}{2}<0$. Furthermore, we have $u_{\varepsilon}^{\prime \prime}=c_{\varepsilon} u_{\varepsilon}^{\prime}-f_{\varepsilon}\left(u_{\varepsilon}\right)$ and $u_{\varepsilon}^{\prime}>0$ in $\mathbb{R}$. Finally, there exists a constant $C>0$ such that $\left|u_{\varepsilon}^{\prime \prime}\right| \leq C u_{\varepsilon}^{\prime}$ in $\mathbb{R}$. Remember now that $c_{\varepsilon}>c$. In order to have $\Delta v-c \partial_{y} v+f(v) \geq 0$ in $\mathbb{R}^{2}$, it is then sufficient to choose the function $\phi$ such that $\left|\varphi^{\prime 2}\right|$ and $\left|\varphi^{\prime \prime}\right|$ are small enough. We have $\left|\varphi^{\prime 2}\right| \leq \eta^{2}$ and $\left|\varphi^{\prime \prime}\right| \leq \eta^{2} / \kappa$. Hence, we can choose $\eta>0$ and $\kappa>0$ such that

$$
\Delta v-c \partial_{y} v+f(v) \geq 0 \text { in } \mathbb{R}^{2} .
$$

To sum up, the function $v$ is a subsolution of (1.1) and each of its level sets has two asymptotes directed by the vectors $( \pm 1, \arctan \eta)$.

We can now argue as in part 1: formula (4.3) is still true if $\tau$ is large enough. As in part 1 , we can decrease $\tau$, we can define $\tau^{*}$, and we get a contradiction thanks to the maximum principle.

This eventually proves that if $\alpha=\pi / 2$, then $c \geq c_{0}$.
(3) Choose now any angle $\alpha \in(0, \pi / 2]$. We still have to prove that $c \leq c_{0} / \sin \alpha$. Suppose on the contrary that $c>c_{0} / \sin \alpha$. Let us consider some functions $f^{\varepsilon}$ on $[\varepsilon, 1+\varepsilon]$ such that $f^{\varepsilon}=f$ on $[\varepsilon, 1-\varepsilon], f^{\varepsilon}>0$ on $(\theta, 1+\varepsilon), f^{\varepsilon}(1+\varepsilon)=0,\left(f^{\varepsilon}\right)^{\prime}(1+\varepsilon)$ exists and is negative, $f^{\varepsilon} \geq f$ and $\left\|f^{\varepsilon}-f\right\|_{\infty} \rightarrow 0$ as $\varepsilon \rightarrow 0$. In particular, the function $f^{\varepsilon}$ is of the ignition temperature type on the interval $[\varepsilon, 1+\varepsilon]$. For each $\varepsilon>0$ small enough, there exists a unique couple ( $c^{\varepsilon}, u^{\varepsilon}$ ) fulfilling

$$
\left\{\begin{aligned}
u^{\varepsilon^{\prime \prime}}-c^{\varepsilon} u^{\varepsilon}+f^{\varepsilon}\left(u^{\varepsilon}\right) & =0 \quad \text { in } \mathbb{R}, \\
u^{\varepsilon}(-\infty)=\varepsilon, u^{\varepsilon}(0)=\theta, u^{\varepsilon}(+\infty) & =1+\varepsilon .
\end{aligned}\right.
$$

Furthermore, $c^{\varepsilon}>c_{0}$ and $c^{\varepsilon} \rightarrow c_{0}$ as $\varepsilon \rightarrow 0$ (see [9]).
Choose $\alpha^{\prime}$ and $\varepsilon>0$ such that $0<\alpha^{\prime}<\alpha \leq \pi / 2$ and $c>c^{\varepsilon} / \sin \alpha^{\prime}>c_{0} / \sin \alpha$. From Theorem 1.1 applied to the function $f^{\varepsilon}$, there exists a solution $v(x, y)$ of

$$
\begin{cases} & \Delta v-c^{\varepsilon} / \sin \alpha^{\prime} \partial_{y} v+f^{\varepsilon}(v)=0 \text { in } \mathbb{R}^{2}, \\ v\left(\lambda \vec{k}^{\prime}\right) \rightarrow \varepsilon & \text { as } \lambda \rightarrow+\infty \text { and } \vec{k}^{\prime} \rightarrow \vec{k} \in \mathcal{C}\left(-\vec{e}_{2}, \alpha^{\prime}\right), \\ v\left(\lambda \vec{k}^{\prime}\right) \rightarrow 1+\varepsilon & \text { as } \lambda \rightarrow+\infty \text { and } \vec{k}^{\prime} \rightarrow \vec{k} \in \mathcal{C}\left(\vec{e}_{2}, \pi-\alpha^{\prime}\right) .\end{cases}
$$

Moreover, $\partial_{y} v \geq 0$. The function $v$ is a supersolution of (1.1) in the sense that

$$
\Delta v-c \partial_{y} v+f(v)=\left(c^{\varepsilon} / \sin \alpha^{\prime}-c\right) \partial_{y} v+f(v)-f^{\varepsilon}(v) \leq 0 \text { in } \mathbb{R}^{2}
$$

since $c>c^{\varepsilon} / \sin \alpha^{\prime}, \partial_{y} v \geq 0$, and $f \leq f^{\varepsilon}$.

We now claim that there exists $\tau \geq 0$ such that

$$
v(x, y+\tau)>u(x, y) \text { in } \mathbb{R}^{2}
$$

Otherwise, for each $n \in \mathbb{N}$, there exists a point $\left(x^{n}, y^{n}\right) \in \mathbb{R}^{2}$ such that $v\left(x^{n}, y^{n}+n\right) \leq$ $u\left(x^{n}, y^{n}\right)$. As in part 1 , by dealing successively with the cases where the sequence $\left(x_{n}, y_{n}\right)$ is bounded or unbounded, we would get a contradiction.

Now, let us set

$$
\tau^{*}=\inf \left\{\tau \in \mathbb{R}, v(x, y+\tau)>u(x, y) \text { in } \mathbb{R}^{2}\right\}
$$

As above, $\tau^{*}$ is finite and $v\left(x, y+\tau^{*}\right) \geq u(x, y)$ in $\mathbb{R}^{2}$ with equality somewhere. This is ruled out by the strong maximum principle.

Finally, it is always true that $c \leq c_{0} / \sin \alpha$. Together with parts 1 and 2 , this inequality completes the proof of Theorem 1.2.
5. Appendix: Proof of Lemma 2.10. In this section, we actually deal with a more general situation than in Lemma 2.10. Let $u$ be a bounded and positive function defined in the set

$$
V=\left\{(x, y) \in \mathbb{R}^{2}, x>0, y>0, \sqrt{x^{2}+y^{2}}<\delta\right\}
$$

for a certain $\delta>0$. We assume that the function $u$ belongs to $W_{l o c}^{2, p}(\bar{V} \backslash\{(0,0)\})$ for all $1<p<\infty$ and that it is continuous in $\bar{V}$. We also suppose that that function $v$ satisfies the following equations:

$$
\left\{\begin{align*}
\Delta u-c \partial_{y} u+f(u)=0 & \text { in } V,  \tag{5.1}\\
u(x, 0)=0 & \text { for } 0 \leq x \leq \delta, \\
\partial_{\tau} u(0, y)=0 & \text { for } 0<y \leq \delta,
\end{align*}\right.
$$

where $\tau=(-\sin \alpha,-\cos \alpha)$. The given function $f$ is Lipschitz continuous. Furthermore, $f(0)=0$ and $f_{+}^{\prime}(0)=\lim _{t \rightarrow 0, t>0} \frac{f(t)-f(0)}{t}$ exists.

Set $O=(0,0)$. Choose any vector $\rho=(\cos \beta, \sin \beta)$ with $\pi / 2-\alpha<\beta<\pi$. We are going to determine the asymptotic behavior of $u$ and $\nabla u$ in the neighborhood of the corner $O$. That behavior will imply the existence of a neighborhood $\tilde{V}$ of $O$ and of a real $\varepsilon_{1}>0$ such that if $0<\varepsilon \leq \varepsilon_{1}$ and if $z, z+\varepsilon \rho \in \tilde{V} \cap \bar{V}$, then $u(z)<u(z+\varepsilon \rho)$.

Before doing that, we briefly mention some papers and results that have been devoted to similar problems in the literature. In many works (see, e.g., Bernardi and Maday [10], Grisvard [19], Maz'ja and Plamenevskii [30]), the linear elliptic problem

$$
\begin{array}{r}
L u=f \text { in } G,  \tag{5.2}\\
B u=g \text { on } \partial G \backslash\{K\}
\end{array}
$$

has been investigated under the assumption that $G$ is a subdomain of the plane $\mathbb{R}^{2}$ and that the boundary $\partial G$ of $G$ is Lipschitz continuous everywhere and smooth except at a corner $K$, say, $K=O$. Assume that $L$ is an elliptic operator and $B$ is a smooth linear function depending on the traces of $u$ or $\nabla u$ on $\partial G \backslash\{K\}$. The function $u$ belongs to some Sobolev spaces with weights but $u$, or its derivatives, may be singular at the point $K$. The general result is the following: in a neighborhood of the point $K=O$, the function $u$ can be written as

$$
\begin{equation*}
u(r, \theta)=\sum_{k \geq 1} c_{k} r^{\alpha_{k}} \sum_{h=0}^{k}(-\ln r)^{h} \varphi_{k, h}(\theta) \tag{5.3}
\end{equation*}
$$

where $(r, \theta)$ is the usual polar coordinate and where the complex numbers $\alpha_{k}$ have nondecreasing real parts. Thanks to the change of variables $r=e^{t}$ (see Kondrat'ev [25]), equation (5.2) becomes

$$
\tilde{L} u=\tilde{f}
$$

in a set containing an infinite strip of the type $(-\infty, \alpha] \times(0, \beta)$. The terms $r^{\alpha_{k}}$ become $e^{\alpha_{k} t}$ and the numbers $\alpha_{k}$ are given in terms of the eigenvalues of an operator $L_{0}$ depending on $\theta$ and on the principal part of $L$ at the corner $K$.

In particular, for the Dirichlet problem

$$
\begin{aligned}
\Delta u & =f \quad \text { in } G=\{r>0,0<\theta<\omega\}, \\
u & =0 \quad \text { on } \partial G \backslash\{K\},
\end{aligned}
$$

where $f \in W^{m, p}(G)$, it is known that, in a neighborhood of $K$, the function $u$ is equal to
$u(r, \theta)=\sum_{\pi / \omega \leq k \pi / \omega<m+2-2 / p} c_{k} r^{k \pi / \omega}\left\{\begin{array}{l}\sin (k \pi \theta / \omega) \\ \text { or }(\ln r) \sin (k \pi \theta / \omega)+\theta \cos (k \pi \theta / \omega)\end{array}+u_{R}\right.$,
where $u_{R} \in W^{m+2, p}(G)$ (see Geymonat and Grisvard [16], Grisvard [19], [20], or Dauge [13] for a three-dimensional situation).

Let us now come back to the elliptic problem (5.1) that is set in the domain $V$ with the corner $O$. The boundary conditions on $\partial V$ are of the Dirichlet and oblique-Neumann type. But, unlike the problems mentioned above, we have to deal with a semilinear problem. Then, we cannot a priori hope for an infinite asymptotic development of the type (5.3) for $u$. Nevertheless, we only need to know what $u$ and its derivatives are equivalent to in the neighborhood of $O$.

In [9], [8], Berestycki and Nirenberg have emphasized the semilinear problem

$$
\begin{aligned}
L u+f\left(x_{1}, u\right)=0, u>0 & \text { in } \Sigma_{-}=\left\{\left(x_{1}, y\right), x_{1}<0, y \in \omega\right\} \\
\partial_{\nu} u=0 & \text { on }(-\infty, 0) \times \partial \omega
\end{aligned}
$$

where $\omega$ is a smooth domain with unit outward normal $\nu$. If $u \rightarrow 0$ as $x_{1} \rightarrow-\infty$ and if $\left|f\left(x_{1}, u\right)\right|=O\left(u^{1+\delta}\right)$ as $u \rightarrow 0$ for a certain $\delta>0$, then the nonlinear term $f\left(x_{1}, u\right)$ only makes small perturbations with respect to $\Delta u$. The asymptotic behavior of $u$ as $x_{1} \rightarrow-\infty$ is given in [8], [9].

If we come back to (5.1) and if we make the change of variables $r=e^{t}$, we can see that $u$ fulfills

$$
\Delta u-c \sin \theta \varepsilon^{t} \partial_{t} u-c \cos \theta e^{t} \partial_{\theta} u+e^{2 t} f(u)=0 \text { in }(-\infty, \ln \delta) \times(0, \pi / 2)
$$

with Dirichlet and oblique-Neumann boundary conditions:

$$
\begin{aligned}
u=0 & \text { on }\{\theta=0\} \\
-\cos \alpha \partial_{t} u+\sin \alpha \partial_{\theta} u=0 & \text { on }\{\theta=\pi / 2\} .
\end{aligned}
$$

To conclude this discussion, the semilinear problem (5.1) with mixed boundary conditions does not seem to have been treated so far in the literature. Hence, for the sake of completeness, we give a detailed proof of Lemma 5.1.

Lemma 5.1. Let $\gamma=(2 / \pi) \alpha$. There exists a real $\lambda>0$ such that

$$
\left\{\begin{aligned}
u-\lambda r^{\gamma} \sin (\gamma \theta) & =o\left(r^{\gamma}\right) \\
\nabla u-\lambda \nabla\left(r^{\gamma} \sin (\gamma \theta)\right) & =o\left(r^{\gamma-1}\right) \quad \text { as } r \xrightarrow{>} 0 .
\end{aligned}\right.
$$

Proof of Lemma 2.10. Consider the behavior of $u$ near the corner $C_{1}$ of $\Sigma_{a}$ and call $(r, \theta)$ the polar coordinates with respect to the point $C_{1}$. From Lemma 5.1, one has

$$
\begin{equation*}
\nabla u \cdot \rho-\lambda \nabla\left(r^{\gamma} \sin (\gamma \theta)\right) \cdot \rho=o\left(r^{\gamma-1}\right) \text { as } r \rightarrow 0 \tag{5.4}
\end{equation*}
$$

Remember that $\rho=(\cos \beta, \sin \beta)$ with $\pi / 2-\alpha<\beta<\pi$. Thus,

$$
\nabla\left(r^{\gamma} \sin (\gamma \theta)\right) \cdot \rho=\gamma r^{\gamma-1} \sin ((\gamma-1) \theta+\beta)
$$

For any point $z=(r, \theta) \in V$, we have

$$
0<\alpha-\pi / 2+\beta \leq(\gamma-1) \theta+\beta \leq \beta<\pi
$$

As a consequence, there exists a real $\eta>0$ such that

$$
r^{-(\gamma-1)} \nabla\left(r^{\gamma} \sin (\gamma \theta)\right) \cdot \rho \geq \eta>0
$$

From (5.4), it follows then that $\partial_{\rho} u>0$ in a neighborhood $V_{1}$ of $C_{1}$. As far as the behavior of the function $u$ near the corner $C_{1}$ of $\Sigma_{a}$ is concerned, Lemma 2.10 is then a consequence of the finite increment theorem.

The other corner $C_{3}$ can be treated similarly. Indeed, after setting the origin in $C_{3}$ and making the change of variables $y \rightarrow-y, \tilde{u}(x, y)=u(x,-y)$, we find that

$$
\left\{\begin{aligned}
(1-\tilde{u})-\lambda r^{\gamma} \sin (\gamma \theta) & =o\left(r^{\gamma}\right) \\
-\nabla \tilde{u}-\lambda \nabla\left(r^{\gamma} \sin (\gamma \theta)\right) & =o\left(r^{\gamma-1}\right) \quad \text { as } r \gg 0
\end{aligned}\right.
$$

where $\gamma=(2 / \pi)(\pi-\alpha)$ and where $\lambda$ is a positive real. The same calculations as above yield that, for any $\rho=(\cos \beta, \sin \beta)$ with $\pi / 2-\alpha<\beta<\pi$, the function $u$ is such that $\partial_{\rho} u>0$ in a neighborhood $V_{3}$ of $C_{3}$. Notice that, unlike the situation around the point $C_{1}$, the function $\partial_{\rho} u$ is bounded near $C_{3}$ since $\gamma \geq 1$.

Proof of Lemma 5.1. Remember first that $V=\{0<r<\delta, 0<\theta<\pi / 2\}$. We choose to work with the $(r, \theta)$ coordinates. Notice that everything works similarly with the coordinates $(t, \theta)$, where $r=e^{t}$. The following proof, similar to the one in [8], is divided into six main steps for the sake of clarity.

Step 1. Set $\gamma=(2 / \pi) \alpha$; notice that $\gamma \in(0,1]$. Let $v$ be the function

$$
v(r, \theta)=r^{\gamma} \sin (\gamma \theta) \text { for }(r, \theta) \in(0, \delta] \times[0, \pi / 2]
$$

and $v(O)=0$. It is easy to check that

$$
\left\{\begin{aligned}
\Delta v=0 & \text { in } V \\
\partial_{\tau} v(0, y)=0 & \text { if } 0<y<\delta
\end{aligned}\right.
$$

where $\tau=(-\sin \alpha,-\cos \alpha)$. Moreover, $v(x, 0)=0$ for all $0 \leq x \leq \delta$ and $v(x, y)>0$ if $y>0$.

Step 2. We now want to construct two sub- and supersolutions $\underline{v}$ and $\bar{v}$ such that

$$
\left\{\begin{align*}
\Delta \underline{v}-c \partial_{y} \underline{v}+f(\underline{v}) \geq 0 & \text { in } V_{0}  \tag{5.5}\\
\underline{v}(x, 0) \leq 0 & \text { if } 0 \leq x<\delta_{0} \\
\partial_{\tau} \underline{v}(0, y)<0 & \text { if } 0<y<\delta_{0}
\end{align*}\right.
$$

$$
\left\{\begin{align*}
\Delta \bar{v}-c \partial_{y} \bar{v}+f(\bar{v}) \leq 0 & \text { in } V_{0},  \tag{5.6}\\
\bar{v}(x, 0) \geq 0 & \text { if } 0 \leq x<\delta_{0} \\
\partial_{\tau} \bar{v}(0, y)>0 & \text { if } 0<y<\delta_{0}
\end{align*}\right.
$$

in a small enough neighborhood $V_{0}$ of $O$ of the type $V_{0}=V \cap B\left(0, \delta_{0}\right)$, where the real $\delta_{0} \in(0, \delta]$ will be chosen later.

Consider the functions

$$
\begin{cases}g(\theta) & =1-\cos (\underline{\beta \theta})+\underline{A} \sin (\underline{\beta \theta}) \\ \overline{\bar{g}}(\theta) & =-1+\cos (\bar{\beta} \theta)+\bar{A} \sin (\bar{\beta} \theta)\end{cases}
$$

and

$$
\left\{\begin{aligned}
\underline{v} & =r^{\gamma} \sin (\gamma \theta)+r^{\underline{\beta}} \underline{g}(\theta) \\
\bar{v} & =r^{\gamma} \sin (\gamma \theta)+r^{\bar{\beta}} \overline{\bar{g}}(\theta)
\end{aligned}\right.
$$

where $\underline{\beta}$ and $\bar{\beta}$ are two fixed reals, different from 1 and such that $\gamma<\underline{\beta}, \bar{\beta}<\gamma+1$. The reals $\underline{A}$ and $\bar{A}$ will be chosen later. A straightforward computation gives

$$
\begin{aligned}
L \underline{v}:= & \Delta \underline{v}-c \partial_{y} \underline{v}+f(\underline{v}) \\
= & \underline{\beta}^{2} r \underline{\beta}-2-c \gamma r^{\gamma-1} \cos ((\gamma-1) \theta) \\
& -c \underline{\beta} \underline{r}^{\underline{\beta}-1}[\sin \theta+\sin ((\underline{\beta}-1) \theta)+\underline{A} \cos ((\underline{\beta}-1) \theta)]+f(\underline{v}) .
\end{aligned}
$$

Since $\underline{\beta}<\gamma+1$ and $|f(t)| \leq M|t|$ for all $t$ (with $M=\|f\|_{L i p}=\sup _{x, y \in[0,1], x \neq y}$ $\left.\frac{|f(x)-\bar{f}(y)|}{|x-y|}\right)$, it follows that there exists a real $\delta_{1} \in(0, \delta]$ that depends only on $\alpha, \underline{\beta}$, $M$, and $\underline{A}$ such that $L(\kappa \underline{v})>0$ in $V \cap B\left(O, \delta_{1}\right)$ for any $\kappa>0$. On the other hand,

$$
\forall 0<y<\delta, \quad \partial_{\tau} \underline{v}(0, y)=\underline{\beta} r^{\underline{\beta}-1}[2 \sin (\alpha-\underline{\beta} \pi / 4) \sin (\underline{\beta} \pi / 4)+\underline{A} \sin (\alpha-\underline{\beta} \pi / 2)]
$$

Since $(2 / \pi) \alpha<\beta<(2 / \pi) \alpha+1$, we can then choose a real $\underline{A}$ large enough, depending on $\alpha$ and $\beta$, such that $\partial_{\tau} \underline{v}(0, y)<0$ for all $0<y<\delta_{1}$. Furthermore, we have $\underline{v}(x, y)=\overline{0}$ if $y=0$ and $0 \leq x<\delta_{1}$. We then conclude that $\underline{v}$ satisfies (5.5) in $V \cap B\left(O, \delta_{1}\right)$.

Similarly, we can prove that there exists a real $\delta_{2} \in(0, \delta]$ such that $\bar{v}$ satisfies (5.6) in $V \cap B\left(O, \delta_{2}\right)$. Eventually, by defining $\delta_{0}=\min \left(\delta_{1}, \delta_{2}\right)$, it follows that $\underline{v}$ (resp., $\bar{v}$ ) satisfies (5.5) (resp., (5.6)) in $V_{0}=V \cap B\left(0, \delta_{0}\right)$.

Step 3. Even if it means decreasing $\delta_{0}>0$, we can assume that $\underline{v}$ and $\bar{v}$ are positive in $\overline{V_{0}} \cap\{y>0\}$. Indeed, this is possible because $\gamma<\underline{\beta}, \bar{\beta}$, because $\sin (\gamma \theta)>0$ for $0<\theta<\pi / 2$ and because both functions $\underline{g}(\theta) / \sin (\gamma \theta)$ and $\bar{g}(\theta) / \sin (\gamma \theta)$ are bounded in the interval $\{0 \leq \theta \leq \pi / 2\}$. On the other hand, we define a function

$$
\varphi(x, y)=2 e^{\cos \alpha+\sin \alpha}-e^{1 / \delta_{0}\left(\cos \alpha x-\sin \alpha y+\sin \alpha \delta_{0}\right)} \text { in } V_{0} .
$$

We observe that the function $\varphi$ is positive in $\overline{V_{0}}$ and $\partial_{\tau} \varphi(0, y)=0$ for all $0<y<\delta_{0}$. Furthermore, we have

$$
\Delta \varphi-c \partial_{y} \varphi+\|f\|_{L i p} \varphi \leq-1 / \delta_{0}^{2}+1 / \delta_{0}|c| \sin \alpha e^{\cos \alpha+\sin \alpha}+2\|f\|_{L i p} e^{\cos \alpha+\sin \alpha}
$$

Even if it means decreasing again $\delta_{0}>0$, we may also assume that

$$
\Delta \varphi-c \partial_{y} \varphi+\|f\|_{L i p} \varphi<0 \text { in } V_{0}
$$

Since $u$ is positive in $V_{0}$ and satisfies (5.1), the maximum principle and the Hopf lemma yield that $u(x, y)>0$ as soon as $y>0$ and that $\partial_{y} u(x, 0)>0$ for all $x>0$. Similarly, $\partial_{y} \bar{v}(x, 0)>0$ for all $x>0$. Finally, there exist two reals $\nu, \mu>0$ such that

$$
\begin{equation*}
\forall(x, y) \in V \cap\left\{x^{2}+y^{2}=\delta_{0}^{2}\right\}, \quad \mu \underline{v}(x, y)<u(x, y)<\nu \bar{v}(x, y) \tag{5.7}
\end{equation*}
$$

Let us now show that this last inequality (5.7) is actually true in the whole set $V_{0}$. Remember that $u$ solves (5.1) and that $\mu \underline{v}$ satisfies inequality (5.5). Hence, the function $w=u-\mu \underline{v}$ satisfies

$$
\tilde{L} w:=\Delta w-c \partial_{y} w+c(x, y) w \leq 0 \text { in } V_{0}
$$

where $c(x, y)$ is a bounded function in $V_{0}$ such that $\|c\|_{\infty} \leq\|f\|_{\text {Lip }}$. Set $g=w / \varphi$. One has

$$
M g:=\Delta g+2 \frac{\nabla \varphi}{\varphi} \cdot \nabla g-c \partial_{y} g \leq-\frac{g}{\varphi}\left(\Delta \varphi-c \partial_{y} \varphi+c(x, y) \varphi\right)=-\frac{g}{\varphi} \tilde{L} \varphi
$$

In view of the properties fulfilled by $\varphi$, it follows that

$$
\tilde{L} \varphi \leq \Delta \varphi-c \partial_{y} \varphi+\|f\|_{L i p} \varphi<0 \text { in } V_{0} .
$$

If the set $\Omega_{-}=\left\{(x, y) \in V_{0}, g(x, y)<0\right\}$ is not empty, we get that $M g<0$ in $\Omega_{-}$. Since $g$ is continuous in $\overline{V_{0}}$ (the function $\varphi$ is positive and continuous in the compact set $\overline{V_{0}}$ ), let $z_{0}$ be a point in $\overline{\Omega_{-}}$where $g$ reaches its minimal value. If $z_{0} \in V_{0}$, then $\nabla g\left(z_{0}\right)=0$ and $\Delta g\left(z_{0}\right) \geq 0$. That is impossible because $M g\left(z_{0}\right)<0$. Now, since $w \geq 0$ on $\partial V_{0} \cap\left(\{y=0\} \cup\left\{x^{2}+y^{2}=\delta_{0}^{2}\right\}\right)$, it follows that $z_{0}=\left(0, y_{0}\right)$ with $0<y_{0}<\delta_{0}$. Furthermore, since $\partial_{\tau} \underline{v}\left(0, y_{0}\right)<0$, we have $\partial_{\tau} w\left(z_{0}\right)=\partial_{\tau} u\left(z_{0}\right)-\mu \partial_{\tau} \underline{v}\left(z_{0}\right)>0$ and

$$
0<\partial_{\tau} w\left(z_{0}\right)=g\left(z_{0}\right) \partial_{\tau} \varphi\left(z_{0}\right)+\varphi\left(z_{0}\right) \partial_{\tau} g\left(z_{0}\right)
$$

The function $\varphi$ is such that $\partial_{\tau} \varphi\left(z_{0}\right)=0$ and $\varphi\left(z_{0}\right)>0$. Hence, $\partial_{\tau} g\left(z_{0}\right)>0$. The latter is ruled out by the Hopf lemma.

Finally, we have $\Omega_{-}=\emptyset$, whence $w \geq 0$; i.e., $\mu \underline{v} \leq u$ in $V_{0}$ and even $\mu \underline{v}<u$ in $V_{0}$ from the strong maximum principle. Similarly, we infer that $u<\nu \bar{v}$ in $V_{0}$.

So far, we have shown that

$$
\mu \underline{v}<u<\nu \bar{v} \text { in } V_{0}=\left\{x>0, y>0, r<\delta_{0}\right\} .
$$

Step 4. Let us now replace the variables $(x, y)$ with $(\varepsilon x, \varepsilon y)$. Set $W_{\varepsilon}=\{(x, y) \in$ $\left.\mathbb{R}^{2},(\varepsilon x, \varepsilon y) \in V_{0}\right\}$ and $u_{\varepsilon}(x, y)=\varepsilon^{-\gamma} u(\varepsilon x, \varepsilon y)$ for $(x, y) \in W_{\varepsilon}$. From the definitions of $\bar{v}$ and $\underline{v}$, we have

$$
\begin{equation*}
\mu\left(v+\varepsilon^{\underline{\beta}-\gamma} r \underline{\beta} \underline{g}(\theta)\right)<u_{\varepsilon}(x, y)<\nu\left(v+\varepsilon^{\bar{\beta}-\gamma} r^{\bar{\beta}} \bar{g}(\theta)\right) \text { in } W_{\varepsilon} \tag{5.8}
\end{equation*}
$$

where $r=\sqrt{x^{2}+y^{2}}$. Let $\Pi$ be the positive quadrant

$$
\Pi=\{x>0, y>0\} .
$$

Since $\gamma<\underline{\beta}, \bar{\beta}$, the left and the right sides of the inequality (5.8) uniformly approach $\mu v$ and $\nu v$ in any compact set $K \subset \bar{\Pi}$ as $\varepsilon \rightarrow 0$.

Furthermore, we have

$$
\left\{\begin{aligned}
\Delta u_{\varepsilon}-\varepsilon c \partial_{y} u_{\varepsilon} & =-\varepsilon^{2-\gamma} f(u(\varepsilon x, \varepsilon y)) & & \text { in } W_{\varepsilon} \\
u_{\varepsilon}(x, 0) & =0 & & \text { for all } 0 \leq x<\delta_{0} / \varepsilon \\
\partial_{\tau} u_{\varepsilon}(0, y) & =0 & & \text { for all } 0<y<\delta_{0} / \varepsilon
\end{aligned}\right.
$$

Since $\gamma<2$ and $f(u)$ is bounded in $\overline{V_{0}}$, the right side of the equation fulfilled by $u_{\varepsilon}$ approaches 0 uniformly in any compact set $K \subset \bar{\Pi}$. The functions $u_{\varepsilon}$ are defined in such a compact set $K$ for $\varepsilon$ small enough and they are also uniformly bounded in $K$ from (5.8). Moreover, from the standard elliptic estimates up to the boundary, the functions $\left(u_{\varepsilon}\right)$ are then bounded in $W^{2, p}(K)$ for any compact set $K \subset \bar{\Pi} \backslash\{O\}$ and for any $1<p<\infty$. By a diagonal extraction process, it follows that there exists a continuous function $u_{0}$ defined in $\bar{\Pi} \backslash\{O\}$ such that, up to extraction of some subsequence, $u_{\varepsilon} \rightarrow u_{0}$ in $C_{l o c}^{1, \delta}(\bar{\Pi} \backslash\{O\})$ for any $\delta \in(0,1)$. The function $u_{0}$ fulfills

$$
\left\{\begin{align*}
\Delta u_{0}=0 & \text { in } \Pi  \tag{5.9}\\
u_{0}(x, 0)=0 & \text { for all } x>0 \\
\partial_{\tau} u_{0}(0, y)=0 & \text { for all } y>0
\end{align*}\right.
$$

Moreover, $\mu v \leq u_{0} \leq \nu v$ in $\bar{\Pi} \backslash\{O\}$. In particular, the latter implies that the function $u_{0}$ can be extended by continuity at the point $O=(0,0)$ by setting $u_{0}(0,0)=0$. Hence,

$$
\mu v \leq u_{0} \leq \nu v \text { in } \bar{\Pi}
$$

From (5.8), for any $\eta>0$, there exists $\delta^{\prime}>0$ such that $\left|u_{\varepsilon}\right| \leq \eta$ in $\{(x, y) \in$ $\left.\bar{\Pi}, \sqrt{x^{2}+y^{2}} \leq \delta^{\prime}\right\}$. It follows that, up to extraction of some subsequence, the functions $u_{\varepsilon}$ also approach $u_{0}$ uniformly in any compact set $K \subset \bar{\Pi}$.

Step 5. We now aim at proving that $u_{0}=\lambda v$ for a certain $\lambda$ such that $\mu \leq \lambda \leq \nu$. Define $\bar{\mu}$ and $\bar{\nu}$ by $\bar{\mu}=\sup \left\{\mu, \mu v \leq u_{0}\right.$ in $\left.\bar{\Pi}\right\}$ and $\bar{\nu}=\inf \left\{\nu, u_{0} \leq \nu v\right.$ in $\left.\bar{\Pi}\right\}$. We have $\bar{\mu} v \leq u_{0} \leq \bar{\nu} v$ in $\bar{\Pi}$ and $\bar{\mu} \leq \bar{\nu} \in \mathbb{R}$.

Let us now suppose that $\bar{\mu}<\bar{\nu}$. The strong maximum principle then yields that $\bar{\mu} v<u_{0}<\bar{\nu} v$ in $\Pi$. For every $R>0$, let us call $C(R)=\left\{(x, y) \in \bar{\Pi}, x^{2}+y^{2}=R^{2}\right\}$ and $B(R)=\left\{(x, y) \in \bar{\Pi}, x^{2}+y^{2} \leq R^{2}\right\}$. Choose any $R>0$. On $C(R)$, we have $v>0$ and $\bar{\mu} \leq u_{0} / v \leq \bar{\nu}$. There exists then a subset $\Gamma \subset C(R)$ such that $|\Gamma| /|C(R)| \geq 1 / 2$ ( $|\Gamma|$ is the length of $\Gamma$ ) and one of the following assertions occurs:

$$
\begin{aligned}
& \text { (i) } \frac{\bar{\mu}+\bar{\nu}}{2} \leq \frac{u_{0}}{v} \text { on } \Gamma, \text { i.e., } u_{0}-\bar{\mu} v \geq \frac{\bar{\nu}-\bar{\mu}}{2} v \\
& \text { (ii) } \frac{u_{0}}{v} \leq \frac{\bar{\mu}+\bar{\nu}}{2} \text { on } \Gamma, \text { i.e., } \bar{\nu} v-u_{0} \geq \frac{\bar{\nu}-\bar{\mu}}{2} v
\end{aligned}
$$

Suppose that case (i) occurs. Since $u_{0}-\bar{\mu} v>0$ in $\Pi$, since both $u_{0}$ and $v$ fulfill (5.9), and since (5.9) is invariant by stretching the variables, a straightforward application of the Harnack inequality up to the boundary leads to the existence of a real $\varepsilon>0$, which does not depend on $R$, such that

$$
u_{0}-\bar{\mu} v \geq \varepsilon v \text { on } C(R / 2)
$$

(see also Berestycki, Caffarelli, and Nirenberg [3] and Caffarelli [12] for related problems). Hence, as in Step 3, we get

$$
u_{0}-\bar{\mu} v \geq \varepsilon v \text { in } B(R / 2)
$$

Since (i) or (ii) occurs for each $R>0$, we may suppose, say, that there is a sequence $R_{n} \rightarrow+\infty$ such that (i) occurs for each $R_{n}$. As a consequence, $u_{0}-\bar{\mu} v \geq \varepsilon v$ in $B\left(R_{n} / 2\right)$, whence

$$
u_{0}-\bar{\mu} v \geq \varepsilon v \text { in } \bar{\Pi} .
$$

That is ruled out by the definition of $\bar{\mu}$.
We conclude that $\bar{\mu}=\bar{\nu}=: \lambda$, that is to say that $u_{0} \equiv \lambda v$ in $\bar{\Pi}$.
Step 6. Conclusion: we have to prove that

$$
\begin{gather*}
u-\lambda r^{\gamma} \sin (\gamma \theta)=o\left(r^{\gamma}\right) \text { as } r \xrightarrow{>} 0,  \tag{5.10}\\
\nabla u-\lambda \nabla\left(r^{\gamma} \sin (\gamma \theta)\right)=o\left(r^{\gamma-1}\right) \text { as } r \xrightarrow{>} 0 . \tag{5.11}
\end{gather*}
$$

Let $K$ be the compact defined by $K=\left\{(x, y) \in \bar{\Pi}, 1 \leq \sqrt{x^{2}+y^{2}} \leq 2\right\}$ and let $\eta$ be any positive number. We know that $u_{\varepsilon} \rightarrow \lambda v$ as $\varepsilon \rightarrow 0$, uniformly in $K$. Hence, there exists a real $\varepsilon_{0} \in(0,1)$ such that: $\forall 0<\varepsilon \leq \varepsilon_{0}, \forall(x, y) \in K,\left|u_{\varepsilon}-\lambda v\right| \leq \eta$. Owing to the definitions of the function $u_{\varepsilon}$ and $v$, we get

$$
\forall(x, y) \in K, \forall \varepsilon \leq \varepsilon_{0}, \quad\left|u(\varepsilon x, \varepsilon y)-\lambda(\varepsilon r)^{\gamma} \sin (\gamma \theta)\right| \leq \eta \varepsilon^{\gamma} \leq \eta(\varepsilon r)^{\gamma}
$$

In other words, for each $(x, y) \in \bar{\Pi}$ such that $0<r=\sqrt{x^{2}+y^{2}} \leq 2 \varepsilon_{0}$, we have $\left|u(x, y)-\lambda r^{\gamma} \sin (\gamma \theta)\right| \leq \eta r^{\gamma}$. Since $\eta>0$ was arbitrary, we have thus shown the formula (5.10).

Assertion (5.11) can be proved with the same arguments as above. That completes the proof of Lemma 5.1.

Remark 5.2. Let $\bar{v}$ be defined as in Step 2 by

$$
\bar{v}=r^{\gamma} \sin (\gamma \theta)+r^{\bar{\beta}} \bar{g}(\theta)
$$

where $\bar{g}(\theta)=-1+\cos (\bar{\beta} \theta)+\bar{A} \sin (\bar{\beta} \theta)$ and where $(r, \theta)$ are the polar coordinates with respect to the corner $C_{1}=(-a,-a \cot \gamma)$ of $\Sigma_{a}$. We choose $\bar{A}$ such that (5.6) holds in $V_{0}=\left\{x>0, y>0,0<r<\delta_{0}\right\}$ for some $\delta_{0}$ small enough. In particular, for $\varepsilon \in\left(0, \delta_{0}\right)$, we have $\partial_{\tau} \bar{v}=\nabla \bar{v} \cdot \tau>0$ at the point $(-a,-a \cot \gamma+\varepsilon)$. Hence, under the notation of Lemma 2.1, one can require that the vector field $\rho_{\varepsilon}$ fulfill $\rho_{\varepsilon}=\tau$ on $\{-a\} \times\left(-a \cot \gamma+\varepsilon,-a \cot \gamma+\delta_{0}\right)$ and $\rho_{\varepsilon} \cdot \nabla \bar{v} \geq 0$ on $\partial \Sigma_{a, \varepsilon} \cap B\left(C_{1}, \delta_{0}\right)$. For instance, choose a function $\eta(x, y)$ defined on $\partial \Sigma_{a, \varepsilon} \cap B\left(C_{1}, \delta_{0}\right)$ such that $0 \leq \eta \leq 1, \eta=1$ on $\{-a\} \times\left(-a \cot \gamma+\varepsilon,-a \cot \gamma+\delta_{0}\right), \eta=0$ on $\partial \Sigma_{a, \varepsilon} \cap\left\{x>-a+\varepsilon^{2}\right\}$ (for $\varepsilon>0$ small enough). Next, take $\rho_{\varepsilon}(x, y)=\eta(x, y) \tau$ on $\partial \Sigma_{a, \varepsilon} \cap B\left(C_{1}, \delta_{0}\right)$. Finally, the function $\bar{v}$ fulfills

$$
\rho_{\varepsilon} \cdot \nabla \bar{v}+\sigma_{0, \varepsilon} \bar{v} \geq 0 \text { on } \partial \Sigma_{a, \varepsilon} \cap B\left(C_{1}, \delta_{0}\right)
$$

whereas the function $u_{\varepsilon}$ fulfills

$$
\rho_{\varepsilon} \cdot \nabla u_{\varepsilon}+\sigma_{0, \varepsilon} u_{\varepsilon}=0 \text { on } \partial \Sigma_{a, \varepsilon} \cap B\left(C_{1}, \delta_{0}\right)
$$

(remember that $\sigma_{1, \varepsilon}=0$ on $\partial \Sigma_{a, \varepsilon} \cap B\left(C_{1}, \delta_{0}\right)$ for $\varepsilon>0$ and $\delta_{0}>0$ small enough).
Furthermore, since $\partial_{y} u_{\varepsilon}\left(-a+\delta_{0},-a \cot \gamma\right) \rightarrow \partial_{y} u_{c}\left(-a+\delta_{0},-a \cot \gamma\right)<+\infty$ as $\varepsilon \rightarrow 0$ and $u_{\varepsilon} \leq 1$ in $\overline{\Sigma_{a, \varepsilon}}$, there exists then a constant $\nu>0$ such that, as in Step 3,

$$
\forall(x, y) \in \overline{\Sigma_{a, \varepsilon}} \cap\left\{r=\delta_{0}\right\}, \quad u_{\varepsilon}(x, y) \leq \nu \bar{v}(x, y)
$$

for all $\varepsilon>0$ small enough. Next, we choose the same function $\varphi$ as in Step 3. In particular, in view of the choice of $\rho_{\varepsilon}$, we have $\rho_{\varepsilon} \cdot \nabla \varphi=0$ and $\rho_{\varepsilon} \cdot \nu_{\varepsilon} \geq 0$ on $\partial \Sigma_{a, \varepsilon} \cap B\left(C_{1}, \delta_{0}\right)$ for $\varepsilon>0$ small enough ( $\nu_{\varepsilon}$ is the outward unit normal to $\partial \Sigma_{a, \varepsilon}$ ). As in Step 3, it follows then that if the function $g=\frac{w}{\varphi}:=\frac{\nu \bar{v}-u_{\varepsilon}}{\varphi}$ reaches a negative
minimal value at a point $z_{0}$ in $\overline{\Sigma_{a, \varepsilon}} \cap \overline{B\left(C_{1}, \delta_{0}\right)}$, then $z_{0}=\left(x_{0}, y_{0}\right)$ lies necessarily on $\partial \Sigma_{a, \varepsilon} \cap B\left(C_{1}, \delta_{0}\right)$. At the point $z_{0}$, one has $\rho_{\varepsilon} \cdot \nabla w+\sigma_{0, \varepsilon} w \geq 0$, whence

$$
\begin{equation*}
g\left(z_{0}\right) \rho_{\varepsilon}\left(z_{0}\right) \cdot \nabla \varphi\left(z_{0}\right)+\varphi\left(z_{0}\right) \rho_{\varepsilon}\left(z_{0}\right) \cdot \nabla g\left(z_{0}\right)+\sigma_{0, \varepsilon}\left(z_{0}\right) g\left(z_{0}\right) \varphi\left(z_{0}\right) \geq 0 \tag{5.12}
\end{equation*}
$$

The first term of (5.12) is equal to 0 because $\rho_{\varepsilon} \cdot \nabla \varphi=0$. The second and third terms are nonpositive because $\varphi>0, \rho_{\varepsilon} \cdot \nabla g \leq 0$ (from the Hopf lemma), $g\left(z_{0}\right)<0$, and $\sigma_{0, \varepsilon} \geq 0$. Furthermore, if $y_{0} \geq-a \cot \gamma+\varepsilon$, then $\rho_{\varepsilon}\left(z_{0}\right)=\tau$ whence $\rho_{\varepsilon}\left(z_{0}\right) \cdot \nabla g\left(z_{0}\right)<0$, and if $y_{0} \leq-a \cot \gamma+\varepsilon$, then $\sigma_{0, \varepsilon}\left(z_{0}\right)=1$. Hence, all the three terms of (5.12) are nonpositive and at least one is negative. This is impossible.

We conclude that

$$
u_{\varepsilon}(x, y) \leq \nu \bar{v}(x, y) \text { in } \overline{\Sigma_{a, \varepsilon}} \cap \overline{B\left(C_{1}, \delta_{0}\right)}
$$

for all $\varepsilon>0$ small enough. This gives the required estimate (2.5) around the point $C_{1}$. The other corners $C_{2}, C_{3}, C_{4}$ can be treated similarly.

The proofs of the estimates (2.8) and (2.10) resort to the same arguments. As far as (2.8) is concerned, the function $\bar{v}$ can be chosen as in Step 2 such that (5.6) is true for each $c_{n}$ because the reals $c_{n}$ are bounded. As far as (2.10) is concerned, the function $\bar{v}$ can be chosen as in Step 2 such that (5.6) is true for each $f_{n}$ because the norms $\left\|f_{n}\right\|_{\text {Lip }}$ are bounded.
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#### Abstract

Existence theorems for nonnegative solutions to a class of nonlinear Neumann problems are proved. Nonexistence results are also discussed, depending either on absorption or on firstorder terms. The proofs make use of a direct variational approach.
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1. Introduction. In this paper we study the existence of nonnegative solutions to the nonlinear Neumann problem

$$
\begin{cases}-\Delta_{p} u=(\nabla \psi(x), \nabla u)|\nabla u|^{p-2}+a(x) u^{q-1}+b(x) u^{s-1} & \text { in } \Omega,  \tag{1.1}\\ |\nabla u|^{p-2} \frac{\partial u}{\partial \nu}=0 & \text { on } \partial \Omega .\end{cases}
$$

Here $\Omega \subseteq \mathbb{R}^{n}$ is a connected bounded domain with $C^{1, \alpha}$ boundary; by $\nu$ we denote the outer normal at any point $x \in \partial \Omega$. We also set

$$
\Delta_{p} u \equiv \operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right)
$$

for $p>1$ and

$$
(\nabla \psi, \nabla u) \equiv \sum_{i=1}^{n} \frac{\partial \psi}{\partial x_{i}} \frac{\partial u}{\partial x_{i}}
$$

The functions $a, b$ are continuous in $\bar{\Omega}$, while ( $\psi$ is differentiable) $\nabla \psi$ is bounded and uniformly continuous in $\Omega$. An essential feature of the problem is that the function $a$ changes sign (namely, the problem is of indefinite type; see [9]); instead, the function $b$ is assumed to be nonpositive. Concerning the exponents $q, s$ we shall always make the following hypothesis:

$$
\begin{equation*}
1<q<p^{*}, \quad 1<s<p^{*} \tag{0}
\end{equation*}
$$

where

$$
p^{*}:= \begin{cases}\frac{n p}{n-p} & \text { if } p<n \\ \infty & \text { otherwise }\end{cases}
$$

[^5]Problem (1.1) is suggested by some mathematical models of the applied sciences (e.g., see [1], [12]); besides, in several respects it generalizes other problems previously dealt with in the literature. In particular, if $p=2, \psi=$ constant, and $b \equiv 0$, it reads

$$
\begin{cases}-\Delta u=a(x) u^{q-1} & \text { in } \Omega \\ \frac{\partial u}{\partial \nu}=0 & \text { on } \partial \Omega\end{cases}
$$

This was investigated in [2] in the case $1<q<2$, respectively, and in [3] in the case $2<q<2^{*}$. In both cases the following conditions,

$$
\begin{gather*}
a_{+}:=\max \{a, 0\} \not \equiv 0  \tag{1}\\
\int_{\Omega} a d x<0 \tag{1.2}
\end{gather*}
$$

are necessary and sufficient for the existence of positive solutions.
As already mentioned, we retain $\left(\mathrm{H}_{1}\right)$ in the present investigation. As for the latter condition, recasting (1.1) in the equivalent form

$$
\begin{cases}-\operatorname{div}\left(\rho(x)|\nabla u|^{p-2} \nabla u\right)=\rho(x) a(x) u^{q-1}+\rho(x) b(x) u^{s-1} & \text { in } \Omega,  \tag{1.3}\\ |\nabla u|^{p-2} \frac{\partial u}{\partial \nu}=0 & \text { on } \partial \Omega,\end{cases}
$$

where $\rho:=e^{\psi}$, suggests the more general assumption

$$
\begin{equation*}
\int_{\Omega} \rho a d x<0 \tag{2}
\end{equation*}
$$

In the following we always assume $\left(\mathrm{H}_{0}\right)-\left(\mathrm{H}_{2}\right)$ and moreover

$$
\begin{equation*}
b \leq 0 \quad \text { in } \Omega \tag{3}
\end{equation*}
$$

When $b \equiv 0$ the following theorem holds, which generalizes previous existence results in [2], [3].

THEOREM 1.1. Let assumptions $\left(\mathrm{H}_{0}\right)-\left(\mathrm{H}_{2}\right)$ be satisfied; let $b \equiv 0$. Then there exists a nontrivial nonnegative solution $u \in L^{\infty}(\Omega)$ of problem (1.1). Moreover, $u \in$ $C^{1, \beta}(\bar{\Omega})$ for some $\beta>0$.

Under the more general assumption $\left(\mathrm{H}_{3}\right)$ the relationship between the exponents $p, q$, and $s$ plays an essential role. If either

$$
\begin{equation*}
q>\max \{p, s\} \tag{A}
\end{equation*}
$$

or

$$
\begin{equation*}
q<\min \{p, s\} \tag{B}
\end{equation*}
$$

the following result applies.
THEOREM 1.2. Let either $(\mathrm{A})$ or $(\mathrm{B})$ hold and assumptions $\left(\mathrm{H}_{0}\right)-\left(\mathrm{H}_{3}\right)$ be satisfied. Then there exists a nontrivial nonnegative solution $u \in L^{\infty}(\Omega)$ of problem (1.1). Moreover, $u \in C^{1, \beta}(\bar{\Omega})$ for some $\beta>0$.

The remaining cases, namely,

$$
\begin{align*}
& s<q<p  \tag{C}\\
& p<q<s \tag{D}
\end{align*}
$$

are more cumbersome. Assuming that
$\left(\mathrm{H}_{4}\right) \quad \operatorname{supp} a_{+} \backslash \operatorname{supp} b$ has nonempty interior,
for case (C), the following can be proved.
Theorem 1.3. Let $(\mathrm{C})$ hold and assumptions $\left(\mathrm{H}_{0}\right)-\left(\mathrm{H}_{4}\right)$ be satisfied. Then there exists a nontrivial nonnegative solution $u \in L^{\infty}(\Omega)$ of problem (1.1). Moreover, $u \in$ $C^{1, \beta}(\bar{\Omega})$ for some $\beta>0$.

To deal with case (D) we shall use the following assumption:

$$
\begin{equation*}
b(x) \leq-b_{0}<0 \quad \text { for any } \mathrm{x} \in \Omega \tag{5}
\end{equation*}
$$

(Observe that conditions $\left(\mathrm{H}_{4}\right)$ and $\left(\mathrm{H}_{5}\right)$ exclude each other.) In the following statement, by saying that " $a_{+}$is large with respect to $b$," we mean that condition $\left(\mathrm{H}_{6}\right)$ below (see section 2) is satisfied.

THEOREM 1.4. Let (D) hold and assumptions $\left(\mathrm{H}_{0}\right)-\left(\mathrm{H}_{2}\right)$ and $\left(\mathrm{H}_{5}\right)$ be satisfied. Assume that $a_{+}$is large with respect to $b$. Then there exists a nontrivial nonnegative solution $u \in L^{\infty}(\Omega)$ of problem (1.1). Moreover, $u \in C^{1, \beta}(\bar{\Omega})$ for some $\beta>0$.

According to the above theorem, in case (D) a nontrivial, nonnegative solution exists if the source term $a_{+}(x) u^{q-1}$ prevails over the absorption term $b(x) u^{s-1}$. In the opposite case such a solution does not exist, as the following result shows. By saying that "b is large with respect to $a_{+}$," we mean that condition $\left(\mathrm{H}_{7}\right)$ (see section 4) is satisfied.

Theorem 1.5. Let (D) hold and assumptions $\left(\mathrm{H}_{0}\right)-\left(\mathrm{H}_{2}\right)$ and $\left(\mathrm{H}_{5}\right)$ be satisfied. Assume that $b$ is large with respect to $a_{+}$. Then the only nonnegative solution of problem (1.1) is trivial.

Observe that the above nonexistence result depends (for fixed functions $a, \rho$ ) on the magnitude of the absorption coefficient $b$. A different nonexistence result, which depends only on the first-order term, can be pointed out. If $b \equiv 0$ and $q>2$, condition $\left(\mathrm{H}_{2}\right)$ is necessary for the existence of a nontrivial, nonnegative solution to (1.1) (see Proposition 4.1). Suppose that condition (1.2) is satisfied, while $\left(\mathrm{H}_{2}\right)$ is not. In this case nontrivial, nonnegative solutions of (1.1) (with $b \equiv 0, q>2$ ) exist if $\psi=$ constant by Theorem 1.1, yet they do not exist for general $\psi$. Similar nonexistence phenomena due to the effect of first-order terms are known for Dirichlet boundary value problems and for free boundary problems (see [4], [5]).

The proofs of the above results make use of direct variational arguments introduced in [13], [14], [15] (see also [8]); an outline is given in section 2 for convenience of the reader.
2. Mathematical framework and results. Let $X$ be a real Banach space with norm $\|\cdot\|$; let $f$ and $H$ be real-valued functionals defined in $X$. Let $f, H$ be continuously differentiable in $X \backslash\{0\}$; suppose that $H(0)=0$ and

$$
\begin{equation*}
\left\langle H^{\prime}(v), v\right\rangle \neq 0 \tag{2.1}
\end{equation*}
$$

for any $v$ such that

$$
\begin{equation*}
H(v)=1 \tag{2.2}
\end{equation*}
$$

Here $H^{\prime}$ denotes the derivative of $H$ and $\langle\cdot, \cdot\rangle$ denotes the pairing between $X$ and its dual space.

We associate with $f$ a functional $F$ setting

$$
\begin{equation*}
F(r, v):=f(r v) \tag{2.3}
\end{equation*}
$$

for any $r \in \mathbb{R}$ and $v \in X$.
Proposition 2.1. Let $(r, v)$ be a conditionally critical point of $F$ under condition (2.2) such that $r \neq 0$. Then $u:=r v$ is a nonzero critical point of the functional $f$.

Proof. According to the rule of Lagrange multipliers, there exist $\lambda, \mu \in \mathbb{R}$ such that $\lambda^{2}+\mu^{2}>0$ and

$$
\begin{gather*}
\lambda F_{v}(r, v)=\mu H^{\prime}(v),  \tag{2.4}\\
\lambda F_{r}(r, v)=0 . \tag{2.5}
\end{gather*}
$$

Here $F_{r}, F_{v}$ denote the partial derivatives of $F$. By the definition (2.3) of $F$ we have

$$
\begin{equation*}
r F_{r}(r, v)=\left\langle F_{v}(r, v), v\right\rangle \tag{2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
f^{\prime}(u)=\frac{1}{r} F_{v}\left(r, \frac{u}{r}\right) \tag{2.7}
\end{equation*}
$$

Since $\left\langle H^{\prime}(v), v\right\rangle \neq 0$ by assumption, we obtain $\lambda \neq 0, \mu=0$. Then the conclusion follows.

Suppose that in some open subset $E \subseteq X \backslash\{0\}$ a real-valued, continuously differentiable functional $r=r(v)$ is defined, such that $r(v) \neq 0$ and

$$
\begin{equation*}
F_{r}(r(v), v)=0 \tag{2.8}
\end{equation*}
$$

for any $v \in E$ such that condition (2.2) is satisfied. Define a functional $\tilde{f}(v)$ setting

$$
\begin{equation*}
\tilde{f}(v):=F(r(v), v) \tag{2.9}
\end{equation*}
$$

Proposition 2.2. Let $v$ be a conditionally extremum point of $\tilde{f}(v)$ under condition (2.2). Then $u:=r(v) v$ is a nonzero critical point of the functional $f$.

Proof. If $r=r(v)$, equality (2.8) and the definition of $\tilde{f}$ ensure that $(r, v)$ is a conditionally critical point of $F$ under condition (2.2). Then the conclusion follows by Proposition 2.1.

The previous results suggest the following approach to investigating critical points of the functional $f$. First we study the equation

$$
\begin{equation*}
F_{r}(r, v)=0 \tag{2.10}
\end{equation*}
$$

referred to as the bifurcation equation. Suppose that for any $v$ in some open subset $E \subseteq X \backslash\{0\}_{\tilde{f}}$ there exists a root $r=r(v) \neq 0$ of $(2.10)$; let $r \in C^{1}(E)$. Then the reduced functional $\tilde{f}$ given by (2.9) is defined and is of class $C^{1}$ in $E$; following Proposition
2.2, we maximize (or minimize) $\tilde{f}$ under the constraint $H(v)=1$, where $H$ is some suitable functional.

Let us investigate problem (1.3) using the previous considerations. We shall work in the Sobolev space $X=W^{1, p}(\Omega)(1<p<\infty)$ endowed with the norm

$$
|u|_{X}:=\left\{\int_{\Omega} \rho|u|^{p} d x+\int_{\Omega} \rho|\nabla u|^{p} d x\right\}^{1 / p}
$$

Since $\rho$ is bounded away from zero in $\Omega$, this norm is equivalent to the usual one. The functional $f$ associated with (1.3) is

$$
f(u)=-\frac{1}{p} \int_{\Omega} \rho|\nabla u|^{p} d x+\frac{1}{q} \int_{\Omega} \rho a|u|^{q} d x+\frac{1}{s} \int_{\Omega} \rho b|u|^{s} d x
$$

The functional (2.3) and the bifurcation equation (2.10) read in the present case

$$
F(r, v)=-\frac{|r|^{p}}{p} \int_{\Omega} \rho|\nabla v|^{p} d x+\frac{|r|^{q}}{q} A(v)-\frac{|r|^{s}}{s} B(v)
$$

respectively,

$$
\begin{equation*}
F_{r}(r, v)=A(v)|r|^{q-2} r-B(v)|r|^{s-2} r-\int_{\Omega} \rho|\nabla v|^{p} d x|r|^{p-2} r=0 \tag{2.11}
\end{equation*}
$$

here

$$
\begin{aligned}
A(v) & :=\int_{\Omega} \rho a|v|^{q} d x \\
B(v) & :=\int_{\Omega} \rho|b||v|^{s} d x
\end{aligned}
$$

and use of the assumption $\left(\mathrm{H}_{3}\right)$ has been made.
For $r \neq 0$ the bifurcation equation (2.11) is equivalent to

$$
\phi(r, v)=\int_{\Omega} \rho|\nabla v|^{p} d x
$$

where

$$
\begin{equation*}
\phi(r, v):=A(v)|r|^{q-p}-B(v)|r|^{s-p} . \tag{2.12}
\end{equation*}
$$

Set

$$
\begin{equation*}
E:=\{v \in X \mid A(v)>0\} \tag{2.13}
\end{equation*}
$$

observe that by assumption $\left(\mathrm{H}_{1}\right)$ the set $E$ is nonempty.
It is apparent from (2.12) that, if $b \equiv 0$ in $\Omega$, for any $v \in E$ the bifurcation equation has a unique positive root, namely,

$$
r(v)=\left\{\frac{\int_{\Omega} \rho|\nabla v|^{p} d x}{A(v)}\right\}^{1 /(q-p)}
$$

Then the reduced functional reads

$$
\begin{equation*}
\tilde{f}(v)=\left(\frac{1}{q}-\frac{1}{p}\right)\left\{\frac{\left[\int_{\Omega} \rho|\nabla v|^{p} d x\right]^{q}}{[A(v)]^{p}}\right\}^{1 /(q-p)} \tag{2.14}
\end{equation*}
$$

In the following we always choose the functional $H$ as follows:

$$
H(v):=\int_{\Omega} \rho|\nabla v|^{p} d x
$$

Concerning the variational problem

$$
\begin{equation*}
\max _{v \in E} \tilde{f}(v) \quad \text { under the condition } \quad \int_{\Omega} \rho|\nabla v|^{p} d x=1 \tag{2.15}
\end{equation*}
$$

the following result will be proved.
Proposition 2.3. Let assumptions $\left(\mathrm{H}_{0}\right)-\left(\mathrm{H}_{2}\right)$ be satisfied; let $b \equiv 0$. Then the maximum in (2.15) (where $\tilde{f}$ is the functional (2.14)) is achieved at some function $\bar{v} \geq 0, \bar{v} \not \equiv 0$ in $\Omega$.

Theorem 1.1 is an immediate consequence of the above proposition. Similarly, Theorems 1.2-1.4 follow easily from Propositions 2.4-2.6 below.

If $b \not \equiv 0$ and either (A) or (B) holds, the bifurcation equation has a unique positive root $r=r(v)$ for any $v \in E$ (see (2.12)). Moreover, for any $v \in E$ the quantity

$$
\begin{gathered}
\left\langle f^{\prime \prime}(r(v) v) v, v\right\rangle=F_{r r}(r(v), v) \\
=(q-p) \int_{\Omega} \rho|\nabla v|^{p} d x|r(v)|^{p-2}+(q-s) B(v)|r(v)|^{s-2}
\end{gathered}
$$

is strictly positive if $(\mathrm{A})$ holds or negative if $(\mathrm{B})$ holds; hence $r \in C^{1}(E)$. The reduced functional

$$
\begin{align*}
\tilde{f}(v)= & \left(\frac{1}{q}-\frac{1}{p}\right) \int_{\Omega} \rho|\nabla v|^{p} d x|r(v)|^{p}+\left(\frac{1}{q}-\frac{1}{s}\right) B(v)|r(v)|^{s} \\
& =\left(\frac{1}{q}-\frac{1}{p}\right) A(v)|r(v)|^{q}-\left(\frac{1}{s}-\frac{1}{p}\right) B(v)|r(v)|^{s} \tag{2.16}
\end{align*}
$$

is defined for any $v \in E$; the following result will be proved.
Proposition 2.4. Let assumptions $\left(\mathrm{H}_{0}\right)-\left(\mathrm{H}_{3}\right)$ be satisfied; moreover, let either (A) or (B) hold. Then the maximum in (2.15) (where $\tilde{f}$ is the functional (2.16)) is achieved at some function $\bar{v} \geq 0, \bar{v} \not \equiv 0$ in $\Omega$.

Concerning case (C), it is easily seen from (2.12) that a nontrivial solution $r(v)$ of the bifurcation equation exists for any $v \in E$ such that $B(v)=0$, yet need not exist if $B(v)>0$. In the latter case the function $\phi(\cdot, v)$ has a unique positive maximum point, namely,

$$
\begin{equation*}
r_{*}(v):=\left\{\frac{p-s}{p-q} \frac{B(v)}{A(v)}\right\}^{1 /(q-s)} . \tag{2.17}
\end{equation*}
$$

Moreover,

$$
\phi\left(r_{*}(v), v\right)=\left\{\frac{[A(v)]^{p-s}}{\gamma_{0}[B(v)]^{p-q}}\right\}^{1 /(q-s)}
$$

where

$$
\begin{equation*}
\gamma_{0}:=\frac{(p-s)^{p-s}}{(q-s)^{q-s}(p-q)^{p-q}} \tag{2.18}
\end{equation*}
$$

Define

$$
E_{0}:=\left\{v \in E \mid[A(v)]^{p-s}>\gamma_{0}[B(v)]^{p-q}\left[\int_{\Omega} \rho|\nabla v|^{p} d x\right]^{q-s}\right\}
$$

Observe that $E_{0} \neq \emptyset$ by assumption $\left(\mathrm{H}_{4}\right)$; in fact, for any $v \neq 0$ such that

$$
\operatorname{supp} v \subseteq\left(\operatorname{supp} a_{+} \backslash \operatorname{supp} b\right)^{o}
$$

we have $A(v)>0, B(v)=0$.
For any $v \in E_{0}$ the bifurcation equation has one positive root if $B(v)=0$ or two, say,

$$
r_{-}(v)<r_{*}(v)<r_{+}(v),
$$

if $B(v)>0$. In both cases we denote by $r(v)$ the maximal positive root. Observe that the quantity $F_{r r}(r(v), v)$ is strictly negative; hence $r \in C^{1}\left(E_{0}\right)$; in fact,

$$
F_{r r}(r(v), v)=-(p-q) A(v)|r(v)|^{q-2} \quad \text { if } B(v)=0
$$

or

$$
F_{r r}(r(v), v)=-(p-q) A(v)|r(v)|^{s-2}\left[|r(v)|^{q-s}-\left|r_{*}(v)\right|^{q-s}\right] \quad \text { if } B(v)>0
$$

Since the reduced functional $(2.16)$ is defined for any $v \in E_{0}$, the variational problem

$$
\begin{equation*}
\max _{v \in E_{0}} \tilde{f}(v) \quad \text { under the condition } \quad \int_{\Omega} \rho|\nabla v|^{p} d x=1 \tag{2.19}
\end{equation*}
$$

can be investigated. The following proposition holds.
Proposition 2.5. Let assumptions $\left(\mathrm{H}_{0}\right)-\left(\mathrm{H}_{4}\right)$ be satisfied; let $(\mathrm{C})$ hold. Then the maximum in (2.19) is achieved at some function $\bar{v} \geq 0, \bar{v} \not \equiv 0$ in $\Omega$.

Finally, let us discuss case (D) under assumption $\left(\mathrm{H}_{5}\right)$; observe that this assumption implies $B(v)>0$ whenever $A(v)>0$. Instead of the set $E_{0}$ considered in case $(\mathrm{C})$, now define

$$
E_{1}:=\left\{v \in E \mid[A(v)]^{s-p}>\gamma_{1}[B(v)]^{q-p}\left[\int_{\Omega} \rho|\nabla v|^{p} d x\right]^{s-q}\right\}
$$

where

$$
\begin{equation*}
\gamma_{1}:=\frac{(s-p)^{s-p}}{(s-q)^{s-q}(q-p)^{q-p}} \tag{2.20}
\end{equation*}
$$

If $E_{1} \neq \emptyset$, for any $v \in E_{1}$ there exist two positive solutions of the bifurcation equation. In such a case we denote again by $r(v)$ the maximal positive root and consider the reduced functional (2.16) for $v \in E_{1}$.

To ensure that the set $E_{1}$ be nonempty, we find it convenient to introduce its subset

$$
E_{2}:=\left\{v \in E \mid[A(v)]^{s-p}>\gamma_{2}[B(v)]^{q-p}\left[\int_{\Omega} \rho|\nabla v|^{p} d x\right]^{s-q}\right\}
$$

where

$$
\gamma_{2}:=\frac{q^{s-p}}{p^{s-q} s^{q-p}} \gamma_{1}
$$

It is easily checked that $\gamma_{2}>\gamma_{1}$; thus $E_{2} \subseteq E_{1}$ as asserted. We shall assume that

$$
\begin{equation*}
E_{2} \text { is nonempty. } \tag{6}
\end{equation*}
$$

It is easily proven that for any $v \in E_{2}$ the functional $F(\cdot, v)$ has two positive zeros. Hence it has a (local) minimum point and a maximum point, which are the minimal, respectively, the maximal positive root of the bifurcation equation. It follows that

$$
\tilde{f}(v)=F(r(v), v)=\max _{r>0} F(r, v)>0
$$

for any $v \in E_{2}$.
Concerning the problem

$$
\begin{equation*}
\max _{v \in E_{1}} \tilde{f}(v) \quad \text { under the condition } \quad \int_{\Omega} \rho|\nabla v|^{p} d x=1 \tag{2.21}
\end{equation*}
$$

the following result will be proved.
Proposition 2.6. Let assumptions $\left(\mathrm{H}_{0}\right)-\left(\mathrm{H}_{2}\right)$ and $\left(\mathrm{H}_{5}\right)-\left(\mathrm{H}_{6}\right)$ be satisfied; let $(\mathrm{D})$ hold. Then the maximum in (2.21) is achieved at some function $\bar{v} \geq 0, \bar{v} \not \equiv 0$ in $\Omega$.

In connection with assumption $\left(\mathrm{H}_{6}\right)$ and the statement of Theorem 1.4, observe that the inequality

$$
[A(v)]^{s-p}>\gamma_{2}[B(v)]^{q-p}\left[\int_{\Omega} \rho|\nabla v|^{p} d x\right]^{s-q}
$$

is satisfied for some $v \in E$ if the positive part $a_{+}$is sufficiently large with respect to $b$ (for instance, it suffices to replace $a_{+}$by $\lambda a_{+}, \lambda>0$ large enough).
3. Proofs of existence. Set

$$
S:=\left\{\left.v \in X\left|\int_{\Omega} \rho\right| \nabla v\right|^{p} d x=1\right\} .
$$

Let us prove the following lemma.
Lemma 3.1. Let assumptions $\left(\mathrm{H}_{0}\right)-\left(\mathrm{H}_{2}\right)$ be satisfied. Then the set

$$
E \cap S=\left\{\left.v \in X\left|A(v)>0, \int_{\Omega} \rho\right| \nabla v\right|^{p} d x=1\right\}
$$

is bounded in $X$.
Proof. By absurd, let $\left\{v_{n}\right\} \subseteq E \cap S$ be such that

$$
\int_{\Omega} \rho\left|v_{n}\right|^{p} d x+\int_{\Omega} \rho\left|\nabla v_{n}\right|^{p} d x \longrightarrow \infty
$$

as $n \rightarrow \infty$. For any $n \in \mathbb{N}$ set

$$
v_{n}=t_{n}+w_{n}
$$

where

$$
\begin{gathered}
t_{n}:=\frac{1}{\|\rho\|_{1}} \int_{\Omega} \rho v_{n} d x \\
w_{n}:=v_{n}-t_{n}
\end{gathered}
$$

Since

$$
\int_{\Omega} \rho\left|\nabla w_{n}\right|^{p} d x=\int_{\Omega} \rho\left|\nabla v_{n}\right|^{p} d x=1
$$

and

$$
\int_{\Omega} \rho w_{n} d x=0
$$

by embedding results there exists $C>0$ such that

$$
\left|w_{n}\right|_{X} \leq C \quad \text { for any } n \in \mathbb{N}
$$

This implies that $\left|t_{n}\right| \rightarrow \infty$; moreover, since by assumption $\left(\mathrm{H}_{0}\right)$ the space $X$ is compactly embedded in $L^{q}(\Omega)$, we may assume that $\left\{w_{n}\right\}$ converges strongly in the latter space. Then we have

$$
\int_{\Omega} \rho a\left|v_{n}\right|^{q} d x=\left|t_{n}\right|^{q} \int_{\Omega} \rho a\left|1+\frac{w_{n}}{t_{n}}\right|^{q} d x \longrightarrow-\infty
$$

as $n \rightarrow \infty$ by assumption $\left(\mathrm{H}_{2}\right)$. This contradicts the definition of $E$; hence the conclusion follows.

Let us prove Proposition 2.4. The proof of Proposition 2.3 is similar, yet simpler by the homogeneity of the reduced functional (2.14); hence it is omitted.

Proof of Proposition 2.4. Set

$$
\begin{equation*}
M:=\sup \{\tilde{f}(v) \mid v \in E \cap S\} \tag{3.1}
\end{equation*}
$$

where $\tilde{f}$ is the reduced functional (2.16). It is easily seen that $M \in(-\infty, 0]$ if (A) holds or $M \in(0, \infty)$ if $(\mathrm{B})$ is satisfied. Let $\left\{v_{n}\right\} \subseteq E \cap S$ be a maximizing sequence. Due to Lemma 3.1, we can assume that $\left\{v_{n}\right\}$ converges weakly in $X$ to some $\bar{v}$; by assumption $\left(\mathrm{H}_{0}\right)$, it follows that $v_{n} \rightarrow \bar{v}$ both in $L^{q}(\Omega)$ and in $L^{s}(\Omega)$. Let us prove that $\bar{v} \in E \cap S$.
(i) Since $\left\{v_{n}\right\} \subseteq E \cap S$, from the bifurcation equation we obtain

$$
\begin{equation*}
A\left(v_{n}\right)\left|r\left(v_{n}\right)\right|^{q-p} \geq 1 \quad \text { for any } n \in \mathbb{N} \tag{3.2}
\end{equation*}
$$

On the other hand, since $v_{n} \rightarrow \bar{v}$ in $L^{q}(\Omega)$, there holds

$$
A\left(v_{n}\right) \rightarrow A(\bar{v}) \quad \text { as } n \rightarrow \infty
$$

By absurd, let $A(\bar{v})=0$. If (A) holds, let us rewrite (3.2) as follows:

$$
\left|r\left(v_{n}\right)\right| \geq\left[A\left(v_{n}\right)\right]^{-1 /(q-p)}
$$

then we conclude that $\left|r\left(v_{n}\right)\right| \rightarrow \infty$. Since by (2.16)

$$
\tilde{f}\left(v_{n}\right) \leq\left(\frac{1}{q}-\frac{1}{p}\right)\left|r\left(v_{n}\right)\right|^{p}
$$

this implies that $\tilde{f}\left(v_{n}\right) \rightarrow-\infty$, which is impossible. If (B) holds, we can recast (3.2) in the following form,

$$
\begin{equation*}
A\left(v_{n}\right) \geq\left|r\left(v_{n}\right)\right|^{p-q} \tag{3.3}
\end{equation*}
$$

thus obtaining that $\left|r\left(v_{n}\right)\right| \rightarrow 0$. Since $B\left(v_{n}\right) \rightarrow B(\bar{v})<\infty$, this implies that $\tilde{f}\left(v_{n}\right) \rightarrow$ 0 , contradicting the inequality $M>0$. Then $A(\bar{v})>0$, i.e., $\bar{v} \in E$.
(ii) By the weak convergence of $\left\{v_{n}\right\}$ in $X$ there holds

$$
\int_{\Omega} \rho|\nabla \bar{v}|^{p} d x \leq 1
$$

Since $A(\bar{v})>0$, by $\left(\mathrm{H}_{2}\right)$ we also have

$$
\int_{\Omega} \rho|\nabla \bar{v}|^{p} d x>0
$$

If the first inequality were strict, we could find $t>1$ such that

$$
\int_{\Omega} \rho|\nabla(t \bar{v})|^{p} d x=1
$$

hence $t \bar{v} \in E \cap S$. The root $r=r(t \bar{v})$ of the bifurcation equation satisfies the equality

$$
\begin{equation*}
A(t \bar{v})|r(t \bar{v})|^{q-p}-B(t \bar{v})|r(t \bar{v})|^{s-p}=1 \tag{3.4}
\end{equation*}
$$

Since

$$
\begin{aligned}
& A(t \bar{v})=t^{q} A(\bar{v}), \\
& B(t \bar{v})=t^{s} B(\bar{v}),
\end{aligned}
$$

this gives

$$
\begin{equation*}
A(\bar{v})|\operatorname{tr}(t \bar{v})|^{q-p}-B(\bar{v})|\operatorname{tr}(t \bar{v})|^{s-p}=t^{-p}<1 \tag{3.5}
\end{equation*}
$$

On the other hand, it is easily seen that the sequence $\left\{r\left(v_{n}\right)\right\}$ is bounded. In fact, in case (B) this follows from inequality (3.3). Concerning (A), rewrite the bifurcation equation for $v=v_{n}$ as

$$
\left|r\left(v_{n}\right)\right|^{q-p}\left\{A\left(v_{n}\right)-B\left(v_{n}\right)\left|r\left(v_{n}\right)\right|^{s-q}\right\}=1
$$

Since $A\left(v_{n}\right) \rightarrow A(\bar{v})>0$ and $\left\{B\left(v_{n}\right)\right\}$ is converging, for any diverging subsequence of $\left\{r\left(v_{n}\right)\right\}$ the left-hand side of the above equality would diverge, which is impossible. Since $\left\{r\left(v_{n}\right)\right\}$ is bounded, some subsequence is converging; then its limit, say, $\bar{r}$, satisfies the equality

$$
\begin{equation*}
A(\bar{v})|\bar{r}|^{q-p}-B(\bar{v})|\bar{r}|^{s-p}=1 \tag{3.6}
\end{equation*}
$$

Comparing (3.5) and (3.6) immediately gives

$$
\operatorname{tr}(t \bar{v})<\bar{r}
$$

if (A) holds, respectively,

$$
\operatorname{tr}(t \bar{v})>\bar{r}
$$

if (B) is satisfied. Then an elementary investigation of the function

$$
\begin{equation*}
\psi(\xi):=\left(\frac{1}{q}-\frac{1}{p}\right) A(\bar{v}) \xi^{q}-\left(\frac{1}{s}-\frac{1}{p}\right) B(\bar{v}) \xi^{s} \quad(\xi>0) \tag{3.7}
\end{equation*}
$$

proves that in both cases

$$
\begin{equation*}
\tilde{f}(t \bar{v})=\psi(t|r(t \bar{v})|)>\psi(\bar{r})=M \tag{3.8}
\end{equation*}
$$

which is absurd. It follows that $\bar{v} \in S$; thus the claim is proved. Since the equality (3.4) holds with $t=1$, we get $r(\bar{v})=\bar{r}$ (see (3.6)); thus $M=\tilde{f}(\bar{v})$. Then the conclusion follows. $\quad \square$

Let us now consider case (C).
Proof of Proposition 2.5. Set

$$
M:=\sup \left\{\tilde{f}(v) \mid v \in E_{0} \cap S\right\}
$$

Observe that $M>0$ by assumption $\left(\mathrm{H}_{4}\right)$; in fact, for any $v \not \equiv 0$ with

$$
\operatorname{supp} v \subseteq\left(\operatorname{supp} a_{+} \backslash \operatorname{supp} b\right)^{o}
$$

there holds

$$
\tilde{f}(v)=\left(\frac{1}{q}-\frac{1}{p}\right) A(v)|r(v)|^{q}>0
$$

Since $E_{0} \cap S \subseteq E \cap S$ is bounded in $X$ (see Lemma 3.1), any maximizing sequence $\left\{v_{n}\right\} \subseteq E_{0} \cap S$ converges to some $\bar{v} \in X$ as in the proof of Proposition 2.4. Let us prove that $\bar{v} \in E_{0} \cap S$.

To this purpose, observe first that the sequence $\left\{r\left(v_{n}\right)\right\}$ is bounded. In fact, for any diverging subsequence the right-hand side of the equality

$$
\begin{equation*}
A\left(v_{n}\right)\left|r\left(v_{n}\right)\right|^{q-p}-B\left(v_{n}\right)\left|r\left(v_{n}\right)\right|^{s-p}=1 \tag{3.9}
\end{equation*}
$$

would be infinitesimal, which is impossible.
(i) Let us show that $A(\bar{v})>0$. Since $\left\{r\left(v_{n}\right)\right\}$ is bounded, some subsequence (again denoted $\left\{r\left(v_{n}\right)\right\}$ ) converges to a limit $\bar{r}$. If $A(\bar{v})=0$, we have

$$
M=\lim _{n \rightarrow \infty} \tilde{f}\left(v_{n}\right)=\left(\frac{1}{p}-\frac{1}{s}\right) B(\bar{v})|\bar{r}|^{s} \leq 0
$$

which is absurd since $M>0$.
(ii) Let us prove that the strict inequality in the definition of the set $E_{0}$ is satisfied at $v=\bar{v}$. This follows by (i) if $B(\bar{v})=0$. In any case there holds

$$
[A(\bar{v})]^{p-s} \geq \gamma_{0}[B(\bar{v})]^{p-q}\left[\int_{\Omega} \rho|\nabla \bar{v}|^{p} d x\right]^{q-s}
$$

Suppose that $B(\bar{v})>0$ and the equality sign holds in the above relation. This means that the maximum of the function $\phi(\cdot, \bar{v})$ equals $\int_{\Omega} \rho|\nabla \bar{v}|^{p} d x$ (see section 2); hence

$$
r(\bar{v})=r_{*}(\bar{v})
$$

On the other hand, it follows easily from (3.9) that $\bar{r}:=\lim _{n \rightarrow \infty}\left|r\left(v_{n}\right)\right|$ is strictly positive. Passing to the limit in the same equation as $n \rightarrow \infty$ we find

$$
\begin{equation*}
A(\bar{v})|\bar{r}|^{q-p}-B(\bar{v})|\bar{r}|^{s-p}=1 \geq \int_{\Omega} \rho|\nabla \bar{v}|^{p} d x \tag{3.10}
\end{equation*}
$$

whence

$$
\bar{r}=r(\bar{v})=r_{*}(\bar{v}) .
$$

Then we obtain

$$
\begin{gathered}
M=\lim _{n \rightarrow \infty} \tilde{f}\left(v_{n}\right) \\
=\left(\frac{1}{q}-\frac{1}{p}\right) A(\bar{v}) r^{*}(\bar{v})^{q}+\left(\frac{1}{p}-\frac{1}{s}\right) B(v) r^{*}(\bar{v})^{s} \\
=\frac{1}{p}\left(\frac{1}{q}-\frac{1}{s}\right)\left\{\frac{[(p-s) B(\bar{v})]^{q}}{[(p-q) A(\bar{v})]^{s}}\right\}^{1 /(q-s)}<0,
\end{gathered}
$$

which is absurd. Hence the claim follows.
(iii) It is easily checked that, if

$$
\int_{\Omega} \rho|\nabla \bar{v}|^{p} d x<1
$$

we can find $t>1$ such that $t \bar{v} \in E_{0} \cap S$. As in the proof of Proposition 2.4 this gives inequality (3.5). Moreover, observe that

$$
r_{*}(\bar{v})=t \frac{1}{t} r_{*}(\bar{v})=t r_{*}(t \bar{v})<\operatorname{tr}(t \bar{v})
$$

similarly,

$$
r_{*}(\bar{v})<\bar{r}
$$

Thus comparing (3.5) and (3.10) we find

$$
\bar{r}<\operatorname{tr}(t \bar{v})
$$

whence the claim follows as in the proof of Proposition 2.4. Since $\bar{v} \in E_{0} \cap S$ and $\bar{r}=r(\bar{v})$, we have $M=\tilde{f}(\bar{v})$. Then the conclusion follows.

Let us now prove Proposition 2.6.
Proof of Proposition 2.6. Set

$$
M:=\sup \left\{\tilde{f}(v) \mid v \in E_{1} \cap S\right\}
$$

observe that $M>0$ by assumption $\left(\mathrm{H}_{6}\right)$, since $\tilde{f}>0$ for any $v \in E_{2}$ (see section 2). Let $\left\{v_{n}\right\} \subseteq E_{1} \cap S \subseteq E \cap S$ be a maximizing sequence, which converges to $\bar{v} \in X$ as in the proof of Proposition 2.4. The conclusion will follow if we prove that $\bar{v} \in E_{1} \cap S$.
(i) Let us first show that $A(\bar{v})>0$. Since $\left\{v_{n}\right\} \subseteq E_{1} \cap S$, for any $n \in N$ we have

$$
\begin{gather*}
\gamma_{1}\left[B\left(v_{n}\right)\right]^{q-p}<\left[A\left(v_{n}\right)\right]^{s-p} \\
\leq\left(\frac{\|a\|_{\infty}}{b_{0}}\right)^{s-p}\left(\|b\|_{\infty}\|\rho\|_{1}\right)^{(s-p)(s-q) / s}\left[B\left(v_{n}\right)\right]^{(s-p) q / s} \tag{3.11}
\end{gather*}
$$

Taking the limit as $n \rightarrow \infty$ gives

$$
B(\bar{v}) \geq \frac{\gamma_{1}^{s /[p(s-q)]}}{\left(\|b\|_{\infty}\|\rho\|_{1}\right)^{(s-p) / p}}\left(\frac{b_{0}}{\|a\|_{\infty}}\right)^{[s(s-p)] /[p(s-q)]}>0
$$

On the other hand, from the first inequality in (3.11) we obtain

$$
A(\bar{v}) \geq \gamma_{1}^{1 /(s-p)}[B(\bar{v})]^{(q-p) /(s-p)}
$$

hence the claim follows.
(ii) It is easily seen that

$$
[A(\bar{v})]^{s-p} \geq \gamma_{1}[B(\bar{v})]^{q-p}\left[\int_{\Omega} \rho|\nabla \bar{v}|^{p} d x\right]^{s-q}
$$

To exclude the equality in the above relation we can use the same argument as in part (ii) of the proof of Proposition 2.4, provided that the sequence $\left\{r\left(v_{n}\right)\right\}$ is bounded. This follows easily from the bifurcation equation

$$
\left|r\left(v_{n}\right)\right|^{s-p}\left\{A\left(v_{n}\right)\left|r\left(v_{n}\right)\right|^{q-s}-B\left(v_{n}\right)\right\}=1
$$

since $B\left(v_{n}\right) \rightarrow B(\bar{v})>0$ by (i) above. Hence the claim follows.
(iii) To prove that $\int_{\Omega} \rho|\nabla \bar{v}|^{p} d x=1$ we can use the same argument as in the proof of Proposition 2.4; we omit the details. The proof is complete.

Proof of Theorem 1.1. Due to Proposition 2.3, there exists a conditionally extremum point $\bar{v} \geq 0, \bar{v} \neq 0$ of the reduced functional $\tilde{f}$ in the set $E$. According to Proposition $2.2 u:=r(\bar{v}) \bar{v}$ is a nonzero critical point of the functional $f$, hence a nontrivial, nonnegative solution of problem (1.1). A standard bootstrap argument (see [7]) shows that $u \in L^{\infty}(\Omega)$; then the asserted regularity of $u$ follows by [10] (see also [6], [16], [11]). Hence we have the conclusion.

Theorems $1.2-1.4$ follow similarly by Propositions 2.1 and $2.4-2.6$; the details are omitted.
4. Nonexistence results. Let us briefly discuss the nonexistence results mentioned in section 1.

Proof of Theorem 1.5. Since the set $E \cap S$ is bounded in $X$ (see Lemma 3.1), by assumptions $\left(\mathrm{H}_{0}\right)$ and $\left(\mathrm{H}_{2}\right)$ there exists $M_{0}>0$ (depending on $\left.a, \rho\right)$ such that

$$
\begin{equation*}
\int_{\Omega} \rho|v|^{s} d x \leq M_{0} \quad \text { for any } v \in E \cap S \tag{4.1}
\end{equation*}
$$

We shall prove the following statement: let

$$
\begin{equation*}
\left\|a_{+}\right\|_{\infty}^{s-p}\|\rho\|_{1}^{(s-p)(s-q) / s} M_{0}^{p(s-q) / s}<\gamma_{1} b_{0}^{q-p} \tag{7}
\end{equation*}
$$

the constant $\gamma_{1}$ being defined in (2.20). Then the inequality

$$
\begin{equation*}
[A(v)]^{s-p}<\gamma_{1}[B(v)]^{q-p}\left[\int_{\Omega} \rho|\nabla v|^{p} d x\right]^{s-q} \tag{4.2}
\end{equation*}
$$

holds for any $v \in E$.
The above statement implies that the only solution of the bifurcation equation is trivial; thus the conclusion follows.
(i) Let us prove first the above statement for $v \in E \cap S$. Since

$$
\begin{gathered}
A(v) \leq\left\|a_{+}\right\|_{\infty}\|\rho\|_{1}^{(s-q) / s}\left(\int_{\Omega} \rho|v|^{s} d x\right)^{q / s} \\
B(v) \geq b_{0} \int_{\Omega} \rho|v|^{s} d x
\end{gathered}
$$

the inequality (4.2) holds if

$$
\left\|a_{+}\right\|_{\infty}^{s-p}\|\rho\|_{1}^{(s-p)(s-q) / s}\left(\int_{\Omega} \rho|v|^{s} d x\right)^{[p(s-q)] / s}<\gamma_{1} b_{0}^{q-p}
$$

Due to (4.1), the latter inequality is satisfied if $\left(\mathrm{H}_{7}\right)$ holds. Then the conclusion will follow in this case.
(ii) By absurd, let $v \in E$ satisfy

$$
\begin{equation*}
[A(v)]^{s-p} \geq \gamma_{1}[B(v)]^{q-p}\left[\int_{\Omega} \rho|\nabla v|^{p} d x\right]^{s-q} \tag{4.3}
\end{equation*}
$$

Recall that by $\left(\mathrm{H}_{2}\right)$

$$
\int_{\Omega} \rho|\nabla v|^{p} d x>0
$$

then there exists $t>0$ such that $t v \in E \cap S$. It is easily checked that (4.3) implies

$$
[A(t v)]^{s-p} \geq \gamma_{1}[B(t v)]^{q-p}
$$

thus contradicting (i) above. This completes the proof.
Let us finally prove the following result.
Proposition 4.1. Let $b \equiv 0$; let $u \geq 0, u \neq 0$ be a solution of problem (1.1). Then

$$
\int_{\operatorname{supp} u} \rho a d x<0 .
$$

Proof. Following [2] we set for any $\epsilon>0$

$$
h_{\epsilon}(s):=\int_{0}^{s} \frac{d t}{(t+\epsilon)^{(q-1) /(p-1)}} .
$$

Then by (1.1) with $b \equiv 0$ the function $h_{\epsilon}(u(x))$ satisfies the problem

$$
-\operatorname{div}\left(\rho(x)\left|\nabla\left[h_{\epsilon}(u)\right]\right|^{p-2} \nabla\left[h_{\epsilon}(u)\right]\right)
$$

$$
\begin{gathered}
=\rho(x) a(x)\left(\frac{u}{u+\epsilon}\right)^{q-1}+(q-1) \rho(x) \frac{|\nabla u|^{p}}{(u+\epsilon)^{q}} \quad \text { in } \Omega, \\
\left|\nabla\left[h_{\epsilon}(u)\right]\right|^{p-2} \frac{\partial\left[h_{\epsilon}(u)\right]}{\partial \nu}=\left(\frac{1}{u+\epsilon}\right)^{q-1}|\nabla u|^{p-2} \frac{\partial u}{\partial \nu}=0 \quad \text { on } \partial \Omega .
\end{gathered}
$$

Hence

$$
\int_{\Omega} \rho a\left(\frac{u}{u+\epsilon}\right)^{q-1} d x=-(q-1) \int_{\Omega} \rho \frac{|\nabla u|^{p}}{(u+\epsilon)^{q}} d x<0
$$

Letting $\epsilon \rightarrow 0$ we obtain

$$
\int_{\operatorname{supp} u} \rho a d x \leq 0 .
$$

As in [2] it is proved that the above inequality is strict; then the conclusion follows.
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#### Abstract

We consider approximate solution sequences of the 2D incompressible Euler equations obtained by mollifying compactly supported initial vorticities in $L^{p}, 1 \leq p \leq 2$, or bounded measures in $H_{\text {loc }}^{-1}$ and exactly solving the equations. For these solution sequences we obtain uniform estimates on the evolution of the mass of vorticity and on the measure of the support of vorticity outside a ball of radius $R$. If the initial vorticity is in $L^{p}, 1 \leq p \leq 2$, these uniform estimates imply certain a priori estimates for weak solutions which are weak limits of these approximations. In the case of nonnegative vorticities, we obtain results that extend, in a natural way, the cubic-root growth of the diameter of the support of vorticity proved first by C. Marchioro for bounded initial vorticities [Comm. Math. Phys., 164 (1994), pp. 507-524] and extended by two of the authors to initial vorticities in $L^{p}, p>2$.
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Introduction. The main object of this work is the behavior of weak solutions of the 2D Euler equations, modeling the flow of incompressible, inviscid ideal fluids in two space dimensions. We will be concerned with flows of fluids that are assumed to fully occupy the 2D Euclidean plane, with velocity vanishing at infinity. We write the initial value problem in the form of the vorticity equation:

$$
\left\{\begin{array}{l}
\omega_{t}+u \cdot \nabla \omega=0 \text { in } \mathbb{R}^{2} \times(0, \infty)  \tag{0.1}\\
\operatorname{div} u=0 \text { in } \mathbb{R}^{2} \times[0, \infty) \\
\operatorname{curl} u=\omega \text { in } \mathbb{R}^{2} \times[0, \infty) \\
\omega(x, 0)=\omega_{0}(x) \text { on } \mathbb{R}^{2} \times\{t=0\}
\end{array}\right.
$$

The velocity can be eliminated from the vorticity equation by means of the BiotSavart law:

$$
u(x, t)=(K * \omega(\cdot, t))(x) \equiv \frac{1}{2 \pi} \int_{\mathbb{R}^{2}} \frac{(x-y)^{\perp}}{|x-y|^{2}} \omega(y, t) d y
$$

The usual strategy to obtain existence of weak solutions to the problem (0.1) is to consider a suitable approximate problem, for which existence of solutions is known, and then to obtain enough estimates to pass to the limit in the weak form of the equations. The standard approximation schemes used in the literature are the following: smoothing out initial data, the vanishing viscosity limit of the NavierStokes equations, and desingularized vortex methods. In this work we are specifically

[^6]concerned with weak solutions obtained by exactly solving (0.1) with smoothed-out initial data. If the initial vorticity $\omega_{0}$ is a function in $L^{p}\left(\mathbb{R}^{2}\right), 1<p<\infty$, with compact support, the existence of a weak solution obtained as the weak limit of a sequence of approximate solutions (produced by mollifying initial data) was first proved by DiPerna and Majda in [4]. For nonnegative initial vorticities in the space of bounded Radon measures with compact support, $\mathcal{B} \mathcal{M}_{c}\left(\mathbb{R}^{2}\right)$, and in $H_{\text {loc }}^{-1}\left(\mathbb{R}^{2}\right)$ a corresponding existence result was proved by Delort in [2]. Vecchi and Wu in [13] extended Delort's proof to initial vorticities of compact support in $L^{1}\left(\mathbb{R}^{2}\right) \cap H_{\text {loc }}^{-1}\left(\mathbb{R}^{2}\right)$, without sign restrictions. Uniqueness, in these cases, is an outstanding open problem, as is existence for arbitrary bounded Radon measures of compact support in $H_{\mathrm{loc}}^{-1}\left(\mathbb{R}^{2}\right)$. Following DiPerna and Majda, we will refer to initial vorticities in $\mathcal{B M}\left(\mathbb{R}^{2}\right) \cap H_{\text {loc }}^{-1}\left(\mathbb{R}^{2}\right)$ as vortex sheet initial data, which we will abbreviate with the acronym VSID. For bounded initial vorticities, then both existence and uniqueness of weak solutions were obtained by Yudovich in [14].

Little is known regarding the qualitative behavior of weak solutions of (0.1). The general problem we will focus on is the following: How fast can a fluid particle be displaced from its initial position and how is this displacement affected by the regularity of the subjacent flow? If the initial vorticity lies in the space $L_{c}^{p}\left(\mathbb{R}^{2}\right)$ (the space of compactly supported functions in $\left.L^{p}\right), p>2$, it is well known that the corresponding velocity field is bounded a priori. This means that the trajectory of almost all fluid particles is contained in a space-time cone centered at their initial positions and with aperture bounded by global conserved quantities of the flow. Since vorticity is constant along particle trajectories, this implies that the support of vorticity remains compact and its diameter grows at most linearly in time. For nonnegative bounded vorticities Marchioro [10] showed that the growth of the displacement from the initial position is at most of the order of the cubic-root of time, so that the space-time cone above can be substituted with a space-time cubic parabola. This result captures the trend that flows with single-signed vorticity have of rotating, rather than spreading particles. The result was extended by two of the authors in [9] to nonnegative initial vorticities in $L_{c}^{p}\left(\mathbb{R}^{2}\right), p>2$. However, the estimate on the aperture of the cubic parabola obtained is lost when $p \rightarrow 2^{+}$.

If the initial vorticity is in $L_{c}^{p}\left(\mathbb{R}^{2}\right), 1 \leq p \leq 2$, or in $\mathcal{B} \mathcal{M}_{c}\left(\mathbb{R}^{2}\right) \cap H_{\text {loc }}^{-1}\left(\mathbb{R}^{2}\right)$, it is not known whether the flow preserves the compactness of the support of vorticity. This problem was the initial motivation for the present work. The results we obtain here address the rate of dispersion of vorticity (or, equivalently, of material domains) in time. We will prove that the pictures obtained for more regular flows, i.e., linear cones in space-time for general vorticities and cubic parabolas for nonnegative vorticities, remain substantially true for even the most irregular cases. More precisely, we will show that, for any approximate solution sequence, given an initial disk in the plane and any $\varepsilon>0$, there exists an aperture for a space-time cone (and for a cubic parabola in the case of nonnegative vorticity), uniform in the sequence, for which the set of particles in the initial disk whose trajectories leave the cone (respectively, the cubic parabola) has Lebesgue measure less than $\varepsilon$.

The remainder of this paper is organized in three sections: the first on flows without sign restriction on the vorticity, the second on flows with nonnegative vorticity, and the third containing extensions and conclusions. In the first one, we obtain estimates resembling Chebyshev inequalities for the Lagrangian maps that are applicable to any linear transport equation with a divergence-free smooth velocity field bounded in $L^{q}\left(\mathbb{R}^{2}\right)$. These results can be better understood in the context of the transport
theory by vector fields with Sobolev space regularity by DiPerna and Lions [3]. In the specific context of the 2 D vorticity equation, we also obtain a result of the same nature in the physically relevant situation where the velocity is only $L_{\text {loc }}^{2}\left(\mathbb{R}^{2}\right)$. The second section begins with a simplified proof of an exponential decay estimate on the mass of vorticity near infinity due to Marchioro (this is the heart of the proof of Theorem 2.1 in [10]). We apply Marchioro's result and the Chebyshev inequalities obtained in the first section to get results on the smallness of the mass and of the Lebesgue measure of the support of vorticity outside a suitable cubic parabola. All our results are proved for a smooth approximate solution sequence generated by regularizing initial data, with estimates independent of the regularization parameter.

Some remarks regarding notation are in order. We denote by $B(p ; R)$ the open ball centered at $p$ with radius $R$ in the plane. The Lebesgue measure of the set $E$ is denoted by $|E|$ and the complement of $E$ is denoted by $E^{c}$. If $z=\left(z_{1}, z_{2}\right)$ is a point in the plane, then $z^{\perp}=\left(-z_{2}, z_{1}\right)$. We denote the Lebesgue conjugate exponent of $p$ by $p^{\prime}=p /(p-1)$. Finally, we will use supp $\omega$ to denote the support of the function $\omega$.

1. Chebyshev inequalities. We begin with a result which applies to a general flow by a divergence-free, time-dependent vector field $u$. Consider a bounded, divergence-free, smooth vector field $u: \mathbb{R}^{n} \times[0, T] \rightarrow \mathbb{R}^{n}$.

Let $X=X(\alpha, t)$ denote an orbit associated with the flow by $u$ :

$$
\left\{\begin{array}{l}
\frac{d X}{d t}=u(X, t), 0<t<T \\
X(\alpha, 0)=\alpha \in \mathbb{R}^{n}
\end{array}\right.
$$

We use $X(D, t) \equiv\{X(\alpha, t) \mid \alpha \in D\}$ to denote the flow of a set $D \subseteq \mathbb{R}^{n}$ under the vector field $u$. We often refer to the family of diffeomorphisms $\alpha \mapsto X(\alpha, t)$ as Lagrangian maps.

The first result of this section will be referred to as the filtering theorem.
Theorem 1.1. Let $0<R_{1}<R_{2}$ and define the annulus $A=\left\{x \in \mathbb{R}^{n} \mid R_{1}<\right.$ $\left.|x|<R_{2}\right\}, \Sigma\left(R_{1}, R_{2}, t\right) \equiv\left\{\alpha \in B\left(0 ; R_{1}\right)| | X(\alpha, t) \mid>R_{2}\right\}$ and let $q \geq 1$. Then

$$
\left|\Sigma\left(R_{1}, R_{2}, t\right)\right| \leq\left(\frac{t \sup _{0 \leq t \leq T}\|u(\cdot, t)\|_{L^{q}(A)}}{R_{2}-R_{1}}\right)^{q}
$$

Proof. Fix $t>0$. In this proof we will abbreviate $\Sigma\left(R_{1}, R_{2}, t\right)$ by $\Sigma$. Let us introduce the material cylinder $\mathcal{C}$ defined by

$$
\mathcal{C} \equiv \bigcup_{0 \leq s \leq t} X(\Sigma, s)
$$

The proof consists of integrating and estimating the radial component of velocity on the set $(A \times[0, t]) \cap \mathcal{C}$. Let $\chi_{A}=\chi_{A}(x)$ denote the characteristic function of the annulus $A$. Then, by incompressibility we have

$$
\int_{\mathcal{C}} \chi_{A}(x) u(x, s) \cdot \frac{x}{|x|} d x d s=\int_{0}^{t} \int_{\Sigma} \chi_{A}(X(\alpha, s)) \frac{d|X(\alpha, s)|}{d s} d \alpha d s
$$

Claim. For any $\alpha \in \Sigma$, we have

$$
\begin{equation*}
\int_{0}^{t} \chi_{A}(X(\alpha, s)) \frac{d|X(\alpha, s)|}{d s} d s=R_{2}-R_{1} \tag{1.1}
\end{equation*}
$$

To see that, consider $\Gamma \equiv\{0<s<t \mid X(\alpha, s) \in A\}$. Since $\Gamma$ is open, it can be written as a countable union of disjoint open intervals:

$$
\Gamma=\bigcup_{i=1}^{\infty}\left(a_{i}, b_{i}\right)
$$

Therefore,

$$
\begin{gathered}
\int_{0}^{t} \chi_{A}(X(\alpha, s)) \frac{d|X(\alpha, s)|}{d s} d s=\sum_{i=1}^{\infty} \int_{a_{i}}^{b_{i}} \frac{d|X(\alpha, s)|}{d s} d s \\
=\sum_{i=1}^{\infty}\left(\left|X\left(\alpha, b_{i}\right)\right|-\left|X\left(\alpha, a_{i}\right)\right|\right)
\end{gathered}
$$

By the continuity of the trajectories $X(\alpha, \cdot)$, each of these numbers $\left|X\left(\alpha, b_{i}\right)\right|$ and $\left|X\left(\alpha, a_{i}\right)\right|$ is either $R_{1}$ or $R_{2}$. The curve $s \mapsto X(\alpha, s)$ has finite total length, and hence the summation above has a finite number of nonzero terms, which correspond precisely to the time intervals during which the curve completely traverses the annulus. Since $|X(\alpha, 0)|=|\alpha|<R_{1}$ and $|X(\alpha, t)|>R_{2}$,

$$
\sum_{i=1}^{\infty}\left(\left|X\left(\alpha, b_{i}\right)\right|-\left|X\left(\alpha, a_{i}\right)\right|\right)=R_{2}-R_{1}
$$

and the claim is proved.
Hence, in view of (1.1),

$$
\begin{equation*}
\int_{\mathcal{C}} \chi_{A}(x) u(x, s) \cdot \frac{x}{|x|} d x d s=\left(R_{2}-R_{1}\right)|\Sigma| \tag{1.2}
\end{equation*}
$$

On the other hand, we also have

$$
\begin{gathered}
\int_{\mathcal{C}} \chi_{A}(x) u(x, s) \cdot \frac{x}{|x|} d x d s \leq \int_{0}^{t} \int_{X(\Sigma, s)}\left|\chi_{A}(x) u(x, s)\right| d x d s \\
\leq \int_{0}^{t}\left\|\chi_{A}(\cdot) u(\cdot, s)\right\|_{L^{q}(X(\Sigma, s))}|\Sigma|^{(q-1) / q} d s \\
\leq t \sup _{0 \leq s \leq t}\|u(\cdot, s)\|_{L^{q}(A)}|\Sigma|^{(q-1) / q}
\end{gathered}
$$

Putting together the identity (1.2) and the inequality above we obtain the estimate we wished.

This result can be understood in the context of the linear transport theory developed by DiPerna and Lions in [3]. What we achieve is control over the local transport in terms of weak local control over the transporting vector fields that can be applied in situations where the flow is very singular. A theorem of this nature can also be proved for vector fields with bounded divergence, which is the context of [3]. However, in this work we are interested in the incompressible situation.

In [3], DiPerna and Lions observed that if the vector field $u \in L^{q}\left(\mathbb{R}^{n}\right) \cap W_{\text {loc }}^{1,1}\left(\mathbb{R}^{n}\right)$ has bounded divergence, then the Lagrangian maps are $L_{\text {loc }}^{q}\left(\mathbb{R}^{n}\right)$. Let $X(\cdot, t)$ be the unique renormalized flow associated with $u$, with $X(\cdot, t) \in L_{\text {loc }}^{q}\left(\mathbb{R}^{n}\right)$. In order to compare the estimate in Theorem 1.1 with results obtained by DiPerna and Lions, first recall the classical Chebyshev inequality, which states that if $\Omega \subset \mathbb{R}^{n}$ and if $f$ in $L^{q}(\Omega)$, then for any $\lambda>0$,

$$
|\{x \in \Omega:|f(x)|>\lambda\}| \leq \frac{\|f\|_{L^{q}(\Omega)}^{q}}{\lambda^{q}}
$$

Note that we have

$$
\begin{gathered}
\left|\left\{\alpha \in B ( 0 ; R _ { 1 } ) | | X ( \alpha , t ) | > R _ { 2 } \} \left|\leq\left|\left\{\alpha \in B\left(0 ; R_{1}\right)| | X(\alpha, t)-\alpha \mid>R_{2}-R_{1}\right\}\right|\right.\right.\right. \\
\leq \frac{\|X(\alpha, t)-\alpha\|_{L^{q}\left(B\left(0 ; R_{1}\right)\right)}^{q}}{\left(R_{2}-R_{1}\right)^{q}}=(1.1),
\end{gathered}
$$

where the last inequality follows from the Chebyshev inequality applied to $X(\alpha, t)-$ $\alpha \in L^{q}\left(B\left(0, R_{1}\right)\right)$,

$$
(1.1)=\frac{\left\|\int_{0}^{t} u(X(\alpha, s), s) d s\right\|_{L^{q}\left(B\left(0 ; R_{1}\right)\right)}^{q}}{\left(R_{2}-R_{1}\right)^{q}} \leq \frac{t^{q} \sup _{0 \leq s \leq t}\|u(\cdot, s)\|_{L^{q}\left(\mathbb{R}^{n}\right)}^{q}}{\left(R_{2}-R_{1}\right)^{q}},
$$

where the final inequality was deduced from the generalized Minkowski inequality; see [12]. The estimate in Theorem 1.1 is a generalization of this conclusion mainly because our estimate is local, in the sense that it depends only on the $L^{q}$-norm of $u$ in the annulus $A$ and not on a global $L^{q}$ bound.

In the next result we single out a special case of the filtering theorem, which is more in the nature of a Chebyshev inequality for the Lagrangian maps, and which will be useful in the applications to 2 D incompressible flow. Once again, we assume that the flow $u$ is smooth.

Corollary 1.2. Let $S_{0} \subseteq B\left(0 ; R_{0}\right)$ and $t>0$. Then, for every $R>R_{0}$, we have

$$
\left|X\left(S_{0}, t\right) \cap B(0 ; R)^{c}\right| \leq\left(\frac{t \sup _{0 \leq s \leq t}\|u(\cdot, s)\|_{L^{q}\left(\mathbb{R}^{n}\right)}}{R-R_{0}}\right)^{q}
$$

Proof. Since

$$
\left|X\left(S_{0}, t\right) \cap B(0 ; R)^{c}\right|=\mid\left\{X(\alpha, t) \mid \alpha \in S_{0} \text { and }|X(\alpha, t)|>R\right\} \mid
$$

we have, by incompressibility, that this is equal to

$$
\left|\left\{\alpha \in S_{0}| | X(\alpha, t) \mid>R\right\}\right| \leq\left|\Sigma\left(R_{0}, R, t\right)\right|
$$

and the result follows from Theorem 1.1.
This estimate applies to incompressible flows of ideal fluids in a number of instances. First, the case $q=2$ applies to $n$-dimensional incompressible flows as long as the flow exists and the initial data has globally bounded kinetic energy. In the remainder of this article we will develop applications to 2D Euler flows.

For any $1 \leq p \leq \infty$, the $L^{p}$-norm of vorticity is a conserved quantity as long as the flow is smooth. We first assume that $\omega_{0} \in L_{c}^{p}$, and we are interested in the cases $1<p \leq 2$. Our concern is the propagation of the support of vorticity, which is a material domain. In order to apply Corollary 1.2, we need to know the appropriate a priori estimate for velocity. This is given in the next result, which is an analogue of the Sobolev embedding $W^{1, p} \hookrightarrow L^{p^{*}}$, with $p^{*}=2 p /(2-p)$.

Proposition 1.3. If $\omega \in L^{p}\left(\mathbb{R}^{2}\right)$, for some $1<p<2$, then $u=K * \omega \in L^{p^{*}}\left(\mathbb{R}^{2}\right)$, where $p^{*}$ is the critical Sobolev exponent introduced above. Moreover, we have the estimate

$$
\|u\|_{L^{p^{*}}} \leq \frac{C}{\sqrt{2-p}}\|\omega\|_{L^{p}}
$$

for some $C=C(p)$, which blows up as $p \rightarrow 1$ and remains bounded as $p \rightarrow 2$.
Proof. Let $I_{1}$ be the first-order Riesz potential, so that, for $f$ in the Schwarz space $\mathcal{S}\left(\mathbb{R}^{n}\right)$

$$
\widehat{\left(I_{1} f\right)}(\xi)=\frac{\widehat{f}(\xi)}{2 \pi|\xi|}
$$

We consider also the Riesz transforms $R_{j}$ in $\mathbb{R}^{2}, j=1,2$ so that, for a function $f \in \mathcal{S}\left(\mathbb{R}^{n}\right)$

$$
\widehat{\left(R_{j} f\right)}(\xi)=i \frac{\xi_{j} \widehat{f}(\xi)}{|\xi|}
$$

where $i=\sqrt{-1}$ and $\xi=\left(\xi_{1}, \xi_{2}\right)$.
The Riesz transforms are bounded in $L^{q}\left(\mathbb{R}^{2}\right)$, for any $1<q<\infty$ with the operator norm continuous with respect to $q$, blowing up as $q \rightarrow 1$; see [12]. By the Hardy-Littlewood-Sobolev theorem, the Riesz potential maps $L^{p}\left(\mathbb{R}^{2}\right)$ continuously into $L^{p^{*}}\left(\mathbb{R}^{2}\right)$.

We observe that the Biot-Savart law can be rewritten (up to a constant factor) as

$$
u=I_{1} R^{\perp} \omega
$$

where $R^{\perp}=\left(-R_{2}, R_{1}\right)$.
To see this, we first note that $I_{1} R^{\perp}$ maps $L^{p}$ continuously into $L^{p^{*}}$. For a function in $f \in \mathcal{S}\left(\mathbb{R}^{2}\right)$ we have that $I_{1} R^{\perp} f=K_{1} * f$, where $K_{1} \in \mathcal{S}^{\prime}\left(\mathbb{R}^{2}\right)$ is such that its Fourier transform is $\widehat{K_{1}}=i \xi^{\perp} /\left(2 \pi|\xi|^{2}\right)$, for $\xi \neq 0$.

Let $\omega$ be a vorticity in the Schwarz space $\mathcal{S}\left(\mathbb{R}^{2}\right)$, and consider both $u_{1}=K_{1} * \omega$ and $u_{2}=K * \omega$. We will show they are the same. Observe that $u_{1}$ and $u_{2}$ are tempered distributions. The vector field $u_{2}$ is the unique solution to the elliptic system:

$$
\left\{\begin{array}{l}
\operatorname{div} u=0 \\
\operatorname{curl} u=\omega \\
|u| \rightarrow 0 \text { as }|x| \rightarrow \infty
\end{array}\right.
$$

We can pass the Fourier transform on the system above, and invert the resulting linear system for $\xi \neq 0$, to find that the Fourier transforms of $u_{1}$ and $u_{2}$ coincide. In particular, by varying $\omega$, one may conclude that $\widehat{K}=\widehat{K_{1}}$, for $\xi \neq 0$, which then
implies, by Theorem 3.2.3 of [5] (since $\widehat{K}$ and $\widehat{K_{1}}$ are homogeneous of degree $-1>-2$ ), that $K_{1}=K$ and hence that $u_{1}=u_{2}$.

The proposition is proved, except for the asymptotic behavior, as $p \rightarrow 2$ of the operator norm of $I_{1}$.

To prove the asymptotic estimate, we begin by following the proof of Proposition 3.1.2 in [1], which gives a pointwise estimate of $I_{1} f$ for $f \in L^{p}\left(\mathbb{R}^{2}\right)$ in terms of the maximal function $M|f|$. Tracking the constants, one arrives at the following estimate:

$$
\left|I_{1} f\right|(x) \leq C\left[2 \pi+(2 \pi)^{(p-1) / p}\left(\frac{p-1}{2-p}\right)^{(p-1) / p}\right]\|f\|_{L^{p}\left(\mathbb{R}^{2}\right)}^{p / 2}(M|f|(x))^{p / p^{*}}
$$

Using the Hardy-Littlewood maximal theorem, this implies that

$$
\left\|I_{1} f\right\|_{L^{p^{*}}\left(\mathbb{R}^{2}\right)} \leq A_{p}\|f\|_{L^{p}\left(\mathbb{R}^{2}\right)}
$$

with $A_{p}=C\left[2 \pi+(2 \pi)^{(p-1) / p}\left(\frac{p-1}{2-p}\right)^{(p-1) / p}\right]$. Since $1<p<2, A_{p}$ can be bounded from above by $C / \sqrt{2-p}$.

Estimates for the propagation of support of vorticity can now be proved as a further corollary of Theorem 1.1 and Proposition 1.3.

Corollary 1.4. Assume that $\omega_{0}$ is a smooth function such that supp $\left(\omega_{0}\right) \subseteq$ $B\left(0 ; R_{0}\right)$. If $1<p<2$, then there exists $C_{p}>0$ such that, for any $R>R_{0}$,

$$
\left|\operatorname{supp} \omega(\cdot, t) \cap B(0 ; R)^{c}\right| \leq\left(\frac{C_{p} t\left\|\omega_{0}\right\|_{L^{p}}}{R-R_{0}}\right)^{p^{*}}
$$

In addition, there exist constants $C>0$ and $\eta>0$ such that if $t /\left(R-R_{0}\right)<\eta$, then

$$
\left|\operatorname{supp} \omega(\cdot, t) \cap B(0 ; R)^{c}\right| \leq\left|\operatorname{supp} \omega_{0}\right| \exp \left(-C \frac{\left(R-R_{0}\right)^{2}}{t^{2}\left\|\omega_{0}\right\|_{L^{2}}^{2}}\right)
$$

Proof. The first part is a trivial consequence of Corollary 1.2 and Proposition 1.3 together with the fact that the support of vorticity is a material domain: $\operatorname{supp} \omega(\cdot, t)=$ $X\left(\operatorname{supp} \omega_{0}, t\right)$.

We now consider the second part. We use the fact that a compactly supported function in $L^{2}$ is also in $L^{p}$ for any $p<2$. More precisely, we have

$$
\left\|\omega_{0}\right\|_{L^{p}} \leq\left|\operatorname{supp} \omega_{0}\right|^{1 / p^{*}}\left\|\omega_{0}\right\|_{L^{2}}
$$

Hence, from Proposition 1.3, we know that

$$
\left|\operatorname{supp} \omega(\cdot, t) \cap B(0 ; R)^{c}\right| \leq\left|\operatorname{supp} \omega_{0}\right|\left(\frac{C t\left\|\omega_{0}\right\|_{L^{2}}}{R-R_{0}}\right)^{p^{*}}
$$

for any $1<p<2$. We optimize the estimate above in $p$. Since we are interested only in the behavior for $p$ near 2 , we restrict ourselves to searching for minima in the range $7 / 4<p<2$. We find that if

$$
\frac{t}{R-R_{0}}<\frac{1}{2 C\left\|\omega_{0}\right\|_{L^{2}}} e^{-7 / 16} \equiv \eta
$$

then there exists another constant $\widetilde{C}>0$ such that

$$
\left|\operatorname{supp} \omega(\cdot, t) \cap B(0 ; R)^{c}\right| \leq\left|\operatorname{supp} \omega_{0}\right| \exp \left(-\widetilde{C} \frac{\left(R-R_{0}\right)^{2}}{t^{2}\left\|\omega_{0}\right\|_{L^{2}}^{2}}\right)
$$

as we wanted.
The critical estimate in terms of the $L^{2}$-norm obtained above can be understood as a Trudinger-Moser inequality for the Lagrangian maps. The proof we presented is a variation on the standard proofs in this context.

If the initial vorticity has compact support and it belongs to $L^{1}\left(\mathbb{R}^{2}\right)$ or it is a bounded Radon measure in $H_{\mathrm{loc}}^{-1}\left(\mathbb{R}^{2}\right)$, that is, VSID, then the associated velocity belongs to $L_{\text {loc }}^{2}\left(\mathbb{R}^{2}\right)$ for each fixed time. It is well known that velocity belongs to $L^{2}\left(\mathbb{R}^{2}\right)$ only if the vorticity has vanishing integral over all of $\mathbb{R}^{2}$. Consequently, for initial vorticities of compact support in $L^{1}\left(\mathbb{R}^{2}\right)$ or VSID, with integral zero, we also have an estimate, valid for smooth approximate solution sequences, of the form

$$
\left|\operatorname{supp} \omega(\cdot, t) \cap B(0 ; R)^{c}\right| \leq\left(\frac{t\left\|u_{0}\right\|_{L^{2}}}{R-R_{0}}\right)^{2}
$$

However, flows with locally bounded kinetic energy are of physical interest. Furthermore, the only rigorous existence result for weak solutions with VSID requires that the initial vorticities have a distinguished sign. We can still prove an estimate for the Lebesgue measure of the support of vorticity lying outside a ball of radius $R$ in this setting.

THEOREM 1.5. Let $\omega_{0}$ be a smooth function and let $T>0$. Assume the support of $\omega_{0}$ is contained in the ball $B\left(0 ; R_{0}\right)$. Then there exists a constant $C=C\left(T, R_{0}\right)>0$ such that for all $R>R_{0}$ and $0 \leq t \leq T$ we have

$$
\left|\operatorname{supp} \omega(\cdot, t) \cap B(0 ; R)^{c}\right| \leq C\left(\frac{t}{R-R_{0}}\right)^{2}
$$

Proof. Fix $R>R_{0}$ and $0 \leq t \leq T$. Recall

$$
\Sigma=\Sigma\left(R_{0}, R, t\right) \equiv\left\{\alpha \in B\left(0 ; R_{0}\right)| | X(\alpha, t) \mid>R\right\}
$$

Observe that

$$
\left|\operatorname{supp} \omega(\cdot, t) \cap B(0 ; R)^{c}\right| \leq|\Sigma|
$$

Hence, it is enough to estimate $|\Sigma|$. We have

$$
\begin{gathered}
|\Sigma| \leq \frac{1}{R^{2}} \int_{\Sigma}|X(\alpha, t)|^{2} d \alpha \\
\leq \frac{2}{R^{2}}\left(\int_{\Sigma}|X(\alpha, t)-\alpha|^{2} d \alpha+\int_{\Sigma}|\alpha|^{2} d \alpha\right) \\
\equiv \frac{2}{R^{2}}\left(\mathcal{I}_{1}+\mathcal{I}_{2}\right)
\end{gathered}
$$

Note that $X(\alpha, t)-\alpha=\int_{0}^{t} u(X(\alpha, s), s) d s$. We will need to make use of the DiPerna-Majda decomposition of an $L_{\text {loc }}^{2}$ velocity (see [4]). To do this, choose a circularly symmetric, smooth, and compactly supported function $\bar{\omega}=\bar{\omega}(|x|)$ such that $\int_{\mathbb{R}^{2}} \bar{\omega}(|x|) d x=\int_{\mathbb{R}^{2}} \omega_{0}(x) d x$. Let $\bar{u} \equiv K * \bar{\omega}(|\cdot|)$. The stationary velocity field $\bar{u}$ is
smooth and decays as $1 /|x|$, as $|x| \rightarrow \infty$. Let $\check{\omega}(x, s) \equiv \omega(x, s)-\bar{\omega}(|x|)$ and $\check{u} \equiv K * \check{\omega}$.
It was shown in [4] that

$$
\|\check{u}\|_{L^{2}\left(\mathbb{R}^{2}\right)}^{2} \leq K(T)=\|\check{u}(\cdot, 0)\|_{L^{2}\left(\mathbb{R}^{2}\right)}^{2} e^{c T}
$$

Let $\alpha \in \Sigma$. Using the decomposition $u=\bar{u}+\check{u}$ we have

$$
\begin{aligned}
|X(\alpha, t)-\alpha|^{2} & \leq\left(\int_{0}^{t}|\bar{u}(X(\alpha, s))| d s+\int_{0}^{t}|\check{u}(X(\alpha, s), s)| d s\right)^{2} \\
& \leq \frac{C t^{2}}{R^{2}}+C t \int_{0}^{t}|\check{u}(X(\alpha, s), s)|^{2} d s
\end{aligned}
$$

We can now estimate $\mathcal{I}_{1}$ :

$$
\begin{aligned}
\mathcal{I}_{1} \leq \frac{C t^{2}}{R^{2}}|\Sigma| & +C t \int_{0}^{t} \int_{\Sigma}|\check{u}(X(\alpha, s), s)|^{2} d \alpha d s \\
& \leq \frac{C t^{2}}{R^{2}}+C t^{2} K(T)
\end{aligned}
$$

In order to estimate $\mathcal{I}_{2}$ note that if $\alpha \in \Sigma$, then

$$
|X(\alpha, t)-\alpha| \geq R-R_{0} \geq \frac{|\alpha|\left(R-R_{0}\right)}{R_{0}}
$$

Therefore,

$$
|\alpha| \leq \frac{R_{0}}{R-R_{0}}|X(\alpha, t)-\alpha|
$$

We hence obtain

$$
\mathcal{I}_{2} \leq\left(\frac{R_{0}}{R-R_{0}}\right)^{2} \mathcal{I}_{1} \leq\left(\frac{R_{0}}{R-R_{0}}\right)^{2}\left(\frac{C t^{2}}{R^{2}}+C t^{2} K(T)\right)
$$

Collecting these estimates, we finally get

$$
\begin{aligned}
|\Sigma| \leq \frac{2}{R^{2}}\left(\frac{C t^{2}}{R^{2}}+\right. & \left.C t^{2} K(T)\right)\left(1+\left(\frac{R_{0}}{R-R_{0}}\right)^{2}\right) \\
& \leq \frac{C t^{2}}{\left(R-R_{0}\right)^{2}}
\end{aligned}
$$

since, at the same time, $R>R_{0}$ and $R>R-R_{0}$.
There is one essential difference between this result and that of Corollary 1.4, which is the exponential growth of the constant $C$ in $T$, while the constant in Corollary 1.4 did not depend on $T$.

For flows with no restrictions on the sign of vorticity, there is a well-known trend for paired eddies with vorticities of opposite sign to move off to infinity with constant speed. Since more than one such pair of eddies may be present in a given flow,
with different average speeds, one expects that in some situations the diameter of the support of vorticity may grow linearly in time. We offer an explicit example from vortex dynamics to illustrate this behavior.

We consider the point-vortex evolution of four vortices, with initial configuration occupying the four vertices of the rectangle $\left[-a_{0}, a_{0}\right] \times\left[-b_{0}, b_{0}\right]$, with vorticity strength $+\omega$ at $\left(a_{0}, b_{0}\right)$ and $\left(-a_{0},-b_{0}\right)$ and with vorticity strength $-\omega$ at $\left(a_{0},-b_{0}\right)$ and $\left(-a_{0}, b_{0}\right)$. This configuration is called a vortex quadrupole. The evolution preserves the quadrupole structure and is determined by a $2 \times 2$ system of ordinary differential equations for $(a(t), b(t))$, which is the position of the point vortex in the first quadrant. (In fact, by the reflexion method, the evolution of a vortex quadrupole is precisely the evolution of a single vortex in the first quadrant, regarded as a domain with boundary.) This $2 \times 2$ system is explicitly integrable, and the solution is given by the formulas

$$
\begin{gathered}
a(t)=\sqrt{\frac{1}{2}\left(q(t)^{2}+4 k^{2}+q(t) \sqrt{q(t)^{2}+4 k^{2}}\right)} \\
b(t)=\frac{k a(t)}{\sqrt{a(t)^{2}-k^{2}}}
\end{gathered}
$$

where

$$
c_{0}=\sqrt{a_{0}^{2}+b_{0}^{2}}, \quad k=a_{0} b_{0} / c_{0}, \quad q(t)=\frac{\omega t}{4 \pi k}-\frac{b_{0}^{2}-a_{0}^{2}}{c_{0}}
$$

From these formulas it can be seen that the diameter of the support of vorticity grows linearly in time.

Since this article was first distributed in preprint form, a continuous version of this example was obtained by Iftimie, Sideris, and Gamblin in [6].
2. Flows with vorticity of distinguished sign. In this section we will concentrate on 2D flows with nonnegative vorticity. Our objective is to derive results for flows with a priori unbounded velocity that capture the $\mathcal{O}\left(t^{1 / 3}\right)$ growth on the diameter of the support of vorticity proved by Marchioro in [10] for bounded vorticities.

Our results rely heavily on an exponential decay estimate on the mass of vorticity far from the center of motion. Although originally proved for flows with bounded vorticities in [10], this estimate actually applies, with negligible changes in the original proof, to very singular vorticities such as weak solutions of (0.1) with VSID, obtained as limits of approximate solution sequences generated by regularizing initial data. This exponential decay estimate was derived by Marchioro in the course of proving Theorem 2.1 in [10] and has never been stated as an independent result. We will do so here and we will offer a simplified proof, in part for the sake of completeness, in which we avoid the use of dyadic decompositions. We note that an even simpler and more elegant proof of Marchioro's exponential decay estimate has been derived independently by Iftimie and Sideris [7].

We begin with an elementary technical lemma and then proceed to Marchioro's result.

Lemma 2.1. Let $\phi=\phi(r) \geq 0$ be a function such that

$$
\int_{0}^{\infty} \phi(r) r^{2} d r \equiv L<\infty
$$

Let $0<\lambda<1$ and $a>0$. Then

$$
\int_{0}^{\lambda a} \frac{r}{a(a-r)} \phi(r) r d r \leq \frac{L}{a^{2}(1-\lambda)^{2}}
$$

Proof. Set $F(r)=\int_{r}^{\lambda a} \phi(s) s d s$. Then

$$
\begin{gathered}
\int_{0}^{\lambda a} \frac{r}{a(a-r)} \phi(r) r d r=-\int_{0}^{\lambda a} \frac{r}{a(a-r)} F^{\prime}(r) d r=\int_{0}^{\lambda a} \frac{1}{(a-r)^{2}} F(r) d r \\
\leq \frac{1}{a^{2}(1-\lambda)^{2}} \int_{0}^{\lambda a} F(r) d r \leq \frac{1}{a^{2}(1-\lambda)^{2}} \int_{0}^{\lambda a} \int_{r}^{\lambda a} \phi(s) s d s d r \\
=\frac{1}{a^{2}(1-\lambda)^{2}} \int_{0}^{\lambda a} \phi(s) s^{2} d s \leq \frac{L}{a^{2}(1-\lambda)^{2}}
\end{gathered}
$$

as we wanted. $\quad$ ]
ThEOREM 2.2 (see Marchioro [10]). Let $\omega_{0}$ be a smooth nonnegative function with support contained in $B\left(0 ; R_{0}\right)$. Let $\omega=\omega(x, t)$ be the unique smooth solution of the vorticity equation (0.1) with initial vorticity $\omega_{0}$. For $R>0$ define

$$
\begin{equation*}
m_{t}(R) \equiv \int_{|x|>R} \omega(x, t) d x \tag{2.1}
\end{equation*}
$$

Then there exists a constant $C>0$, depending only on $\int_{\mathbb{R}^{2}} \omega_{0}(x) d x$, on the moment of inertia $\int_{\mathbb{R}^{2}}|x|^{2} \omega_{0}(x) d x$ and on $R_{0}$, such that for any $n \in \mathbb{N}$ and any $R>0$ satisfying $n R_{0}<R \leq(n+1) R_{0}$, we have

$$
m_{t}\left(R+R_{0}\right) \leq\left(\frac{C t}{\left(R-R_{0}\right)^{3}}\right)^{n}
$$

Proof. Let $W=W(r)$ be a nondecreasing smooth function such that $W(r)=0$, if $r \leq R_{0}$ and $W(r)=1$ if $r \geq 2 R_{0}$. Let $R>R_{0}$. Set $\varphi=\varphi(y) \equiv W\left(|y|-\left(R-R_{0}\right)\right)$ for $y \in \mathbb{R}^{2}$. Clearly, if $|y|>R_{0}+R$ or $|y|<R, \varphi$ is constant, and hence its first derivatives vanish. We will need the fact that the second derivatives of $\varphi$ are uniformly bounded, independently of $R \geq R_{0}$. Indeed,

$$
\frac{\partial^{2} \varphi}{\partial y_{i} \partial y_{j}}=W^{\prime \prime}\left(|y|-\left(R-R_{0}\right)\right) \frac{y_{i} y_{j}}{|y|^{2}}+W^{\prime}\left(|y|-\left(R-R_{0}\right)\right)\left(\frac{\delta_{i j}}{|y|}-\frac{y_{i} y_{j}}{|y|^{3}}\right)
$$

Therefore, this second derivative vanishes outside $R<|y|<R+R_{0}$ and is bounded by $C(1+1 / R)<C\left(1+1 / R_{0}\right)$.

Following Marchioro, we introduce the smoothed-out version of $m_{t}(R)$ :

$$
\tilde{m}_{t}(R)=\int_{\mathbb{R}^{2}} \varphi(y) \omega(y, t) d y
$$

Then

$$
\frac{d}{d t} \tilde{m}_{t}(R)=\int_{\mathbb{R}^{2}} \varphi(y) \omega_{t}(y, t) d y=\int_{\mathbb{R}^{2}} \nabla \varphi(y) u(y, t) \omega(y, t) d y
$$

$$
=\frac{1}{2} \int_{\mathbb{R}^{2}} \int_{\mathbb{R}^{2}}(\nabla \varphi(y)-\nabla \varphi(z)) K(y-z) \omega(y, t) \omega(z, t) d y d z
$$

We divide $\mathbb{R}^{2}$ into three regions: $O_{1}=B(0, R / 2), O_{2}=\{R / 2 \leq|x|<R\}$, and $O_{3}=\{|x| \geq R\}$, and divide $\mathbb{R}^{2} \times \mathbb{R}^{2}$ into the nine disjoint regions $O_{i j}=O_{i} \times O_{j}$. We first observe that

$$
\int_{O_{i j}}(\nabla \varphi(y)-\nabla \varphi(z)) K(y-z) \omega(y, t) \omega(z, t) d y d z=0
$$

if both $i$ and $j$ are at most 2 .
We begin by estimating the integral on $O_{13}$ :

$$
\begin{gathered}
\frac{1}{2} \int_{O_{13}}(\nabla \varphi(y)-\nabla \varphi(z)) K(y-z) \omega(y, t) \omega(z, t) d y d z \\
=-\frac{1}{2} \int_{|y|<R / 2} \int_{|z| \geq R} W^{\prime}\left(|z|-\left(R-R_{0}\right)\right) \frac{z}{|z|} K(y-z) \omega(y, t) \omega(z, t) d y d z \\
\leq C\left(\sup _{|z| \geq R}\left|\int_{|y|<R / 2} \frac{z}{|z|} K(y-z) \omega(y, t) d y\right|\right) \int_{|z| \geq R} \omega(z, t) d z
\end{gathered}
$$

We will now make use of Lemma 2.1. Let $\phi(r, t) \equiv \int_{0}^{2 \pi} \omega(r(\cos \theta, \sin \theta), t) d \theta$. Then,

$$
\begin{aligned}
\int_{0}^{\infty} \phi(r, t) r^{2} d r & =\int_{\mathbb{R}^{2}}|x| \omega(x, t) d x \leq \frac{1}{2} \int_{\mathbb{R}^{2}}\left(1+|x|^{2}\right) \omega(x, t) d x \\
& =C \int_{\mathbb{R}^{2}}\left(1+|x|^{2}\right) \omega_{0}(x) d x \equiv L
\end{aligned}
$$

Note that, for $|z| \geq R$, we have

$$
\begin{gather*}
\left|\int_{|y|<R / 2} \frac{z}{|z|} K(y-z) \omega(y, t) d y\right|  \tag{2.2}\\
=\left|\int_{|y|<R / 2} \frac{y}{|z|} \frac{(y-z)^{\perp}}{2 \pi|y-z|^{2}} \omega(y, t) d y\right| \leq \int_{|y|<|z| / 2} \frac{|y|}{|z|(|z|-|y|)} \omega(y, t) d y \\
=\int_{0}^{|z| / 2} \frac{r}{|z|(|z|-r)} \phi(r, t) r d r \leq \frac{4 L}{|z|^{2}} \tag{2.3}
\end{gather*}
$$

using Lemma 2.1 with $a=|z|$ and $\lambda=1 / 2$.
We conclude the estimate on $O_{13}$ obtaining

$$
\frac{1}{2} \int_{O_{13}}(\nabla \varphi(y)-\nabla \varphi(z)) K(y-z) \omega(y, t) \omega(z, t) d y d z \leq C \frac{m_{t}(R)}{R^{2}}
$$

Similarly, on $O_{31}$

$$
\frac{1}{2} \int_{O_{31}}(\nabla \varphi(y)-\nabla \varphi(z)) K(y-z) \omega(y, t) \omega(z, t) d y d z \leq C \frac{m_{t}(R)}{R^{2}}
$$

Next observe that since the moment of inertia is conserved, $m_{t}(r) \leq C / r^{2}$. We now estimate the integral on $O_{23} \cup O_{33}$. We have

$$
\begin{gathered}
\frac{1}{2} \int_{O_{23} \cup O_{33}}(\nabla \varphi(y)-\nabla \varphi(z)) K(y-z) \omega(y, t) \omega(z, t) d y d z \\
\leq C\left(\sup _{y, z \in \mathbb{R}^{2}}|(\nabla \varphi(y)-\nabla \varphi(z)) K(y-z)|\right) \int_{|y| \geq R / 2} \omega(y, t) d y \int_{|z| \geq R} \omega(z, t) d z \\
\leq C \frac{m_{t}(R)}{R^{2}}
\end{gathered}
$$

similarly for $O_{32} \cup O_{33}$. Finally, observe that

$$
\begin{gathered}
\frac{1}{2} \int_{O_{33}}(\nabla \varphi(y)-\nabla \varphi(z)) K(y-z) \omega(y, t) \omega(z, t) d y d z \\
\leq C\left(m_{t}(R)\right)^{2} \leq C \frac{m_{t}(R)}{R^{2}}
\end{gathered}
$$

since the second derivatives of $\varphi$ are bounded.
We have therefore shown that

$$
\frac{d}{d t} \tilde{m}_{t}(R) \leq C \frac{m_{t}(R)}{R^{2}}
$$

that is,

$$
\tilde{m}_{t}(R) \leq \frac{C}{R^{2}} \int_{0}^{t} m_{s}(R) d s
$$

since $\tilde{m}_{0}(R)=0$. Now we repeat the backwards induction argument of Marchioro.
Note that

$$
\tilde{m}_{t}(R) \leq m_{t}(R) \leq \tilde{m}_{t}\left(R-R_{0}\right)
$$

We now fix $n \in \mathbb{N}$ and $R$ such that $n R_{0}<R \leq(n+1) R_{0}$. By iterating backwards in time and in $R$ we get

$$
\begin{gathered}
\tilde{m}_{t}(R) \leq \frac{C^{n}}{\prod_{i=0}^{n-1}\left(R-i R_{0}\right)^{2}} \int_{0}^{t} \int_{0}^{s_{1}} \ldots \int_{0}^{s_{n-1}} m_{s_{n}}\left(R-(n-1) R_{0}\right) d s_{n} \ldots d s_{2} d s_{1} \\
\leq \frac{C^{n} t^{n}}{(n!)^{3}} \leq \frac{C^{n} t^{n} e^{3 n}}{n^{3 n}} \equiv\left(\frac{C t}{n^{3}}\right)^{n} \leq\left(\frac{C t}{\left(R-R_{0}\right)^{3}}\right)^{n}
\end{gathered}
$$

Since $\tilde{m}_{t}(R) \geq m_{t}\left(R+R_{0}\right)$, the conclusion follows.

The result above offers no control on the mass of vorticity contained in the annulus $\left\{R_{0} \leq|x| \leq 2 R_{0}\right\}$. The proof could be modified, by suitably changing the definition of $W$, so that this absence of control would occur only on the annulus $\left\{R_{0} \leq|x| \leq\right.$ $\left.R_{0}+\varepsilon\right\}$, with $\varepsilon$ arbitrary. However, the constant $C$ would blow up as $\varepsilon \rightarrow 0$. To obtain uniform control over the mass of vorticity outside a ball of radius $R_{0}+\varepsilon$, we need to use the Chebyshev-type inequalities proved in the first section.

The following results are extensions of the statement of Theorem 2.1 in [10] to much more singular flows. We will continue using the notation $m_{t}(R)$ as in (2.1).

Proposition 2.3. Let $\omega_{0}$ be a smooth nonnegative function, with support contained in $B\left(0 ; R_{0}\right)$. Let $1<p \leq 2$ and $\left\|\omega_{0}\right\|_{L^{p}\left(\mathbb{R}^{2}\right)} \leq K$. Then, for every $\delta>0$, there exists $b=b(K, \delta)>0$ such that for any $t>0$

$$
m_{t}\left(\left(R_{0}^{3}+b t\right)^{1 / 3}\right)<\delta
$$

Proof. Fix $0<\delta<1$. We start with the trivial observation that, for any $R>R_{0}$,

$$
m_{t}(R) \leq\left\|\omega_{0}\right\|_{L^{p}}\left|\operatorname{supp} \omega(\cdot, t) \cap B(0 ; R)^{c}\right|^{1 / p^{\prime}}
$$

From this and from Corollary 1.4 it follows that there exists $b_{1}=b_{1}(K, \delta)>0$ such that $m_{t}\left(R_{0}+b_{1} t\right)<\delta$ for all $t>0$.

From Theorem 2.2, there exists $b_{2}=b_{2}(K, \delta)>0$ such that $m_{t}\left(2 R_{0}+\left(b_{2} t\right)^{1 / 3}\right)<$ $\delta$, again for every $t>0$.

It is easy to see that one can choose $b=b(K, \delta)$ such that

$$
\min \left\{R_{0}+b_{1} t, 2 R_{0}+\left(b_{2} t\right)^{1 / 3}\right\} \leq\left(R_{0}^{3}+b t\right)^{1 / 3}
$$

and this concludes the proof.
A similar result is still true in $L^{1}$; however, the constant $b$ obtained does not depend uniformly on the $L^{1}$-norm of vorticity.

Proposition 2.4. Let $\left\{\omega_{0}^{\varepsilon}\right\}$ be a uniformly integrable family of nonnegative smooth functions, with support contained in $B\left(0 ; R_{0}\right)$. Then, for every $\delta>0$, there exists $b=b(\delta)$ such that for any $\varepsilon$

$$
\int_{|x|>\left(R_{0}^{3}+b t\right)^{1 / 3}} \omega^{\varepsilon}(x, t) d x<\delta
$$

Proof. Fix $\delta>0$. By the definition of uniform integrability, there exists $\eta>0$ such that for any $E \subseteq \mathbb{R}^{2}$, with $|E|<\eta$ and for any $\varepsilon$,

$$
\int_{E} \omega_{0}^{\varepsilon}(\alpha) d \alpha<\delta
$$

Recall, from the proof of Theorem 1.5, that

$$
\left|\Sigma\left(R_{0}, R, t\right)\right|=\left|\left\{\alpha \in B\left(0 ; R_{0}\right)| | X^{\varepsilon}(\alpha, t) \mid>R\right\}\right| \leq C \frac{t^{2}}{\left(R-R_{0}\right)^{2}}
$$

where $X^{\varepsilon}$ is the trajectory associated with the velocity field induced by $\omega^{\varepsilon}$. Note from the proof of Theorem 1.5 that $C$ does not depend on $\varepsilon$.

It is then possible to choose $b_{1}$ such that $\left|\Sigma\left(R_{0}, R_{0}+b_{1} t, t\right)\right|<\eta$. Next note that

$$
\int_{|x|>R_{0}+b_{1} t} \omega^{\varepsilon}(x, t) d x=\int_{\Sigma\left(R_{0}, R_{0}+b_{1} t, t\right)} \omega_{0}^{\varepsilon}(\alpha) d \alpha<\delta
$$

The remainder of the argument follows precisely as in the proof of Proposition 2.3.

Let $\omega_{0} \in L_{c}^{1}\left(\mathbb{R}^{2}\right)$ be nonnegative. Consider any weak solution $\omega$, obtained by mollifying the initial data $\omega_{0}$, in such a way as to keep the support of the regularized vorticities inside $B\left(0 ; R_{0}\right)$. Such a weak solution was first shown to exist by Delort in [2]. Then Proposition 2.4 implies that, for any $\delta>0$, there exists $b$ such that $m_{t}\left(\left(R_{0}^{3}+b t\right)^{1 / 3}\right)<\delta$. Of course, Proposition 2.3 implies the same estimate for weak solutions obtained by regularizing initial vorticities in $L_{c}^{p}\left(\mathbb{R}^{2}\right)$. The subtle difference is that, for $1<p \leq 2, b$ depends on $\omega_{0}$ through its $L^{p}$-norm. The dependence of $b$ on $\omega_{0}$ in the $L^{1}$ case is more delicate. (It depends on the modulus of continuity of $\omega_{0}$, regarded as a measure.)

For $\omega_{0}$ a nonnegative, compactly supported bounded measure in $H_{\text {loc }}^{1}\left(\mathbb{R}^{2}\right)$, we cannot prove a result of this nature for the approximate solution sequences obtained by mollifying $\omega_{0}$. Theorem 2.2 remains valid in this situation, enabling the choice of $b_{2}$. However, we have no tools to choose $b_{1}$, i.e., to estimate the mass of vorticity outside $B(0 ; R)$, with $R$ close to $R_{0}$. Proposition 2.4 cannot be used since, by the DunfordPettis theorem, regularizing $\omega_{0}$ does not produce a uniformly integrable sequence. The best result we can obtain along these lines retains the asymptotic behavior as $t \rightarrow \infty$. It is a trivial consequence of Theorem 2.2 that, for every $\delta>0$, there exists $b>0$ such that

$$
m_{t}\left(2 R_{0}+(b t)^{1 / 3}\right)<\delta
$$

In a sense, the results above, controlling the dispersion of the mass of vorticity, are unsatisfactory. We set out to study how much the fluid particles can get displaced by irregular fluid flow, and the control on the dispersion of the mass of vorticity, at first glance, does not give information in that respect. The next two results address this issue more precisely, demonstrating that the control on the dispersion of the mass of vorticity achieved so far, plus the techniques and results of the first section, do indeed control the dispersion of material domains in general. We cast the results in terms of the measure of the set of vorticity-bearing particles flung far from their initial positions by the flow, a very particular material domain, but this restriction is not essential. We prove two results: one showing precisely how the control on the dispersion of the mass of vorticity implies control on particle trajectories and the second one, giving a less precise, but more elegant description, in which we bring out explicitly the cubic parabola behavior of the dispersion discovered by Marchioro.

Theorem 2.5. Let $\omega_{0}$ be a nonnegative smooth function, with support contained in $B\left(0 ; R_{0}\right)$. Suppose that $\left\|\omega_{0}\right\|_{L^{1}\left(\mathbb{R}^{2}\right)} \leq K$. Then there exist $C_{1}=C_{1}\left(K, R_{0}\right)>0$ and $C_{2}=C_{2}\left(K, R_{0}\right)>0$ such that if $R>2 R_{0}$ and $0<t<C_{2} R^{3}$, then

$$
\left|\operatorname{supp} \omega(\cdot, t) \cap B(0 ; R)^{c}\right| \leq \frac{C_{1} t R^{3}}{C_{2} R^{3}-t} m_{t}(R / 4)
$$

Proof. Fix $R>2 R_{0}$ and $t>0$. Let $\Sigma(R / 2, R, t) \equiv\{\alpha \in B(0 ; R / 2)||X(\alpha, t)|>$ $R\}$, which we abbreviate $\Sigma_{R}$. Then, $\left|\operatorname{supp} \omega(\cdot, t) \cap B(0 ; R)^{c}\right| \leq\left|\Sigma_{R}\right|$.

We intend to estimate the velocity in the annulus $A_{R} \equiv\{R / 2<|x|<R\}$. We decompose the velocity $u=K * \omega(\cdot, s)$, for $0 \leq s \leq t$, into a near-field and a far-field velocity in the following way:

$$
u^{N}(x, s)=\int_{|y|>R / 4} K(x-y) \omega(y, s) d y ; \quad u^{F}=u-u^{N} .
$$

Consider the cylinder $\mathcal{C}$, defined by $\mathcal{C} \equiv \bigcup_{0 \leq s \leq t} X\left(\Sigma_{R}, s\right)$. Next, observe that

$$
\begin{gathered}
\int_{\mathcal{C}} \chi_{A_{R}}(x) u^{N}(x, s) \cdot \frac{x}{|x|} d x d s \\
=\int_{\mathcal{C}} \chi_{A_{R}}(x) u(x, s) \cdot \frac{x}{|x|} d x d s-\int_{\mathcal{C}} \chi_{A_{R}}(x) u^{F}(x, s) \cdot \frac{x}{|x|} d x d s \\
\geq(R-R / 2)\left|\Sigma_{R}\right|-t\left|\Sigma_{R}\right| \sup _{(x, s) \in \mathcal{C}}\left|u^{F}(x, s) \cdot \frac{x}{|x|} \chi_{A_{R}}(x)\right| \\
\geq \frac{R}{2}\left|\Sigma_{R}\right|-t\left|\Sigma_{R}\right| \frac{C}{R^{2}}=\left(\frac{R}{2}-\frac{C t}{R^{2}}\right)\left|\Sigma_{R}\right|
\end{gathered}
$$

where the latter inequality follows from the same reasoning as in (2.2)-(2.3), with $C=C\left(K, R_{0}\right)$, and the former inequality is a consequence of (1.1). On the other hand, using Hölder's inequality we have

$$
\begin{gathered}
\int_{\mathcal{C}} \chi_{A_{R}}(x) u^{N}(x, s) \cdot \frac{x}{|x|} d x d s \leq t \sup _{0 \leq s \leq t}\left\|u^{N}(\cdot, s)\right\|_{L^{1}\left(A_{R}\right)} \\
\leq \widetilde{C} t \sup _{0 \leq s \leq t} \int_{|y|>R / 4} \omega(y, s) \int_{A_{R}} \frac{1}{|x-y|} d x d y \\
\leq \widetilde{C} t R m_{t}(R / 4)
\end{gathered}
$$

since, due to the monotonicity of $1 / r$, the integral of $|x|^{-1}$ on any set of measure $3 \pi R^{2} / 4$ is maximized by taking the integrating set to be the ball with this measure centered at 0 , and hence it is bounded by $\sqrt{3} \pi R$. Taking $C_{2}=(2 C)^{-1}, C_{1}=\widetilde{C} / C$, and assuming that $t<C_{2} R^{3}$ we obtain the desired conclusion.

PROPOSITION 2.6. Let $\omega_{0}$ be a nonnegative smooth function with support contained in $B\left(0 ; R_{0}\right)$. Suppose that $\left\|\omega_{0}\right\|_{L^{1}\left(\mathbb{R}^{2}\right)} \leq K$. Then for every $\delta>0$, there exists $b=b\left(K, R_{0}, \delta\right)>0$ such that for every $t>0$

$$
\left|\operatorname{supp} \omega(\cdot, t) \cap B\left(0 ;\left(R_{0}^{3}+b t\right)^{1 / 3}\right)^{c}\right|<\delta
$$

Proof. The proof follows the reasoning of the proofs of Propositions 2.3 and 2.4, but it is more intricate.

We begin by choosing $b_{1}>0$ such that for $0 \leq t \leq 1$

$$
\left|\operatorname{supp} \omega(\cdot, t) \cap B\left(0 ; R_{0}+b_{1} t\right)^{c}\right|<\delta
$$

This is done using Theorem 1.5, with $T=1$.
Next we choose $b_{2}>0$ such that for $t \geq 1$

$$
\left|\operatorname{supp} \omega(\cdot, t) \cap B\left(0 ; 8 R_{0}+\left(b_{2} t\right)^{1 / 3}\right)^{c}\right|<\delta
$$

This is accomplished using Theorems 2.5 and 2.2 , as we shall describe below.

Denote $R(t)=8 R_{0}+\left(b_{2} t\right)^{1 / 3}$ for some $b_{2}$ to be determined.
First we choose $b_{2}$ large enough so as to guarantee that, for some $C_{3}>0$, we have $t<t+C_{3}<C_{2}(R(t))^{3}$, where $C_{2}$ comes from Theorem 2.5. Next, we invoke the estimate on $m_{t}(R(t) / 4)$, given by Theorem 2.2, together with Theorem 2.5. After a number of straightforward estimates, we observe it is enough to find $b_{2}$ large enough, so that

$$
C_{4} b_{2}\left(1+t^{2}\right)\left(\frac{C_{5}}{b_{2}}\right)^{C_{6}\left(b_{2} t\right)^{1 / 3}}<\delta
$$

for certain constants $C_{4}, C_{5}$, and $C_{6}$. Then it is enough to note that if $b_{2}$ is large enough, the left-hand side of the inequality above is monotone decreasing as a function of $t$ and its value at $t=1$ converges to zero as $b_{2} \rightarrow \infty$.

Finally, it is easy to see that we can choose $b$ so that

$$
\begin{array}{ll}
R_{0}+b_{1} t \leq\left(R_{0}^{3}+b t\right)^{1 / 3}, & 0 \leq t \leq 1 \\
8 R_{0}+\left(b_{2} t\right)^{1 / 3} \leq\left(R_{0}^{3}+b t\right)^{1 / 3}, & 1 \leq t<\infty
\end{array}
$$

This concludes the proof.
3. Concluding remarks. We have proved several results concerning the amount of vorticity near infinity, arising from flow with compactly supported initial vorticity, explicitly formulated as uniform estimates on approximate solution sequences. Let us now consider a weak solution $u$ of the incompressible 2D Euler equations, obtained as the weak limit of an approximate solution sequence $u^{\varepsilon}$. Let $\omega=\operatorname{curl} u, \omega^{\varepsilon}=\operatorname{curl} u^{\varepsilon}$. We restrict ourselves to approximate solution sequences obtained by mollifying the initial data and exactly solving the equations.

First we assume that $\omega_{0}=\omega(\cdot, 0) \in L_{c}^{p}\left(\mathbb{R}^{2}\right), 1 \leq p \leq 2$. If $p=1$, we have to assume in addition that $u_{0}=u(\cdot, 0) \in L_{\text {loc }}^{2}\left(\mathbb{R}^{2}\right)$. The estimates obtained in Proposition 2.6 for nonnegative vorticities, in Corollary 1.4 for vorticities without sign restriction and $p>1$, and in Theorem 1.5 if $p=1$, which are all estimates on the size of the support of vorticity near infinity do not extend in any obvious way to the weak limit, because the measure of the support of an $L^{p}$ function is not even weakly lower semicontinuous. These uniform estimates on the size of the support of vorticity imply estimates on the $p$ th power integral of vorticity near infinity, which remain valid for the weak limit because the $p$ th power integral is a weakly lower semicontinuous functional over $L^{p}$.

Let us be more precise. We will detail the argument in the case of a nonnegative initial vorticity $\omega_{0} \in L_{c}^{p}\left(\mathbb{R}^{2}\right), 1 \leq p \leq 2$, supported in $B\left(0 ; R_{0}\right)$. We begin by observing that the mollified initial data $\omega_{0}^{\varepsilon}$ is uniformly $p$ th power integrable, by the DunfordPettis theorem, since $\left|\omega_{0}^{\varepsilon}\right|^{p}$ converges strongly in $L^{1}$ to $\left|\omega_{0}\right|^{p}$. This means that, for every $\eta>0$, there exists $\delta>0$, independent of $\varepsilon$, such that

$$
\int_{E}\left|\omega_{0}^{\varepsilon}\right|^{p} d x \leq \eta
$$

for any measurable set $E$ with Lebesgue measure less than $\delta$. Fix $\eta>0$ and consider the corresponding $\delta$. We use Proposition 2.6 to obtain $b>0$, depending only on $\left\|\omega_{0}\right\|_{L^{1}}$, on $R_{0}$, and on $\delta$ such that

$$
\left|\operatorname{supp} \omega^{\varepsilon}(\cdot, t) \cap B\left(0 ;\left(R_{0}^{3}+b t\right)^{1 / 3}\right)^{c}\right|<\delta .
$$

Hence, if $E^{\varepsilon}$ is the backwards flow through $u^{\varepsilon}$ of $\operatorname{supp} \omega^{\varepsilon}(\cdot, t) \cap B\left(0 ;\left(R_{0}^{3}+b t\right)^{1 / 3}\right)^{c}$, then

$$
\int_{|x|>\left(R_{0}^{3}+b t\right)^{1 / 3}}\left|\omega^{\varepsilon}\right|^{p}(x, t) d x=\int_{E^{\varepsilon}} \omega_{0}^{\varepsilon}(x) d x \leq \eta
$$

since $\left|E^{\varepsilon}\right|<\delta$. Clearly, by the weak lower semicontinuity,

$$
\int_{|x|>\left(R_{0}^{3}+b t\right)^{1 / 3}}|\omega|^{p}(x, t) d x \leq \eta .
$$

Analogous results for vorticity without sign restrictions follow from Corollary 1.4 and Theorem 1.5 in the same manner.

For VSID, the only result obtained that extends, in the sense above, to an estimate on the weak limits is Theorem 2.2, again because the total variation of measures is weak-* lower semicontinuous.

We have mentioned that there is no obvious way to pass the weak limit in the estimates on the size of the support of vorticity near infinity. We will show now that if $\omega_{0} \in L_{c}^{p}\left(\mathbb{R}^{2}\right), 1<p \leq 2$, then we can produce an estimate on the size of the support near infinity of any weak solution obtained as a weak limit of smooth approximants generated by mollifying initial data.

ThEOREM 3.1. Let $\omega_{0} \in L_{c}^{p}\left(\mathbb{R}^{2}\right), 1<p \leq 2$, and let $u$ be a weak solution of the $2 D$ Euler equations, obtained as the weak limit of an approximate solution sequence $\left\{u^{\varepsilon}\right\}$, obtained by mollifying the initial data. Let $\omega^{\varepsilon}=$ curl $u^{\varepsilon}$. Then, for almost every $t>0$ and every $R>0$

$$
\left|\operatorname{supp} \omega(\cdot, t) \cap B(0 ; R)^{c}\right| \leq \limsup _{\varepsilon \rightarrow 0}\left|\operatorname{supp} \omega^{\varepsilon}(\cdot, t) \cap B(0 ; R)^{c}\right|
$$

Proof. Fix $T>0$ and let $R_{0}>0$ be such that $B\left(0 ; R_{0}\right)$ contains the support of $\omega_{0}^{\varepsilon}$ for every $\varepsilon$.

We begin by observing that $\omega=\operatorname{curl} u$ is the unique renormalized solution of the linear transport equation:

$$
\left\{\begin{array}{l}
f_{t}+u \cdot \nabla f=0  \tag{3.1}\\
f(x, 0)=\omega_{0}
\end{array}\right.
$$

as defined by DiPerna and Lions; see [3].
To see this, first note that the restriction to $p>1$ is needed to ensure that $u \in L^{1}\left([0, T] ; W_{\mathrm{loc}}^{1,1}\left(\mathbb{R}^{2}\right)\right)$. Of course, div $u=0$. We also have that

$$
\begin{equation*}
\frac{u}{1+|x|} \in L^{1}\left([0, T] ; L^{2}\left(\mathbb{R}^{2}\right)\right)+L^{1}\left([0, T] ; L^{\infty}\left(\mathbb{R}^{2}\right)\right) \tag{3.2}
\end{equation*}
$$

(See Remark 1.1 and Section 1.C of [4].) In order to show that $\omega$ is a renormalized solution of (3.1), we will make use of the uniqueness result, Theorem II.3, and the stability result, Theorem II.4, in [3]. Both of these results require $u$ as above except that $u /(1+|x|)$ has to belong to $L^{1}\left([0, T] ; L^{1}\left(\mathbb{R}^{2}\right)\right)+L^{1}\left([0, T] ; L^{\infty}\left(\mathbb{R}^{2}\right)\right)$. However, it is easy to see that one can substitute this condition with (3.2) and still prove uniqueness and stability.

Next we check the hypothesis of the stability result. We know that $\omega$ is the weak-* limit in $L^{\infty}\left([0, T] ; L^{p}\left(R^{2}\right)\right)$ of the sequence $\left\{\omega^{\varepsilon}\right\}$, which is a smooth solution (and hence a renormalized solution) of (3.1) with $u$ replaced by $u^{\varepsilon}$ and $\omega_{0}$ replaced
by $\omega_{0}^{\varepsilon}$. Additionally, the initial data $\omega_{0}^{\varepsilon}$ converge strongly to $\omega_{0}$ in $L^{p}$. Therefore, by Theorem II. 4 of [3], $\omega$ is the unique renormalized solution of (3.1).

Let $X^{\varepsilon}$ be the Lagrangian map associated with the flow $u^{\varepsilon}$ and $X$ be the unique renormalized Lagrangian map associated with $u$, by Theorem III. 2 of [3]. Then, by a time-dependent version of the stability of Lagrangian maps, Corollary III. 1 in [3], we conclude that $X^{\varepsilon} \rightarrow X$ locally uniformly in time and locally in measure in space. Therefore, for every $\eta>0$, there exists $\varepsilon_{0}$ independent of $t \in[0, T]$ such that for $\varepsilon<\varepsilon_{0}$,

$$
\left|\left\{\alpha \in B\left(0 ; R_{0}\right)\left|\left|X^{\varepsilon}(\alpha, t)-X(\alpha, t)\right|>\eta\right\} \mid \leq \eta .\right.\right.
$$

Fix $\eta>0$ and choose $\varepsilon_{0}=\varepsilon_{0}(\eta)$ as above. Let $R>0$. Then, for any $\varepsilon<\varepsilon_{0}$, we have that

$$
\begin{gathered}
\left|\left\{\alpha \in B ( 0 ; R _ { 0 } ) | | X ( \alpha , t ) | > R \} \left|\leq\left|\left\{\alpha \in B\left(0 ; R_{0}\right)| | X^{\varepsilon}(\alpha, t)-X(\alpha, t) \mid>\eta\right\}\right|\right.\right.\right. \\
+\left|\left\{\alpha \in B\left(0 ; R_{0}\right)| | X^{\varepsilon}(\alpha, t) \mid>R-\eta\right\}\right| \\
\leq \eta+\left|\left\{\alpha \in B\left(0 ; R_{0}\right)| | X^{\varepsilon}(\alpha, t) \mid>R-\eta\right\}\right| \\
\leq \eta+\left|\left\{\alpha \in B ( 0 ; R _ { 0 } ) | R - \eta < | X ^ { \varepsilon } ( \alpha , t ) | \leq R \} \left|+\left|\left\{\alpha \in B\left(0 ; R_{0}\right)| | X^{\varepsilon}(\alpha, t) \mid>R\right\}\right|\right.\right.\right. \\
\leq \eta+\left(2 \pi R \eta-\eta^{2}\right)+\left|\left\{\alpha \in B\left(0 ; R_{0}\right)| | X^{\varepsilon}(\alpha, t) \mid>R\right\}\right|,
\end{gathered}
$$

where the last inequality follows from the fact that $X^{\varepsilon}$ is area-preserving. Therefore, taking $\lim \sup _{\eta \rightarrow 0}$, we have

$$
\left|\left\{\alpha \in B ( 0 ; R _ { 0 } ) | | X ( \alpha , t ) | > R \} | \leq \operatorname { l i m s u p } _ { \varepsilon \rightarrow 0 } | \left\{\alpha \in B\left(0 ; R_{0}\right)\left|\left|X^{\varepsilon}(\alpha, t)\right|>R\right\} \mid,\right.\right.\right.
$$

since we may assume that $\varepsilon_{0}(\eta) \rightarrow 0$ as $\eta \rightarrow 0$.
We conclude by observing that the renormalized Lagrangian map $X$ is areapreserving and $\omega(X(\alpha, t), t)=\omega_{0}(\alpha)$ (see Theorem III. 2 in [3]); hence

$$
\left|\left\{\alpha \in B ( 0 ; R _ { 0 } ) | | X ( \alpha , t ) | > R \} \left|=\left|\operatorname{supp} \omega(\cdot, t) \cap B(0 ; R)^{c}\right| .\right.\right.\right.
$$

Let $u$ be a weak solution of the incompressible 2D Euler equations with vorticity $\omega=\operatorname{curl} u \in L^{\infty}\left([0, T] ; L^{p}\left(\mathbb{R}^{2}\right)\right), p>1$. It was mentioned in the proof of Theorem 4.1 in [8] that $\omega$ is the unique renormalized solution of the vorticity equation, regarded as a linear transport equation. We included an outline of the proof of this fact for the sake of completeness. Of course, given Theorem 3.1 above, the uniform estimates derived in Corollary 1.4 and in Proposition 2.6 remain valid for the weak solution, if the initial vorticity belongs to $L_{c}^{p}, p>1$.

One natural question at this point is how close these estimates are to being optimal. In this respect, we do not have anything to add to the comments made by Marchioro in [10] and we refer the reader to the discussion contained there. We are left with no answer to the question we started with, i.e., whether the support of vorticity remains compact as time evolves. We can say only that the knowledge developed here does not appear to be enough to answer this question.

Finally, we note that since this article was first distributed in preprint form, a significant improvement of Marchioro's cubic-root estimate was obtained by Serfati; see [11]. A similar, if slightly weaker improvement was obtained independently by Iftimie and Sideris in [6]. By using the conservation of the center of vorticity, they observe that Marchioro's space-time cubic-root parabola can almost be improved to a fourth-root parabola. It would be possible to rewrite section 2 of our work reflecting these improvements, in a straightforward manner.

## REFERENCES

[1] D. R. Adams and L. I. Hedberg, Function Spaces and Potential Theory, Grundlehren Math. Wiss. Vol. 314, Springer-Verlag, Berlin, 1996.
[2] J.-M. Delort, Existence de nappes de tourbillon en dimension deux, J. Amer. Math. Soc., 4 (1991), pp. 553-586.
[3] R. J. DiPerna and P.-L. Lions, Ordinary differential equations, transport theory and Sobolev spaces, Invent. Math., 98 (1989), pp. 511-547.
[4] R. J. DiPerna and A. J. Majda, Concentrations in regularizations for 2-D incompressible flow, Comm. Pure Appl. Math., 40 (1987), pp. 301-345.
[5] L. Hörmander, The Analysis of Linear Partial Differential Operators, I, Grundlehren Math. Wiss. Vol. 256, Springer-Verlag, Berlin, 1983.
[6] D. Iftimie, T. Sideris, and P. Gamblin, On the evolution of compactly supported planar vorticity, Comm. Partial Differential Equations, 24 (1999), pp. 1709-1730.
[7] D. Iftimie and T. Sideris, private communication.
[8] P.-L. Lions, Mathematical Topics in Fluid Mechanics Vol. I: Incompressible Models, Oxford Lecture Series in Mathematics and Its Applications 3, Clarendon Press, Oxford University Press, New York, 1996.
[9] M. C. Lopes Filho and H. J. Nussenzveig Lopes, An extension of C. Marchioro's bound on the growth of a vortex patch to flows with $L^{p}$ vorticity, SIAM J. Math. Anal., 29 (1998), pp. 596-599.
[10] C. Marchioro, Bounds on the growth of the support of a vortex patch, Comm. Math. Phys., 164 (1994), pp. 507-524.
[11] Ph. Serfati, Borne en Temps des Caractéristiques de l'Équation d'Euler $2 D$ à Tourbillon Positif et Localisation pour le Modèle Point-Vortex, preprint, 1998.
[12] E. M. Stein, Singular Integrals and Differentiability Properties of Functions, Princeton University Press, Princeton, NJ, 1970.
[13] I. Vecchi and S. Wu, On $L^{1}$-vorticity for $2-D$ incompressible flow, Manuscripta Math., 78 (1993), pp. 403-412.
[14] V. I. Yudovich, Non-stationary flow of an ideal incompressible liquid, USSR Comp. Math. Math. Phys., 3 (1963), pp. 1407-1456.

# A NECESSARY AND SUFFICIENT CONDITION FOR PALAIS-SMALE CONDITIONS* 

KUAN-JU CHEN ${ }^{\dagger}$ AND HWAI-CHIUAN WANG ${ }^{\dagger}$


#### Abstract

In this paper we prove the following assertions: (1) $\alpha_{I}=\alpha_{M}=\alpha_{\Gamma}=\alpha_{\Gamma^{\prime}}$; (2) let $\Omega_{0}=\Omega_{1} \cup \Omega_{2}$, where $\Omega_{1} \cap \Omega_{2}$ is bounded, and let $\alpha_{i}=\alpha\left(\Omega_{i}\right)$ be the index of $J$ in $\Omega_{i}$ for $i=0,1,2$. $J$ satisfies the $(P S)_{\alpha_{0}}$-condition if and only if the inequality $\alpha_{0}<\min \left\{\alpha_{1}, \alpha_{2}\right\}$ holds; (3) the union of a solvable domain and an unsolvable domain may be solvable and the union of two unsolvable domains may be solvable.
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1. Introduction. The study of Esteban-Lions domains is the cornerstone and the starting point for understanding the existence of solutions of equations in unbounded domains. In this paper, we examine the existence of solutions in perturbed Esteban-Lions domains.

Let $N \geq 2$ and $2<p<2^{*}$, where $2^{*}=\frac{2 N}{N-2}$ for $N \geq 3,2^{*}=\infty$ for $N=2$. Consider the semilinear elliptic equation

$$
\left\{\begin{array}{c}
-\Delta u+u=|u|^{p-2} u \quad \text { in } \quad \Omega  \tag{1.1}\\
u \in H_{0}^{1}(\Omega)
\end{array}\right.
$$

where $\Omega$ is a domain in $\boldsymbol{R}^{N}$ and $H_{0}^{1}(\Omega)$ is the Sobolev space in $\Omega$. It is well known that (1.1) in a bounded domain or in the whole space $\boldsymbol{R}^{N}$ admits a positive solution, but the same equation in an Esteban-Lions domain does not admit any solution. The Esteban-Lions domain is defined as follows.

Definition 1.1. We say that a proper unbounded domain $\Omega$ in $\boldsymbol{R}^{N}$ is an Esteban-Lions domain if there is $\chi \in \boldsymbol{R}^{N},\|\chi\|=1$ such that $n(x) \cdot \chi \geq 0, n(x) \cdot \chi \not \equiv 0$ on $\partial \Omega$, where $n(x)$ denotes the unit outward normal to $\partial \Omega$ at the point $x$.

Let the potential operators $a: H_{0}^{1}(\Omega) \rightarrow \boldsymbol{R}, b: H_{0}^{1}(\Omega) \rightarrow \boldsymbol{R}$, and the energy functional $J: H_{0}^{1}(\Omega) \rightarrow \boldsymbol{R}$ be given by

$$
\begin{aligned}
& a(u)=\int_{\Omega}\left(|\nabla u|^{2}+u^{2}\right), \\
& b(u)=\int_{\Omega}|u|^{p} \\
& J(u)=\frac{1}{2} a(u)-\frac{1}{p} b(u) .
\end{aligned}
$$

In the following definitions, we simply denote Palais-Smale by (PS).
Definition 1.2.
 $\beta$ and $J^{\prime}\left(u_{n}\right) \rightarrow 0$ strongly as $n \rightarrow \infty$;

[^7](2) $\beta \in \boldsymbol{R}$ is a $(P S)_{\beta}$-value for $J$ if there is a $(P S)_{\beta}$-sequence for $J$;
(3) $J$ satisfies the $(P S)_{\beta}$-condition if every $(P S)_{\beta}$-sequence for $J$ contains a convergent subsequence;
(4) $J$ satisfies the $(P S)$ condition if, for every $\beta \in \boldsymbol{R}$, every $(P S)_{\beta}$-sequence for $J$ contains a convergent subsequence.
Note that $J$ is of class $C^{1,1}$ (see Rabinowitz [9, Proposition B.10]) and $J$ clearly satisfies the mountain pass hypothesis: there are $r, \delta>0$ and $e \in H_{0}^{1}(\Omega)$, such that $e \notin \overline{B(0, r)}, J(e)=0, J(u) \geq \delta>0$ for $u \in \partial B(0, r)$.

Let

$$
\begin{aligned}
& I=\inf \{a(u) \mid b(u)=1\} \\
& \alpha_{I}=\left(\frac{1}{2}-\frac{1}{p}\right) I^{p /(p-2)} ; \\
& \mathbf{M}=\left\{u \in H_{0}^{1}(\Omega) \backslash\{0\} \mid a(u)=b(u)\right\} ; \\
& \alpha_{M}=\inf _{v \in M} J(v) ; \\
& \Gamma=\left\{g \in C\left([0,1], H_{0}^{1}(\Omega)\right) \mid g(0)=0, g(1)=e\right\}, \text { where } J(e)=0 ; \\
& \alpha_{\Gamma}=\inf _{g \in \Gamma \in[0,1]} J(g(t)) ; \\
& \Gamma^{\prime}=\left\{K \subset H_{0}^{1}(\Omega) \mid K \text { is closed, connected, and } 0, e \in K\right\} \\
& \alpha_{\Gamma^{\prime}}=\inf _{K \in \Gamma^{\prime} u \in K} \max _{u \in K} J(u)
\end{aligned}
$$

Next we assert the following theorem.
Theorem A. $\alpha_{I}=\alpha_{M}=\alpha_{\Gamma}=\alpha_{\Gamma^{\prime}}$.
For convenience we state the following definition.
Definition 1.3.
(1) We say that $\alpha(\Omega)=\alpha_{I}$ is the index of the energy functional $J$ in $\Omega$;
(2) We say that a solution $u$ of equation (1.1) is a ground state solution if $J(u)=$ $\alpha(\Omega)$, and is a higher energy solution if $J(u)>\alpha(\Omega)$.
Remark 1.
(1) If the Nehari minimization problem $\alpha_{M}$ or the minimax problem $\alpha_{\Gamma}$ admits a solution $u$, then $u$ must be a ground state solution. If $J$ satisfies the $(P S)_{\alpha(\Omega)}$ condition, then the Nehari minimization problem $\alpha_{M}$ and the minimax problem $\alpha_{\Gamma}$ admit a ground state solution.
(2) Applying Theorem A, we prove that $\alpha_{\Gamma}$ is independent of the choice of e.
(3) Rabinowitz [9, p. 19] asked whether $\alpha_{\Gamma}=\alpha_{\Gamma^{\prime}}$. We answer his question for our special energy functional $J$.
(4) Theorem A simplifies many calculations.

Let $\Omega_{0}=\Omega_{1} \cup \Omega_{2}$, where $\Omega_{1} \cap \Omega_{2}$ is bounded,

$$
\mathbf{M}_{i}=\left\{u \in H_{0}^{1}\left(\Omega_{i}\right) \backslash\{0\} \mid a(u)=b(u)\right\},
$$

and $\alpha_{i}=\alpha\left(\Omega_{i}\right)$ be the index of $J$ in $\Omega_{i}$ for $i=0,1,2$.
In this article, we will study the existence of positive solutions of (1.1) in a proper unbounded domain $\Omega$. In fact, we give a necessary and sufficient condition in $\Omega$, in which $J$ satisfies the $(\mathrm{PS})_{\alpha(\Omega)}$-condition as follows.

Theorem B. J satisfies the $(P S)_{\alpha_{0}}$-condition if and only if the inequality $\alpha_{0}<$ $\min \left\{\alpha_{1}, \alpha_{2}\right\}$ holds. In particular, if the inequality $\alpha_{0}<\min \left\{\alpha_{1}, \alpha_{2}\right\}$ holds, then there is a solution $u_{0}$ of (1.1) in $\Omega_{0}$.

In section 4, Theorem B is applied to prove that the union of a solvable domain and an unsolvable domain may be solvable. We also assert that the union of two unsolvable domains may be solvable. Here we need another definition.

Definition 1.4. We say that $\Omega$ is solvable if there exists a positive solution of (1.1) in $\Omega$; otherwise, $\Omega$ is unsolvable.
2. Palais-Smale values. In this section, we study the set of all (PS) $\beta_{\beta}$-values for $J$.

Let $\left\{u_{n}\right\} \subset H_{0}^{1}(\Omega)$ be a $(\mathrm{PS})_{\beta^{-}}$-sequence for $J$; then clearly $\beta \geq 0$ and $\left\{u_{n}\right\}$ is bounded in $H_{0}^{1}(\Omega)$. Let $\mathbf{F}$ be the set of all (PS $)_{\beta \text {-values for }} J$, where $\beta>0$.

Moreover, the three important numbers $\alpha_{I}, \alpha_{M}$, and $\alpha_{\Gamma}$ are in $\mathbf{F}$.
Lemma 2.1. $\alpha_{I}, \alpha_{M}$, and $\alpha_{\Gamma}$ are $(P S)$-values for $J$.
Proof. Lien-Tzeng-Wang [7] proved that $\alpha_{I}$ is a (PS $)_{\alpha_{I}}$-value for $J$. Using two different methods, the Ekeland variational principle and the deformation lemma, Brezis-Nirenberg [2] prove that $\alpha_{\Gamma}$ is a $(\mathrm{PS})_{\alpha_{\Gamma}}$-value for $J$.

Using the Ekeland variational principle, Stuart [11, Lemma 3.4] asserted that there is a $(\mathrm{PS})_{\alpha_{M}}$-sequence as well as a minimizing sequence for $\alpha_{M}$ in $H_{0}^{1}(\Omega)$. We generalize his result and prove that every minimizing sequence for $\alpha_{M}$ is a $(\mathrm{PS})_{\alpha_{M}}$ sequence for $J$ as follows.

Let $\left\{u_{n}\right\} \subset \mathbf{M}$ be a minimizing sequence for $J: a\left(u_{n}\right)=b\left(u_{n}\right)$ for all $n=$ $1,2,3, \ldots$ and $J\left(u_{n}\right)=\left(\frac{1}{2}-\frac{1}{p}\right) a\left(u_{n}\right)=\alpha_{M}+o(1)$ as $n \rightarrow \infty$. Then

$$
\begin{equation*}
a\left(u_{n}\right)=\frac{2 p}{p-2} \alpha_{M}+o(1) \text { as } n \rightarrow \infty \tag{2.1}
\end{equation*}
$$

For $n=1,2, \ldots$, denote

$$
f_{n}(\varphi)=\int_{\Omega}\left|u_{n}\right|^{p-2} u_{n} \varphi, \quad \varphi \in H_{0}^{1}(\Omega)
$$

Let $\phi \in H_{0}^{1}(\Omega)$ and $\|\phi\|_{H^{1}}=1$; there exists $s>0$ such that $\|s \phi\|_{H^{1}}^{2}=\|s \phi\|_{p}^{p}$. We conclude that $s=\|\phi\|_{p}^{\frac{-p}{p-2}}$ and

$$
\alpha_{M} \leq\left(\frac{1}{2}-\frac{1}{p}\right)\|s \phi\|_{H^{1}}^{2}=\frac{p-2}{2 p} s^{2}=\frac{p-2}{2 p}\|\phi\|_{p}^{\frac{-2 p}{p-2}} .
$$

Therefore $\|\phi\|_{p} \leq\left(\frac{2 p}{p-2} \alpha_{M}\right)^{\frac{2-p}{2 p}}$ and

$$
\begin{aligned}
\left|f_{n}(\phi)\right| & =\left.\left|\int_{\Omega}\right| u_{n}\right|^{p-2} u_{n} \phi \left\lvert\, \leq\left(\int_{\Omega}\left|u_{n}\right|^{p}\right)^{\frac{p-1}{p}}\left(\int_{\Omega}|\phi|^{p}\right)^{\frac{1}{p}}\right. \\
& \leq\left(\frac{2 p}{p-2} \alpha_{M}\right)^{\frac{p-1}{p}}\left(\frac{2 p}{p-2} \alpha_{M}\right)^{\frac{2-p}{2 p}}+o(1)=\left(\frac{2 p}{p-2} \alpha_{M}\right)^{\frac{1}{2}}+o(1) \text { as } n \rightarrow \infty .
\end{aligned}
$$

We have

$$
\begin{equation*}
\left\|f_{n}\right\|_{H^{-1}} \leq\left(\frac{2 p}{p-2} \alpha_{M}\right)^{\frac{1}{2}}+o(1) \text { as } n \rightarrow \infty \tag{2.2}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
f_{n}\left(\frac{u_{n}}{\left\|u_{n}\right\|_{H^{1}}}\right)=\frac{b\left(u_{n}\right)}{a\left(u_{n}\right)^{1 / 2}}=b\left(u_{n}\right)^{1 / 2}=\left(\frac{2 p}{p-2} \alpha_{M}\right)^{\frac{1}{2}}+o(1) \text { as } n \rightarrow \infty \tag{2.3}
\end{equation*}
$$

By (2.2) and (2.3) we conclude that

$$
\begin{equation*}
\left\|f_{n}\right\|_{H^{-1}}=\left(\frac{2 p}{p-2} \alpha_{M}\right)^{\frac{1}{2}}+o(1) \text { as } n \rightarrow \infty \tag{2.4}
\end{equation*}
$$

By the Riesz representation theorem, for each $n$ there is $w_{n} \in H_{0}^{1}(\Omega)$ such that, for each $\varphi \in H_{0}^{1}(\Omega)$,

$$
\begin{gather*}
f_{n}(\varphi)=\left\langle w_{n}, \varphi\right\rangle=\int_{\Omega}\left(\nabla w_{n} \cdot \nabla \varphi+w_{n} \varphi\right) \\
\left\|w_{n}\right\|_{H^{1}}=\left\|f_{n}\right\|_{H^{-1}}=\left(\frac{2 p}{p-2} \alpha_{M}\right)^{\frac{1}{2}}+o(1) \text { as } n \rightarrow \infty \tag{2.5}
\end{gather*}
$$

We conclude that

$$
\begin{equation*}
\left\langle w_{n}, u_{n}\right\rangle=f_{n}\left(u_{n}\right)=\int_{\Omega}\left|u_{n}\right|^{p}=\frac{2 p}{p-2} \alpha_{M}+o(1) \text { as } n \rightarrow \infty \tag{2.6}
\end{equation*}
$$

By (2.1), (2.5), and (2.6) we obtain

$$
\begin{aligned}
\left\|u_{n}-w_{n}\right\|_{H^{1}}^{2} & =\left\|u_{n}\right\|_{H^{1}}^{2}-2\left\langle u_{n}, w_{n}\right\rangle+\left\|w_{n}\right\|_{H^{1}}^{2} \\
& =\frac{2 p}{p-2} \alpha_{M}-2 \frac{2 p}{p-2} \alpha_{M}+\frac{2 p}{p-2} \alpha_{M}+o(1) \\
& =o(1) \text { as } n \rightarrow \infty
\end{aligned}
$$

For $\varphi \in H_{0}^{1}(\Omega),\|\varphi\|_{H^{1}}=1$, we have

$$
\begin{aligned}
\left\langle J^{\prime}\left(u_{n}\right), \varphi\right\rangle & =\int_{\Omega}\left(\nabla u_{n} \cdot \nabla \varphi+u_{n} \varphi\right)-\int_{\Omega}\left|u_{n}\right|^{p-2} u_{n} \varphi \\
& =\left\langle u_{n}, \varphi\right\rangle-\left\langle w_{n}, \varphi\right\rangle=\left\langle u_{n}-w_{n}, \varphi\right\rangle
\end{aligned}
$$

so

$$
\left|\left\langle J^{\prime}\left(u_{n}\right), \varphi\right\rangle\right| \leq\left\|u_{n}-w_{n}\right\|_{H^{1}}
$$

We conclude that

$$
J^{\prime}\left(u_{n}\right)=o(1) \text { strongly in } H^{-1}(\Omega) \text { as } n \rightarrow \infty
$$

In order to study the number $\beta$ in $\mathbf{F}$, we study the Nehari manifold $\mathbf{M}$ through the unit sphere $\mathbf{S}$ and the zero energy manifold $\mathbf{Z}$ defined by

$$
\begin{aligned}
& \mathbf{S}=\left\{u \in H_{0}^{1}(\Omega) \mid\|u\|_{H^{1}}=1\right\} \\
& \mathbf{Z}=\left\{u \in H_{0}^{1}(\Omega) \backslash\{0\} \left\lvert\, \frac{1}{2} a(u)=\frac{1}{p} b(u)\right.\right\}
\end{aligned}
$$

Note that $\mathbf{M}$ contains every solution of (1.1). We claim that $\mathbf{M}$ and $\mathbf{Z}$ are $C^{1,1}$ isomorphic to the unit sphere $\mathbf{S}$. In fact, for $\lambda \geq 0, u \in \mathbf{S}$, let

$$
h_{u}(\lambda)=J(\lambda u)=\frac{1}{2} \lambda^{2} a(u)-\frac{1}{p} \lambda^{p} b(u)
$$

Then

$$
\left\{\begin{array}{l}
h_{u}^{\prime}(\lambda)=\lambda a(u)-\lambda^{p-1} b(u) \\
h_{u}^{\prime \prime}(\lambda)=a(u)-(p-1) \lambda^{p-2} b(u) .
\end{array}\right.
$$

From these properties we can take uniquely $r_{u}, s_{u}$, and $t_{u} \in \boldsymbol{R}_{+}$such that $0<r_{u}<$ $s_{u}<t_{u}, s_{u} u \in \mathbf{M}, t_{u} u \in \mathbf{Z}$, and

$$
0=h_{u}^{\prime \prime}\left(r_{u}\right)=h_{u}^{\prime}\left(s_{u}\right)=h_{u}\left(t_{u}\right)
$$

Let $m: \mathbf{S} \rightarrow \mathbf{M}$ and $z: \mathbf{S} \rightarrow \mathbf{Z}$ be given by $m(u)=s_{u} u$ and $z(u)=t_{u} u$. We apply the implicit function theorem and the Sobolev imbedding theorem to obtain the following.

Lemma 2.2 .
(1) $m$ is bijective and of $C^{1,1}$. Moreover $\mathbf{M}$ is path-connected and there exists a constant $c>0$ such that, for $u \in \mathbf{M},\|u\|_{H^{1}} \geq c$ and $J(u) \geq c$;
(2) $z$ is bijective and of $C^{1,1}$. Moreover $\mathbf{Z}$ is path-connected and there exists a constant $c^{\prime}>0$ such that, for $u \in \mathbf{Z},\|u\|_{H^{1}} \geq c^{\prime}$.
In the following two lemmas, we assert that every number $\beta>0$ in $\mathbf{F}$ admits several interesting properties.

Lemma 2.3. Let $\left\{u_{n}\right\} \subset H_{0}^{1}(\Omega)$ be a $(P S)_{\beta}$-sequence for $J$ with $\beta>0$. Then there is a sequence $\left\{s_{n}\right\}$ in $\boldsymbol{R}_{+}$such that $\left\{s_{n} u_{n}\right\} \subset \mathbf{M}$ and $J\left(s_{n} u_{n}\right)=\beta+o(1)$ as $n \rightarrow \infty$.

Proof. By Lemma 2.2(1), there is a sequence $\left\{s_{n}\right\}$ in $\boldsymbol{R}_{+}$such that $\left\{s_{n} u_{n}\right\} \subset \mathbf{M}$ and $h_{n}^{\prime}\left(s_{n}\right)=0$ for each $n$. Thus $s_{n} a\left(u_{n}\right)=s_{n}^{p-1} b\left(u_{n}\right)$ for each $n$. That $a\left(u_{n}\right)=$ $b\left(u_{n}\right)+o(1)$ as $n \rightarrow \infty$ implies $s_{n}=1+o(1)$ as $n \rightarrow \infty$. Therefore $\left|J\left(u_{n}\right)-J\left(s_{n} u_{n}\right)\right|=$ $o(1)$ as $n \rightarrow \infty$, or $J\left(s_{n} u_{n}\right)=\beta+o(1)$ as $n \rightarrow \infty$.

Lemma 2.4. Let $\beta$ be in $\mathbf{F}$. Then (1) $\beta \geq \alpha_{I}$; (2) $\beta \geq \alpha_{M}$; (3) $\beta \geq \alpha_{\Gamma}$.
Proof. Let $\left\{u_{n}\right\} \subset H_{0}^{1}(\Omega)$ be a $(P S)_{\beta}$-sequence for $J$ with $\beta>0$ : that is,

$$
\left\{\begin{array}{l}
\frac{1}{2} a\left(u_{n}\right)-\frac{1}{p} b\left(u_{n}\right)=\beta+o(1) \text { as } n \rightarrow \infty \\
a\left(u_{n}\right)-b\left(u_{n}\right)=o(1) \text { as } n \rightarrow \infty
\end{array}\right.
$$

Then $\left\{u_{n}\right\}$ is bounded in $H_{0}^{1}(\Omega)$ and $\left(\frac{1}{2}-\frac{1}{p}\right) a\left(u_{n}\right)=\beta+o(1)$ as $n \rightarrow \infty$.
(1) Let $w_{n}=u_{n}\left(b\left(u_{n}\right)\right)^{-1 / p}$, then $b\left(w_{n}\right)=1$ and $a\left(w_{n}\right)=a\left(u_{n}\right) b\left(u_{n}\right)^{-2 / p} \geq I$. Thus $a\left(u_{n}\right) \geq I^{p /(p-2)}+o(1)$ as $n \rightarrow \infty$, or $\beta \geq\left(\frac{1}{2}-\frac{1}{p}\right) I^{p /(p-2)}=\alpha_{I}$.
(2) By Lemma 2.3, there is a sequence $\left\{s_{n}\right\}$ in $\boldsymbol{R}_{+}$such that $\left\{s_{n} u_{n}\right\} \subset \mathbf{M}$ and $J\left(s_{n} u_{n}\right)=\beta+o(1)$ as $n \rightarrow \infty$. Therefore $\beta \geq \alpha_{M}$.
(3) By Lemma 2.3, there is a sequence $\left\{s_{n}\right\}$ in $\boldsymbol{R}_{+}$such that $\left\{s_{n} u_{n}\right\} \subset \mathbf{M}$ and $J\left(s_{n} u_{n}\right)=\beta+o(1)$ as $n \rightarrow \infty$. By Lemma $2.2(2)$ there is a sequence $\left\{t_{n}\right\}$ in $\boldsymbol{R}_{+}$such that $\left\{t_{n} u_{n}\right\}$ in $\mathbf{Z}$. Since the manifold $\mathbf{Z}$ is path-connected, there is a path $\eta_{n}$ in $\mathbf{Z}$ which connects $t_{n} u_{n}$ to $e$. Let $\gamma_{n}^{\prime}$ be the line segment connecting 0 and $t_{n} u_{n}$ and the path $\gamma_{n}=\gamma_{n}^{\prime} \cup \eta_{n}$. We obtain

$$
\alpha_{\Gamma} \leq \max _{0 \leq t \leq 1} J\left(\gamma_{n}(t)\right)=J\left(s_{n} u_{n}\right)=\beta+o(1) \text { as } n \rightarrow \infty .
$$

Thus $\beta \geq \alpha_{\Gamma}$.
By Lemmas 2.1 and 2.4, we have the following theorem.
Theorem 2.5. $\alpha_{I}=\alpha_{M}=\alpha_{\Gamma}$.
Theorem 2.5 has the following two corollaries.
Corollary 2.6. The minimax number $\alpha_{\Gamma}$ is independent of the choice of $e \in \mathbf{Z}$.

Corollary 2.7. $\alpha_{\Gamma}=\alpha_{\Gamma^{\prime}}$.
Proof. Since $\Gamma \subset \Gamma^{\prime}$, we have $\alpha_{\Gamma} \geq \alpha_{\Gamma^{\prime}}$.
We claim that $K \cap \mathbf{M} \neq \emptyset$ for each $K \in \Gamma^{\prime}$. If not, let $K \in \Gamma^{\prime}$ satisfying $K \cap \mathbf{M}=\emptyset$. Let $K_{1}=\left\{u \in K \backslash\{0\} \mid u \in\left(0, s_{u} u\right)\right\} \cup\{0\}$ and $K_{2}=\left\{u \in K \mid u \in\left(s_{u} u, \infty\right)\right\}$. Then $K_{1}$ and $K_{2}$ are nonempty and relatively closed in $K, K_{1} \cap K_{2}=\emptyset$ and $K_{1} \cup K_{2}=K$. This contradicts that $K$ is connected.

Assume that $\alpha_{\Gamma}>\alpha_{\Gamma^{\prime}}$. By Theorem 2.5, $\alpha(\Omega)=\alpha_{\Gamma}$, there exists $K \in \Gamma^{\prime}$ such that

$$
\max _{u \in K} J(u)<\inf _{u \in \mathbf{M}} J(u)
$$

Let $u_{0} \in K \cap \mathbf{M}$; then we have

$$
J\left(u_{0}\right) \leq \max _{u \in K} J(u)<\inf _{u \in \mathbf{M}} J(u) \leq J\left(u_{0}\right)
$$

a contradiction. Therefore $\alpha_{\Gamma}=\alpha_{\Gamma^{\prime}}$.
We conclude that the numbers $\alpha_{I}, \alpha_{M}, \alpha_{\Gamma}$, and $\alpha_{\Gamma^{\prime}}$ are the same and call any one of them the index $\alpha(\Omega)$ of $J$ in $\Omega$. Thus $\alpha(\Omega) \in \mathbf{F}$ and $\mathbf{F} \subset[\alpha(\Omega), \infty)$. In order to understand more about the index $\alpha(\Omega)$, we give the following definition.

DEFINITION 2.8. Let $\Omega_{1} \subset \Omega_{2}$ be two unbounded domains in $\boldsymbol{R}^{N}$. We say $\Omega_{2}$ is a translation-union domain of $\Omega_{1}$ if there are, for $i=1,2, \ldots, l, \tau_{i} \in \boldsymbol{R}^{N}$ with $\left\|\tau_{i}\right\|=1$, and sequences $\left\{r_{n}^{i}\right\}$ of positive numbers, with $r_{n}^{i} \rightarrow \infty$ as $n \rightarrow \infty$ such that

$$
\Omega_{2}=\cup_{i=1}^{l} \cup_{n=1}^{\infty}\left(\Omega_{1}+r_{n}^{i} \tau_{i}\right)
$$

Example 2.9 .
(1) Let $\Omega \subset \boldsymbol{R}^{N}$ be a ball-up domain: that is to say, that for any $r>0$ there exists $x \in \Omega$ such that $B(x ; r) \subset \Omega$. Then $\boldsymbol{R}^{N}$ is a translation-union domain of $\Omega$.
(2) Given $r>0, s \in \boldsymbol{R}$, let

$$
\begin{aligned}
& A^{r}=\left\{\left(x_{1}, x_{2}, \ldots, x_{N}\right) \in \boldsymbol{R}^{N} \mid x_{1}^{2}+\cdots+x_{N-1}^{2}<r^{2}\right\} \\
& A_{s}^{r}=\left\{\left(x_{1}, x_{2}, \ldots, x_{N}\right) \in \boldsymbol{R}^{N} \mid x_{1}^{2}+\cdots+x_{N-1}^{2}<r^{2}, x_{N}>s\right\} ; \\
& A^{r} \backslash \omega, \text { where } \omega \subset A^{r} \text { is a bounded domain; } \\
& D^{r}=\left\{\left(x_{1}, x_{2}, \ldots, x_{N}\right) \in \boldsymbol{R}^{N} \mid x_{2}^{2}+\cdots+x_{N}^{2}<r^{2}\right\} \\
& D_{s}^{r}=\left\{\left(x_{1}, x_{2}, \ldots, x_{N}\right) \in \boldsymbol{R}^{N} \mid x_{2}^{2}+\cdots+x_{N}^{2}<r^{2}, x_{1}>s\right\} \\
& D^{r} \backslash \omega \text { where } \omega \subset D^{r} \text { is a bounded domain. }
\end{aligned}
$$

Then $A^{r}$ is a translation-union domain of $A_{s}^{r}$ and of $A^{r} \backslash \omega ; D^{r}$ is a translationunion domain of $D_{s}^{r}$ and of $D^{r} \backslash \omega$; and $A^{r} \cup D^{r}$ is a translation-union domain of $A_{s}^{r} \cup D_{s}^{r}$ and of $\left(A^{r} \backslash \omega\right) \cup\left(D^{r} \backslash \omega\right)$.
We have the following important properties.
PRoposition 2.10.
(1) Let $\Omega_{1} \subsetneq \Omega_{2}$ and $J: H_{0}^{1}\left(\Omega_{2}\right) \rightarrow \boldsymbol{R}$ the energy functional. If $J$ satisfies the $(P S)_{\alpha_{1}}$-condition or in particular $\alpha_{1}$ is a critical value, then $\alpha_{2}<\alpha_{1}$.
(2) Let $\Omega_{2}$ be a translation-union domain of $\Omega_{1}$. Then $\alpha\left(\Omega_{1}\right)=\alpha\left(\Omega_{2}\right)$, J does not satisfy the $(P S)_{\alpha_{1}}$-condition, and the only possible solutions of (1.1) in $\Omega_{1}$ are higher energy solutions.

Proof.
(1) $\Omega_{1} \subset \Omega_{2}$, so $\alpha_{2} \leq \alpha_{1}$. Suppose that $J$ satisfies the (PS) $\alpha_{1}$-condition; then there exists $u_{0} \in \mathbf{M}_{1}$ such that $u_{0} \geq 0$ and $J\left(u_{0}\right)=\alpha_{1}$. To the contrary, assume $\alpha_{2}=\alpha_{1}$; then $J\left(u_{0}\right)=\alpha_{2}=\inf _{u \in \mathbf{M}_{2}} J(u)$. It is known that every minimizer of the problem $\alpha_{2}=\inf _{u \in \mathbf{M}_{2}} J(u)$ is a critical point of $J$. Therefore $u_{0}$ solves (1.1) in $\Omega_{2}$. By the maximum principle, $u_{0}>0$ in $\Omega_{2}$. This contradicts $u_{0} \in H_{0}^{1}\left(\Omega_{1}\right)$. Therefore $\alpha_{2}<\alpha_{1}$.
(2) $\Omega_{1} \subset \Omega_{2}$, so $\alpha_{2} \leq \alpha_{1}$. Let $\left\{u_{n}\right\} \subset H_{0}^{1}\left(\Omega_{2}\right)$ be a minimizing sequence of $\alpha_{2}$ :

$$
\begin{aligned}
& J\left(u_{n}\right)=\alpha_{2}+o(1) \text { as } n \rightarrow \infty \\
& a\left(u_{n}\right)=b\left(u_{n}\right) \text { for } n=1,2, \ldots
\end{aligned}
$$

By the definition of translation-union domain, $\Omega_{2}=\cup_{i=1}^{l} \cup_{n=1}^{\infty}\left(\Omega_{1}+r_{n}^{i} \tau_{i}\right)$, it suffices to prove the case $l=1$. Let $F^{n} \subset \Omega_{1}+r_{n} \tau$ be a bounded domain, $F^{n} \nearrow \Omega_{2}$ as $n \rightarrow \infty$ and $O_{n}$ a bounded and open set in $\Omega_{1}$ satisfying $F^{n}-r_{n} \tau \subset \subset O_{n}$. Define

$$
v_{n}(x)= \begin{cases}u_{n}\left(x+r_{n} \tau\right) & \text { if } x \in F^{n}-r_{n} \tau \\ 0 & \text { if } x \notin O_{n}\end{cases}
$$

Then

$$
\begin{aligned}
& v_{n}(x) \in H_{0}^{1}\left(\Omega_{1}\right) \\
& a\left(u_{n}\right)=a\left(v_{n}\right)+o(1) \text { as } n \rightarrow \infty \\
& b\left(u_{n}\right)=b\left(v_{n}\right)+o(1) \text { as } n \rightarrow \infty .
\end{aligned}
$$

By Lemma $2.2(1)$, there exists $s_{n}>0$ such that $a\left(s_{n} v_{n}\right)=b\left(s_{n} v_{n}\right)$, or $s_{n}=$ $1+o(1)$ as $n \rightarrow \infty$. $J\left(s_{n} v_{n}\right)=\left(\frac{1}{2}-\frac{1}{p}\right) a\left(s_{n} v_{n}\right)=\left(\frac{1}{2}-\frac{1}{p}\right) s_{n}^{2} a\left(v_{n}\right)=\alpha_{2}+$ $o(1)$ as $n \rightarrow \infty$. Therefore $\alpha_{1} \leq \alpha_{2}$. We conclude that $\alpha_{1}=\alpha_{2}$. Then we apply the first part to conclude that $J$ does not satisfy the (PS $)_{\alpha_{1}}$-condition. As in the first part, if $u$ is a ground state solution of (1.1) in $\Omega_{1}$, then by the maximum principle, $u$ is a positive solution in $\Omega_{2}$. This contradicts $u \in$ $H_{0}^{1}\left(\Omega_{1}\right)$. Therefore the only possible solutions of (1.1) in $\Omega_{1}$ are higher energy solutions.
There are some relative properties.
Lemma 2.11.
(1) There is a ground state solution of (1.1) in the infinite strip $A^{r}$;
(2) Let $\Omega=A^{r} \backslash \omega$, where $\omega \subset A^{r}$ is a bounded domain. Then the only possible positive solutions of (1.1) in $\Omega$ are higher energy solutions;
(3) Let $\Omega=A^{r} \backslash \omega$, where $\omega \subset A^{r}$ is small and regular. Then there is a positive solution $u$ of (1.1) in $\Omega$;
(4) There is a $(P S)_{\beta}$-value $\beta$ for $J$ such that $\beta>\alpha(\Omega)$.

Proof.
(1) See Lien-Tzeng-Wang [7, Example 4.3] for the proof.
(2) The proof is by Proposition 2.9(2).
(3) See Hsu-Wang [5, p. 1002] for the proof.
(4) Let $u$ and $\Omega$ be as in (3). Set $\beta=J(u)$ and $u_{n}=u$ for each $n$ to conclude the proof.
To get further information on the distributions of $\mathbf{F}$, we need the following two important results.

Proposition 2.12. The only positive solutions of (1.1) in $\boldsymbol{R}^{N}$ are ground state solutions. Moreover the infimum $\alpha\left(\boldsymbol{R}^{N}\right)$ is achieved by a unique positive regular
ground state solution $\bar{u} \in H^{1}\left(\boldsymbol{R}^{N}\right)$ of (1.1) such that $\bar{u}$ is spherically symmetric about some point $x_{0}$ in $\boldsymbol{R}^{N}, \bar{u}^{\prime}(r)<0$ for $r=\left|x-x_{0}\right|$, and

$$
\begin{aligned}
& \lim _{r \rightarrow \infty} r^{\frac{N-1}{2}} e^{r} \bar{u}(r)=\gamma>0 \\
& \lim _{r \rightarrow \infty} r^{\frac{N-1}{2}} e^{r} \bar{u}^{\prime}(r)=-\gamma
\end{aligned}
$$

Proof. See Gidas-Ni-Nirenberg [4] and Kwong [6].
LEMMA 2.13 (decomposition lemma). Let $\left\{u_{n}\right\} \subset H_{0}^{1}(\Omega)$ be a $(P S)_{\beta}$-sequence for $J$. Then there is a subsequence $\left\{u_{n}\right\}$, integer $l \geq 0$, l sequences $\left\{x_{n}^{i}\right\}_{n=1}^{\infty}$ in $\boldsymbol{R}^{N}$, $i=1, \ldots, l$, function $\tilde{u}$, and $w_{i}$ for $1 \leq i \leq l$ such that

$$
\begin{aligned}
& -\triangle \tilde{u}+\tilde{u}=|\tilde{u}|^{p-2} \tilde{u} \text { in } \Omega, \quad \tilde{u} \in H_{0}^{1}(\Omega), \\
& -\triangle w_{i}+w_{i}=\left|w_{i}\right|^{p-2} w_{i} \text { in } \boldsymbol{R}^{N}, \quad w_{i} \in H^{1}\left(\boldsymbol{R}^{N}\right), \\
& u_{n}=\tilde{u}+\sum_{i=1}^{l} w_{i}\left(\cdot-x_{n}^{i}\right)+\mathrm{o}(1) \text { strongly in } H^{1}\left(\boldsymbol{R}^{N}\right) \text { as } n \rightarrow \infty, \\
& J\left(u_{n}\right)=J(\tilde{u})+\sum_{i=1}^{l} J^{\infty}\left(w_{i}\right)+o(1) \text { as } n \rightarrow \infty, \\
& \left|x_{n}^{i}\right| \rightarrow \infty, \quad\left|x_{n}^{i}-x_{n}^{j}\right| \rightarrow \infty \quad \text { for } \quad 1 \leq i \neq j \leq l, \text { as } n \rightarrow \infty
\end{aligned}
$$

where $J^{\infty}(u)=\frac{1}{2} \int_{\boldsymbol{R}^{N}}\left(|\nabla u|^{2}+u^{2}\right)-\frac{1}{p} \int_{\boldsymbol{R}^{N}}|u|^{p}$ for $u \in H^{1}\left(\boldsymbol{R}^{N}\right)$. In addition, if $u_{n} \geq 0$, then $\tilde{u} \geq 0, w_{i}>0$ for all $1 \leq i \leq m$, and each $w_{i}$ can be chosen to be the unique solution $\bar{u}$ in Proposition 2.11 .

Proof. See Lions [8], Struwe [10, p. 169], and Lien-Tzeng-Wang [7, Theorem 4.1] for the proof.

Now we apply Proposition 2.11 and Lemma 2.12 to get the following.
Proposition 2.14. If $\beta \in \mathbf{F}$, then $\beta=J(u)+m \alpha\left(\boldsymbol{R}^{N}\right)$, where $u$ is a solution of (1.1) in $\Omega$ and $m=0,1,2, \ldots$.
3. Palais-Smale conditions. In this section, in terms of the index $\alpha(\Omega)$, we give a necessary and sufficient condition for the energy functional $J$ to satisfy the $(\mathrm{PS})_{\alpha(\Omega)}$-condition.

Let $\Omega_{0}=\Omega_{1} \cup \Omega_{2}$, where $\Omega_{1} \cap \Omega_{2}$ is bounded, and $\alpha_{i}=\alpha\left(\Omega_{i}\right)$ be the index of $J$ in $\Omega_{i}$ for $i=0,1,2$. Since $H_{0}^{1}\left(\Omega_{i}\right) \subset H_{0}^{1}\left(\Omega_{0}\right)$ and $\mathbf{M}_{i} \subset \mathbf{M}_{0}$ for $i=1,2$, we have $\alpha_{0} \leq \min \left\{\alpha_{1}, \alpha_{2}\right\}$, and the following theorem.

THEOREM 3.1. The energy functional $J$ satisfies the $(P S)_{\alpha_{0}}$-condition if and only if the inequality $\alpha_{0}<\min \left\{\alpha_{1}, \alpha_{2}\right\}$ holds. In particular, if the inequality $\alpha_{0}<$ $\min \left\{\alpha_{1}, \alpha_{2}\right\}$ holds, then there is a ground state solution $u_{0}$ of (1.1) in $\Omega_{0}$.

Proof. The sufficient condition is proven as follows: Suppose that $\alpha_{0}<\min \left\{\alpha_{1}, \alpha_{2}\right\}$. Let $\left\{u_{n}\right\} \subset H_{0}^{1}\left(\Omega_{0}\right)$ such that

$$
\begin{aligned}
& J\left(u_{n}\right)=\alpha_{0}+\mathrm{o}(1) \text { as } n \rightarrow \infty \\
& J^{\prime}\left(u_{n}\right)=\mathrm{o}(1) \text { as } n \rightarrow \infty
\end{aligned}
$$

Then

$$
\begin{aligned}
& \mathrm{o}(1)=\left\langle J^{\prime}\left(u_{n}\right), u_{n}\right\rangle=a\left(u_{n}\right)-b\left(u_{n}\right) \text { as } n \rightarrow \infty \\
& \alpha_{0}+\mathrm{o}(1)=J\left(u_{n}\right)=\left(\frac{1}{2}-\frac{1}{p}\right) a\left(u_{n}\right)+\mathrm{o}(1) \text { as } n \rightarrow \infty
\end{aligned}
$$

Thus we have

$$
a\left(u_{n}\right)=b\left(u_{n}\right)+o(1)=\frac{2 p}{p-2} \alpha_{0}+o(1) \text { as } n \rightarrow \infty
$$

We claim that for each subsequence of $\left\{u_{n}\right\}$ still denoted by $\left\{u_{n}\right\}$, there are $r>0$, $b>0$ such that for $Q_{r}=\Omega_{0} \cap B(0, r)$,

$$
\begin{equation*}
\int_{Q_{r}}\left|u_{n}\right|^{p} \geq b \tag{3.1}
\end{equation*}
$$

If not, there are $\left\{r_{n}\right\}, r_{n} \rightarrow \infty$ and a subsequence $\left\{u_{n}\right\}$ such that for $Q_{n}=\Omega_{0} \cap$ $B\left(0, r_{n}\right)$,

$$
\begin{equation*}
\int_{Q_{n}}\left|u_{n}\right|^{p}=\mathrm{o}(1) \text { as } n \rightarrow \infty \tag{3.2}
\end{equation*}
$$

Let $\xi \in C_{c}^{\infty}([0, \infty))$ such that

$$
0 \leq \xi \leq 1, \quad \xi(t)= \begin{cases}0 & \text { for } t \in[0,1] \\ 1 & \text { for } t \in[2, \infty)\end{cases}
$$

Let $\xi_{n}(x)=\xi\left(\frac{2|x|}{r_{n}}\right)$ and $w_{n}=\xi_{n}^{2} u_{n}$. Since $\left\{w_{n}\right\}$ is bounded in $H_{0}^{1}\left(\Omega_{0}\right)$,

$$
\begin{aligned}
o(1) & =\left\langle J^{\prime}\left(u_{n}\right), w_{n}\right\rangle \\
& =\int_{\Omega_{0}}\left(\xi_{n}^{2}\left|\nabla u_{n}\right|^{2}+2 \xi_{n} u_{n} \nabla \xi_{n} \cdot \nabla u_{n}+\xi_{n}^{2} u_{n}^{2}\right)-\int_{\Omega_{0}} \xi_{n}^{2}\left|u_{n}\right|^{p} \text { as } n \rightarrow \infty
\end{aligned}
$$

Note that $\left|\nabla \xi_{n}(x)\right| \leq \frac{c}{r_{n}}$ and (3.2), so

$$
\int_{\Omega_{0}} \xi_{n} u_{n} \nabla \xi_{n} \cdot \nabla u_{n}=\mathrm{o}(1) \text { as } \mathrm{n} \rightarrow \infty
$$

and

$$
\begin{equation*}
\int_{\Omega_{0}} \xi_{n}^{q}\left|u_{n}\right|^{p}=\int_{\Omega_{0}}\left|u_{n}\right|^{p}+\mathrm{o}(1)=\frac{2 p}{p-2} \alpha_{0}+o(1) \text { as } n \rightarrow \infty \text { for } q>0 \tag{3.3}
\end{equation*}
$$

We conclude that

$$
\begin{equation*}
\int_{\Omega_{0}} \xi_{n}^{2}\left(\left|\nabla u_{n}\right|^{2}+u_{n}^{2}\right)=\mathrm{o}(1) \text { as } n \rightarrow \infty \tag{3.4}
\end{equation*}
$$

Let $v_{n}=\xi_{n} u_{n}$. By (3.3) and (3.4),

$$
\begin{aligned}
J\left(v_{n}\right)= & \frac{1}{2} \int_{\Omega_{0}}\left(\left|\nabla v_{n}\right|^{2}+v_{n}^{2}\right)-\frac{1}{p} \int_{\Omega_{0}}\left|v_{n}\right|^{p} \\
= & \frac{1}{2} \int_{\Omega_{0}}\left(\left|\nabla \xi_{n}\right|^{2} u_{n}^{2}+\xi_{n}^{2}\left(\left|\nabla u_{n}\right|^{2}+u_{n}^{2}\right)-2 \xi_{n} u_{n} \nabla \xi_{n} \cdot \nabla u_{n}\right) \\
& -\frac{1}{p} \int_{\Omega_{0}} \xi_{n}{ }^{p}\left|u_{n}\right|^{p} \\
= & \frac{1}{2} \frac{2 p}{p-2} \alpha_{0}-\frac{1}{p} \frac{2 p}{p-2} \alpha_{0}+o(1) \\
= & \alpha_{0}+o(1) \text { as } n \rightarrow \infty
\end{aligned}
$$

As in the same line of the proof of Lemma 2.1, because $\alpha_{0}=\alpha_{M}$, we have $J^{\prime}\left(v_{n}\right)=$ $o(1)$ as $n \rightarrow \infty$. Since $\Omega_{1} \cap \Omega_{2}$ is bounded for large $n, v_{n}=0$ in $\overline{\Omega_{1} \cap \Omega_{2}}$ and $v_{n}=v_{n}^{1}+v_{n}^{2}$, where $v_{n}^{i} \in H_{0}^{1}\left(\Omega_{i}\right), i=1,2$,

$$
v_{n}^{i}(x)=\left\{\begin{array}{ll}
v_{n}(x) & \text { if } x \in \Omega_{i} \\
0 & \text { otherwise }
\end{array} \text { for } i=1,2\right.
$$

We obtain

$$
J^{\prime}\left(v_{n}^{i}\right)=\mathrm{o}(1) \text { as } n \rightarrow \infty \quad \text { for } i=1,2 .
$$

Assume

$$
\begin{gathered}
J\left(v_{n}^{i}\right)=c_{i}+o(1) \text { as } n \rightarrow \infty \quad \text { for } i=1,2, \\
J^{\prime}\left(v_{n}^{i}\right)=o(1) \text { as } n \rightarrow \infty \quad \text { for } i=1,2,
\end{gathered}
$$

where $c_{1}+c_{2}=\alpha_{0}$. Since $c_{1}$ and $c_{2}$ are (PS)-values, they are nonnegative. At least one of $c_{1}, c_{2}$ is positive, say $c_{1}>0$. By Lemma 2.4, $c_{1} \geq \alpha_{1}$; thus $\alpha_{0} \geq c_{1} \geq \alpha_{1}$. This contradicts $\alpha_{0}<\min \left\{\alpha_{1}, \alpha_{2}\right\}$. Therefore there are $r>0, b>0$ and for each subsequence $\left\{u_{n}\right\}$ such that for $Q_{r}=\Omega_{0} \cap B(0, r)$,

$$
\int_{Q_{r}}\left|u_{n}\right|^{p} \geq b
$$

Since $\left\{u_{n}\right\}$ is bounded in $H_{0}^{1}\left(\Omega_{0}\right)$, there exists a subsequence $\left\{u_{n}\right\}$ such that

$$
u_{n} \rightharpoonup u_{0}
$$

weakly in $H_{0}^{1}\left(\Omega_{0}\right)$, a.e. in $\Omega_{0}$, and strongly in $L_{l o c}^{p}\left(\Omega_{0}\right)$. Then $u_{0}$ is a nonnegative solution of (1.1) in $\Omega_{0}$. By the fact that $\int_{Q_{r}}\left|u_{n}\right|^{p} \geq b$ for each $n$ and by the compact embedding theorem, we have

$$
\int_{Q_{r}}\left|u_{0}\right|^{p} \geq b
$$

Thus $u_{0} \not \equiv 0$. By the maximum principle, $u_{0}$ is a positive solution of (1.1) in $\Omega_{0}$. Thus $u_{0} \in M_{0}$ and

$$
J\left(u_{0}\right) \geq \inf _{u \in M_{0}} J(u)=\alpha_{0} .
$$

Let $p_{n}=u_{n}-u_{0}$; then $\left\{p_{n}\right\}$ is a Palais-Smale sequence for $J$ :

$$
\begin{aligned}
& J\left(p_{n}\right)=J\left(u_{n}\right)-J\left(u_{0}\right)+\mathrm{o}(1)=\alpha_{0}-J\left(u_{0}\right)+\mathrm{o}(1) \text { as } n \rightarrow \infty, \\
& J^{\prime}\left(p_{n}\right)=\mathrm{o}(1) \text { as } n \rightarrow \infty .
\end{aligned}
$$

Since $\alpha_{0} \geq J\left(u_{0}\right), \alpha_{0}=J\left(u_{0}\right)$. Now

$$
\mathrm{o}(1)=J\left(p_{n}\right)=\left(\frac{1}{2}-\frac{1}{p}\right)\left\|p_{n}\right\|_{H^{1}}^{2}+\mathrm{o}(1) \text { as } n \rightarrow \infty .
$$

Thus

$$
\left\|p_{n}\right\|_{H^{1}}^{2}=o(1) \text { as } n \rightarrow \infty
$$

or

$$
u_{n} \rightarrow u_{0} \text { strongly in } H_{0}^{1}\left(\Omega_{0}\right) \text { as } n \rightarrow \infty .
$$

We conclude that $J$ satisfies the $(\mathrm{PS})_{\alpha_{0}}$-condition.

The necessary condition is proven as follows: Suppose that $\alpha_{0}=\min \left\{\alpha_{1}, \alpha_{2}\right\}$. Without loss of generality, let $\alpha_{0}=\alpha_{1}$ and $\Omega_{1} \subsetneq \Omega_{0}$. We claim that $J$ does not satisfy the (PS $)_{\alpha_{0}}$-condition. In fact, suppose on the contrary, $J$ satisfies the $(\mathrm{PS})_{\alpha_{0}}{ }^{-}$ condition in $\Omega_{0}$. Then we claim that $J$ satisfies the (PS) $\alpha_{0}$-condition in $\Omega_{1}$. In fact, let $\left\{u_{n}\right\} \subset H_{0}^{1}\left(\Omega_{1}\right)$ satisfy $J\left(u_{n}\right) \rightarrow \alpha_{1}$ and $J^{\prime}\left(u_{n}\right) \rightarrow 0$. There is a subsequence $\left\{u_{n}\right\}$ and $u \in H_{0}^{1}\left(\Omega_{0}\right)$ satisfying $u_{n} \rightarrow u$ strongly in $H_{0}^{1}\left(\Omega_{0}\right)$; that is to say $u_{n} \rightarrow u$ strongly in $H_{0}^{1}\left(\Omega_{1}\right)$. Therefore $\left.J\right|_{H_{0}^{1}\left(\Omega_{1}\right)}$ satisfies the (PS) $\alpha_{1}$-condition. By Proposition 2.9 (1), $\alpha_{0}<\alpha_{1}$. This is a contradiction.
4. Solvable and unsolvable domains. In this section, we apply the results in section 3 to solve (1.1) in an unbounded domain $\Omega$.

Esteban-Lions [3, Theorem I.1] proved the following.
Proposition 4.1. Equation (1.1) in an Esteban-Lions domain $\Omega$ does not admit any nontrivial solution. In particular, (1.1) in either $\boldsymbol{R}_{+}^{N}$, or $A_{s}^{r}$, or $D_{s}^{r}$ does not admit any nontrivial solution.

We need the following results whose proofs are routine.
Lemma 4.2. Let $B_{r}=\left\{x \in \boldsymbol{R}^{N} \mid\|x\|<r\right\}$, $O$ be a bounded domain containing 0 in $\boldsymbol{R}^{m}, m \geq 1, \Omega=O \times \boldsymbol{R}$, and $D_{r}=r \Omega=\{r x \mid x \in \Omega\}, r>0$. Then
(1) $\lim _{r \rightarrow \infty} \alpha\left(B_{r}\right)=\alpha\left(\boldsymbol{R}^{N}\right)$;
(2) $\lim _{r \rightarrow 0+} \alpha\left(B_{r}\right)=\infty$;
(3) $\lim _{r \rightarrow \infty} \alpha\left(D_{r}\right)=\alpha\left(\boldsymbol{R}^{N}\right)$;
(4) $\lim _{r \rightarrow 0+} \alpha\left(D_{r}\right)=\infty$.

It is clear that $\alpha\left(A^{r}\right) \leq \alpha\left(A_{s}^{r}\right), \alpha\left(D^{r}\right) \leq \alpha\left(D_{s}^{r}\right)$, where $\alpha\left(A^{r}\right)$ and $\alpha\left(D^{r}\right)$ admit minimizers. By Proposition 2.9(2), we obtain the following lemma.

Lemma 4.3. $\alpha\left(A^{r}\right)=\alpha\left(A_{s}^{r}\right)$ and $\alpha\left(D^{r}\right)=\alpha\left(D_{s}^{r}\right)$ for any $s \in \boldsymbol{R}$.
Note that $B_{t}=\left\{x \in \boldsymbol{R}^{N} \mid\|x\|<t\right\}$ is solvable, but $A_{0}^{r}$ is unsolvable since it is an Esteban-Lions domain. However, their union $\Omega_{t}=B_{t} \cup A_{0}^{r}$, for a fixed $r$, is solvable.

Theorem 4.4. There exists $t_{0}>0$ such that if $t \geq t_{0}$, then $\Omega_{t}$ is solvable.
Proof. Note that $\alpha\left(A^{r}\right)=\alpha\left(A_{0}^{r}\right)$. Since $A^{r} \subsetneq \boldsymbol{R}^{N}$ is solvable, by Proposition 2.9(1), $\alpha\left(A_{0}^{r}\right)>\alpha\left(\boldsymbol{R}^{N}\right)$. By Lemma 4.2(1), there exists $t_{0}>0$ such that if $t \geq t_{0}$, then $\alpha\left(A_{0}^{r}\right)>\alpha\left(B_{t}\right)>\alpha\left(\Omega_{t}\right)$. Then by Theorem 3.1, $\Omega_{t}$ is solvable.

Let $r, t$ be the fixed positive numbers, $s \in \boldsymbol{R}, x_{0}=(0, \ldots, r), \Omega_{s}=B_{t}\left(x_{0}\right) \cup D_{-s}^{r}$, and $D_{-s, s}^{r}=\left\{\left(x_{1}, x_{2}, \ldots, x_{N}\right) \in \boldsymbol{R}^{N} \mid x_{2}^{2}+\cdots+x_{N}^{2}<r^{2}, s>x_{1}>-s\right\}$. Then we have the following theorem.

Theorem 4.5. There exists $s_{0}>r$ such that if $s \geq s_{0}$, then $\Omega_{s}$ is solvable.
Proof. Since $D^{r}$ is solvable, we have $\alpha\left(B_{t}\left(x_{0}\right) \cup D^{r}\right)<\alpha\left(D^{r}\right)$. Similar to Lemma 4.2(1) we obtain $\lim _{s \rightarrow \infty} \alpha\left(B_{t}\left(x_{0}\right) \cup D_{-s, s}^{r}\right)=\alpha\left(B_{t}\left(x_{0}\right) \cup D^{r}\right)$, so there exists $s_{0}>r$ such that if $s \geq s_{0}$, then $\alpha\left(B_{t}\left(x_{0}\right) \cup D_{-s}^{r}\right) \leq \alpha\left(B_{t}\left(x_{0}\right) \cup D_{-s, s}^{r}\right)<\alpha\left(D^{r}\right)=\alpha\left(D_{-s}^{r}\right)$. Since $B_{t}\left(x_{0}\right)$ is solvable, we have $\alpha\left(B_{t}\left(x_{0}\right) \cup D_{-s}^{r}\right)<\alpha\left(B_{t}\left(x_{0}\right)\right)$. Then by Theorem 3.1, $\Omega_{s}$ is solvable.
$A_{-\rho}^{r}$ and $D_{-s}^{r}$ are Esteban-Lions domains, so they are unsolvable. However, their union is solvable.

Theorem 4.6. Let $t<r$ be fixed. There exists $s_{0}>r$ such that if $s \geq s_{0}$ and $\Omega_{\rho}=A_{-\rho}^{r} \cup D_{-s}^{r}$, then for $\rho>0, \Omega_{\rho}$ is solvable.

Proof. Let $s$ be as in Theorem 4.5, and for $\rho>0, \Omega_{\rho}=A_{-\rho}^{r} \cup\left(B_{t}\left(x_{0}\right) \cup D_{-s}^{r}\right)$. By Theorem 4.5, $B_{t}\left(x_{0}\right) \cup D_{-s}^{r}$ is solvable; thus $\alpha\left(\Omega_{\rho}\right)<\alpha\left(B_{t}\left(x_{0}\right) \cup D_{-s}^{r}\right)$. Note that $\alpha\left(B_{t}\left(x_{0}\right) \cup D_{-s}^{r}\right) \leq \alpha\left(D_{-s}^{r}\right)=\alpha\left(A_{-\rho}^{r}\right)$, or $\alpha\left(\Omega_{\rho}\right)<\alpha\left(A_{-\rho}^{r}\right)$. Then by Theorem 3.1, for $\rho>0, \Omega_{\rho}$ is solvable.

## REFERENCES

[1] H. Berestycki and P. L. Lions, Nonlinear scalar field equations, I. Existence of ground state, Arch. Rational Mech. Anal., 82 (1983), pp. 313-345.
[2] H. Brezis and L. Nirenberg, Remarks on finding critical points, Comm. Pure Appl. Math., XLIV (1991), pp. 939-963.
[3] M. J. Esteban and P. L. Lions, Existence and non-existence results for semilinear elliptic problems in unbounded domains, Proc. Roy. Soc. Edinburgh Sect. A, 93 (1982), pp. 1-12.
[4] B. Gidas, W. M. Ni, and L. Nirenberg, Symmetry of positive solutions of nonlinear elliptic equations in $\boldsymbol{R}^{n}$. Adv. in Math. Supplementary Studies, 7 (1981), pp. 369-402.
[5] T. S. Hsu and H. C. Wang, A perturbation result of semilinear elliptic equations in exterior strip domains, Proc. Roy. Soc. Edinburgh Sect. A, 127 (1997), pp. 983-1004.
[6] M. K. Kwong, Uniqueness of positive solutions of $\Delta u-u+u^{p}=0$ in $\boldsymbol{R}^{n}$, Arch. Rational Mech. Anal., 105 (1989), pp. 243-266.
[7] W. C. Lien, S. Y. Tzeng, and H. C. Wang, Existence of solutions of semilinear elliptic problems on unbounded domains, Differential Integral Equations, 6 (1993), pp. 1281-1298.
[8] P. L. Lions, The concentration-compactness principle in the calculus of variations, The locally compact case, Ann. Inst. H. Poincare Anal. Non Lineare, 1 (1984), Part 1, pp. 109-145, Part 2, pp. 223-283.
[9] P. H. Rabinowitz, Minimax Methods in Critical Point Theory with Applications to Differential Equations, Regional Conference Series in Mathematics, AMS, Providence, RI, 1986.
[10] M. Struwe, Variational Methods, Springer-Verlag, Berlin, Heidelberg, New York, 1990.
[11] C. A. Stuart, Bifurcation in $L^{p}\left(\boldsymbol{R}^{N}\right)$ for a semilinear elliptic equation, Proc. London Math. Soc., 45 (1982), pp. 169-192.

# GLOBAL EXISTENCE OF STEADY SUPERSONIC POTENTIAL FLOW PAST A CURVED WEDGE WITH A PIECEWISE SMOOTH BOUNDARY* 

YONGQIAN ZHANG ${ }^{\dagger}$


#### Abstract

In this paper we use a modified Glimm scheme to construct a global weak solution to the steady supersonic potential flow past a two-dimensional wedge with a piecewise smooth boundary, small vertex angle, and small total variation of the tangent angle along each side.
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1. Introduction. The problem of steady supersonic flow past a wedge with a smooth boundary has been extensively studied by many authors (for instance, see $[1,2,3,6,9,11,14]$ and references therein). The simple case in which both sides are straight was solved in the book [3] by the shock polar. In [9, 14], applying the theory of quasi-linear hyperbolic systems, Li and Schaeffer give the local existence of steady supersonic flow past the two-dimensional curved wedge with the vertex angle less than the critical value. In [1] Chen extended this result to the case of three-dimensional wedge. Recently Chen established the global existence and asymptotic behavior of steady supersonic flow past a convex combined wedge by making use of hodograph transformation (see [2]).

In this paper we study the potential flow past a two-dimensional wedge with a piecewise smooth boundary. Here, as usual, we consider the case of irrotational and polytropic gas in which the pressure $p$ and the density $\rho$ are related by $p=p(\rho)=A \rho^{\gamma}$, where $A$ is some positive constant and $\gamma>1$ is an adiabatic exponent. For simplicity, we study the problem for the half of the wedge, that is, we consider the problem

$$
\left\{\begin{array}{l}
(\rho u)_{x}+(\rho v)_{y}=0,  \tag{1.1}\\
v_{x}-u_{y}=0 \quad \text { in } \Omega \cap\{x>0\} \\
(u, v) \cdot \vec{n}=0 \quad \text { on } \partial \Omega \\
\left.(u, v)\right|_{x<0}=\left(q_{\infty}, 0\right)
\end{array}\right.
$$

under the following assumptions.
(A1) The Bernoulli relation holds as follows:
(1.2) $\rho=A^{-\frac{1}{\gamma-1}}\left(\frac{\gamma+1}{2 \gamma} c_{*}^{2}-\frac{\gamma-1}{2 \gamma} q^{2}\right)^{\frac{1}{\gamma-1}}=A^{\frac{-1}{\gamma-1}}\left[\frac{\gamma-1}{2 \gamma}\left(q_{*}^{2}-q^{2}\right)\right]^{\frac{1}{\gamma-1}}$
with the constant $q_{*}=\sqrt{\frac{\gamma+1}{\gamma-1}} c_{*}$. Here $c_{*}$ is the critical speed, $q=\sqrt{u^{2}+v^{2}}$, $\gamma>1$ is the adiabatic exponent, $A>0$ is some constant.
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Fig. 1.1.
(A2) The velocity of incoming flow $q_{\infty}$ is a constant and $q_{\infty}>c_{*}$.
(A3) There exists $b \in C[0,+\infty)$ with $b(x)<0$ for $x>0$ and $b(0)=0$ such that $\Omega=\{(x, y) \mid x \leq 0, y<0\} \cup\{(x, y) \mid y<b(x), x>0\}$. In addition there exists a set of points $\left\{x_{k}\right\}_{k=1}^{l} \subseteq(0,+\infty)$ such that $b \in C^{\infty}\left[x_{k-1}, x_{k}\right]$ for $1 \leq k \leq l$ and $b$ is affine in $\left[x_{l},+\infty\right)$. Here $\vec{n}$ is the outer normal to $\partial \Omega \backslash\left\{\left(x_{k}, b\left(x_{k}\right)\right), 0 \leq k \leq l\right\}, x_{0}=0$ (see Figure 1.1).
In $[2,3]$ the function $y=b(x)$ was assumed to be convex or straight. In this study, we set a rather general assumption on the function $y=b(x)$, that is, there is no special assumption on the shape of the curve $y=b(x)$ except the requirement on the total curvature of the curve. New shock may issue from some place away from the wedge surface; also more complicated boundary interactions may occur (see [3, 5]). To overcome these difficulties we modify the Glimm scheme to handle the initial-boundary value problem. In this paper, under suitable conditions, we shall construct the global weak solution that satisfies $(u, v)=\left(q_{\infty}, 0\right)$ near the line set $\{(x, y) \mid x=0, y<0\}$ and solve the problem (1.1) in the following sense as in [7]:

$$
\begin{align*}
\int_{\Omega \cap\{x>0\}} \rho u \phi_{1 x}+\rho v \phi_{1 y} & =\int_{-\infty}^{+\infty} \rho_{\infty} q_{\infty} \phi_{1}(0, y) d y  \tag{1.3}\\
\int_{\Omega \cap\{x>0\}} v \phi_{2 x}-u \phi_{2 y} & =0
\end{align*}
$$

$\forall \phi_{1} \in C_{c}^{\infty}\left(R^{2}\right), \phi_{2} \in C_{c}^{\infty}(\Omega)$ (see $\left.[3,7,11]\right)$. Here $\rho_{\infty}=\rho\left(q_{\infty}, 0\right)$ is given by (1.2).
The remaining parts of the paper are organized in the following way. In section 2 we first rewrite the equations in the equivalent form and prove that these two systems admit the equivalent entropy conditions. Then by the well-known results of the conservation laws we parameterize the wave curves, i.e., the shock polar and epicycloid in the supersonic region according to the entropy conditions. In section 3 we apply the results in section 2 to establish the existence of solutions to a class of mixed problems and the estimates on the interactions and reflections of waves and the flows past a corner. In section 4 we first approximate the boundary by a collection of straight line segments and modify the Glimm scheme in each approximate domain. In each domain we get the approximate solution and define the Glimm functional analogous to that used in $[12,13]$ (see also $[4,10]$ ), which is supplemented by additional terms needed to take more complicated boundary interactions into account. The desired decrease of the functional is obtained provided that the top angle and the total curvature of the boundary are sufficiently small. In section 5 we extend the
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approximate solutions to the whole domain and prove the compactness of approximate solutions, then obtain the global solution by the convergence of the approximate solutions. Our main results are also stated in section 5 .
2. Entropy condition. First we give some notations that will be used throughout the paper. As usual, we view the $x$-direction as the vertical direction and the $y$-direction as the horizontal direction and we still use the notation $(a, b)$ to denote the point whose $x$-coordinate is $a$ and $y$-coordinate is $b$ (see Figure 2.1).

We recall some basic results about the system. This system is genuinely nonlinear and hyperbolic if the $x$-direction is regarded as the time direction. It is obvious that the system possesses two distinct characteristics, $\lambda_{1}=\frac{u v-c \sqrt{u^{2}+v^{2}-c^{2}}}{u^{2}-c^{2}}, \lambda_{2}=$ $\frac{u v+c \sqrt{u^{2}+v^{2}-c^{2}}}{u^{2}-c^{2}}$ and two right eigenvectors $r_{j}(u, v)=e_{j}(u, v)\binom{-\lambda_{j}}{1}(j=1,2)$ and $\lambda_{1}<0<\lambda_{2}$ near the point $\left(q_{\infty}, 0\right)$. Here $e_{j}(u, v)(j=1,2)$ are smooth functions near the point $\left(q_{\infty}, 0\right)$ which satisfy

$$
\begin{equation*}
r_{j} \cdot \nabla \lambda_{j}=1 \tag{2.1}
\end{equation*}
$$

$(j=1,2)$ near the point $\left(q_{\infty}, 0\right)$. Moreover we have the following.
Lemma 2.1. There hold

$$
\begin{equation*}
e_{j}(u, v)>0 \tag{2.2}
\end{equation*}
$$

$(j=1,2)$ for any state $(u, v)$ near $\left(q_{\infty}, 0\right)$.
Proof. We prove only the lemma for $j=2$.
Differentiating the Bernoulli relation $\frac{c^{2}}{\gamma-1}+\frac{q^{2}}{2}=$ constant with respect to $u$ and $v$, we get

$$
\begin{aligned}
\left.\left(c^{2}\right)_{u}\right|_{\left(q_{\infty}, 0\right)} & =-(\gamma-1) q_{\infty} \\
\left.\left(c^{2}\right)_{v}\right|_{\left(q_{\infty}, 0\right)} & =0
\end{aligned}
$$

then

$$
\left.\lambda_{2 u}\right|_{\left(q_{\infty}, 0\right)}=-\frac{(\gamma-1) q_{\infty}}{2 c_{\infty} \sqrt{q_{\infty}^{2}-c_{\infty}^{2}}}-\frac{(\gamma+1) q_{\infty} c_{\infty}}{2 \sqrt{\left(q_{\infty}^{2}-c_{\infty}^{2}\right)^{3}}}<0
$$

and

$$
\left.\lambda_{2 v}\right|_{\left(q_{\infty}, 0\right)}=\frac{q_{\infty}}{q_{\infty}^{2}-c_{\infty}^{2}}>0
$$

Thus it follows

$$
\left.\nabla_{(u, v)} \lambda_{2} \cdot\left(-\lambda_{2}, 1\right)\right|_{\left(q_{\infty}, 0\right)}>0
$$

This implies that $e_{2}>0$ near the point $\left(q_{\infty}, 0\right)$. In the same way we can also prove that $e_{1}>0$ near the point $\left(q_{\infty}, 0\right)$.

Let $R_{2}\left(u_{0}, v_{0}\right)$ and $S_{2}\left(u_{0}, v_{0}\right)$ (or $R_{1}\left(u_{0}, v_{0}\right)$ and $S_{1}\left(u_{0}, v_{0}\right)$, resp.) represent, respectively, the epicycloid and shock polar in the supersonic region with respect to $\lambda_{2}$-characteristic field (or $\lambda_{1}$-characteristic field, resp.) passing through ( $u_{0}, v_{0}$ ), $q=$ $\sqrt{u^{2}+v^{2}}$ and denote

$$
\begin{align*}
R_{2}^{+}\left(u_{0}, v_{0}\right) & =\left\{(u, v) \in R_{2}\left(u_{0}, v_{0}\right) \mid q \leq q_{0} \cdot\right\} \\
S_{2}^{-}\left(u_{0}, v_{0}\right) & =\left\{(u, v) \in S_{2}\left(u_{0}, v_{0}\right) \mid q \geq q_{0} \cdot\right\} \\
R_{1}^{+}\left(u_{0}, v_{0}\right) & =\left\{(u, v) \in R_{1}\left(u_{0}, v_{0}\right) \mid q \geq q_{0} \cdot\right\}  \tag{2.3}\\
S_{1}^{-}\left(u_{0}, v_{0}\right) & =\left\{(u, v) \in S_{1}\left(u_{0}, v_{0}\right) \mid q \leq q_{0} .\right\}
\end{align*}
$$

(see Figure 2.2) and

$$
\begin{equation*}
T_{j}\left(u_{0}, v_{0}\right)=R_{j}^{+}\left(u_{0}, v_{0}\right) \cup S_{j}^{-}\left(u_{0}, v_{0}\right), \quad j=1,2 \tag{2.4}
\end{equation*}
$$

The $T_{j}\left(u_{0}, v_{0}\right)(j=1,2)$ gives the physically admissible solution with $\left(u_{0}, v_{0}\right)$ as the left state (see $[3,7]$ ). In addition, from the rotation invariance of the equation and the Hugoniot locus, we have the following lemma.

Lemma 2.2. There exists a $\delta_{1}>0$ such that the following holds for all points $\left(u_{0}, v_{0}\right)$ belonging to the neighborhood of $\left(q_{\infty}, 0\right), O_{\delta_{1}}\left(\left(q_{\infty}, 0\right)\right)$ :

$$
\begin{align*}
R_{2}^{+}\left(u_{0}, v_{0}\right) & =\left\{(u, v) \in R_{2}\left(u_{0}, v_{0}\right) \mid u \leq u_{0}, v \geq v_{0} .\right\}, \\
S_{2}^{-}\left(u_{0}, v_{0}\right) & =\left\{(u, v) \in S_{2}\left(u_{0}, v_{0}\right) \mid u \geq u_{0}, v \leq v_{0} .\right\} \\
R_{1}^{+}\left(u_{0}, v_{0}\right) & =\left\{(u, v) \in R_{1}\left(u_{0}, v_{0}\right) \mid u \geq u_{0}, v \geq v_{0} .\right\},  \tag{2.5}\\
S_{1}^{-}\left(u_{0}, v_{0}\right) & =\left\{(u, v) \in S_{1}\left(u_{0}, v_{0}\right) \mid u \leq u_{0}, v \leq v_{0} .\right\} .
\end{align*}
$$

Set

$$
\Psi:\left\{\begin{array}{c}
m=\rho u  \tag{2.6}\\
w=v
\end{array}\right.
$$

and $W=\binom{m}{w}, U=\binom{u}{v}, D=\left\{U \in R^{2} \mid u>c_{*}, q<q_{*}\right\}$.
Lemma 2.3. $\Psi: D \longmapsto \Psi(D)$ is a smooth diffeomorphism.
Proof. A simple calculation shows that

$$
m_{u}=A^{-\frac{1}{\gamma-1}}\left(\frac{\gamma+1}{2 \gamma} c_{*}^{2}-\frac{\gamma-1}{2 \gamma} q^{2}\right)^{\frac{2-\gamma}{\gamma-1}}\left(\frac{\gamma+1}{2 \gamma} c_{*}^{2}-\frac{\gamma+1}{2 \gamma} u^{2}-\frac{\gamma-1}{2 \gamma} v^{2}\right)<0
$$

$\forall(u, v) \in D$. This proves the lemma.
Thus the system can be written in the new coordinates as

$$
\begin{equation*}
W_{x}+H(W)_{y}=0 \tag{2.7}
\end{equation*}
$$
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where $W=\Psi(u, v)$.
Obviously this new system is also genuinely nonlinear and hyperbolic with respect to the $x$-direction.

Proposition 2.4. There is a $\delta_{2}>0$ such that the following assertions hold for any state $\left(u_{0}, v_{0}\right)$ near $U_{\infty}=\left(q_{\infty}, 0\right)$ :

$$
\begin{align*}
& R_{j}^{+}\left(u_{0}, v_{0}\right) \cap O_{\delta_{2}}\left(U_{\infty}\right) \\
= & \left\{(u, v) \in R_{j}\left(u_{0}, v_{0}\right) \mid \lambda_{j}(u, v) \geq \lambda_{j}\left(u_{0}, v_{0}\right)\right\} \cap O_{\delta_{2}}\left(U_{\infty}\right), \\
& S_{j}^{-}\left(u_{0}, v_{0}\right) \cap O_{\delta_{2}}\left(U_{\infty}\right)  \tag{2.8}\\
= & \left\{(u, v) \in S_{j}\left(u_{0}, v_{0}\right) \mid \lambda_{j}(u, v) \leq \lambda_{j}\left(u_{0}, v_{0}\right)\right\} \cap O_{\delta_{2}}\left(U_{\infty}\right), \\
& j=1,2 .
\end{align*}
$$

Proof. It suffices to prove the lemma in the case $u_{0}=q_{\infty}, v_{0}=0$. First we prove the lemma for $S_{2}^{-}$.

Noticing that $S_{2}$ is also the shock curve for the new system, we can parametize $S_{2}$ by $\epsilon$ with $\left.\frac{d W}{d \epsilon}\right|_{\epsilon=0}=\tilde{r}_{2}(W)$ according to Lax [8], where $\tilde{r}_{2}(W)=\left.\nabla \Psi \cdot r_{2}\right|_{U=\Psi^{-1}(W)}$; then the following holds along $S_{2}\left(q_{\infty}, 0\right)$ by Lemma 2.1:

$$
\left\{\begin{array}{l}
\left.\frac{d u}{d \epsilon}\right|_{\epsilon=0}=-\lambda_{2}\left(q_{\infty}, 0\right) e_{2}\left(q_{\infty}, 0\right)<0 \\
\left.\frac{d v}{d \epsilon}\right|_{\epsilon=0}=e_{2}\left(q_{\infty}, 0\right)>0
\end{array}\right.
$$

Therefore it follows that near $\epsilon=0$

$$
\begin{aligned}
& u(\epsilon)>u(0)=q_{\infty} \\
& v(\epsilon)<v(0)=0
\end{aligned}
$$

holds if and only if $\epsilon<0$ holds.
Also from (2.1) it follows that near $\epsilon=0$

$$
\lambda_{2}(u(\epsilon), v(\epsilon))<\lambda_{2}(u(0), v(0))=\lambda_{2}\left(q_{\infty}, 0\right)
$$

holds if and only if $\epsilon<0$.
This proves the result for $S_{2}^{-}\left(q_{\infty}, 0\right)$. The general case for $S_{2}^{-}$follows by the argument of continuity.

The result for $S_{1}^{-}$and $R_{1,2}^{+}$can be proved in the same way.
Equation (2.8) implies that the system in (1.1) and the system (2.7) admit the same entropy condition, that is, they are equivalent in the weak sense. Therefore we can parameterize these waves easily as follows: for any state $W_{l} \in \Psi\left(O_{\delta(1)}\left(U_{\infty}\right)\right)$, where $\delta(1)=\min \left(\delta_{1}, \delta_{2}\right)$, let $L_{j}\left(W_{l}\right)(j=1,2)$ be the curves of Lax (see [8]) parameterized by $\epsilon_{j} \mapsto \tilde{\Phi}_{j}\left(\epsilon_{j}, W_{l}\right)$ with $\tilde{\Phi}_{j} \in C^{2}$ and

$$
\begin{align*}
\left.\tilde{\Phi}_{j}\right|_{\epsilon_{j}=0} & =W_{l} \\
\left.\frac{\partial \tilde{\Phi}_{j}}{\partial \epsilon_{j}}\right|_{\epsilon_{j}=0} & =\tilde{r}_{j}\left(W_{l}\right) . \tag{2.9}
\end{align*}
$$

Here $\tilde{r}_{j}(W)=\left.\nabla \Psi \cdot r_{j}\right|_{U=\Psi^{-1}(W)}(j=1,2)$.
By Lemma 2.2 and Proposition 2.4 it's obvious that $L_{j}$ is constituted by $\Psi\left(S_{j}^{-}\right)$ and $\Psi\left(R_{j}^{+}\right)(j=1,2)$, and we call the waves given by $T_{j}$ or $\Psi\left(T_{j}\right)$ the elementary waves or $j$-wave throughout the paper. Moreover, it follows that $\epsilon_{j}>0$ along $\Psi\left(R_{j}^{+}\right)$ while $\epsilon_{j}<0$ along $\Psi\left(S_{j}^{-}\right)(j=1,2)$.

Denote

$$
\begin{align*}
& \tilde{\Phi}\left(\epsilon_{2}, \epsilon_{1}, W_{l}\right)=\tilde{\Phi}_{2}\left(\epsilon_{2}, \tilde{\Phi}_{1}\left(\epsilon_{1}, W_{l}\right)\right) \\
& \Phi_{j}=\Psi^{-1} \cdot \tilde{\Phi}_{j}, \quad j=1,2 \tag{2.10}
\end{align*}
$$

and

$$
\begin{equation*}
\Phi\left(\epsilon_{2}, \epsilon_{1},\left(u_{l}, v_{l}\right)\right)=\Phi_{2}\left(\epsilon_{2}, \Psi \cdot \Phi_{1}\left(\epsilon_{1}, \Psi\left(u_{l}, v_{l}\right)\right)\right) \tag{2.11}
\end{equation*}
$$

then we have the following lemma.
LEMMA 2.5. For any pair of states $U_{r}=\binom{u_{r}}{v_{r}}$ and $U_{l}=\binom{u_{l}}{v_{l}}$ close to $U_{\infty}=\binom{q_{\infty}}{0}$ in the supersonic region, the system

$$
\left\{\begin{array}{l}
W_{x}+H(W)_{y}=0  \tag{2.12}\\
\left.W\right|_{x=0}=\left\{\begin{array}{l}
W_{r}, y>0 \\
W_{l}, y<0
\end{array}\right.
\end{array}\right.
$$

admits the unique admissible solution constituted by two elementary waves. In addition it owns the representation $\left(u_{r}, v_{r}\right)=\Phi\left(\beta, \alpha,\left(u_{l}, v_{l}\right)\right)$ with

$$
\begin{align*}
& \left.\Phi\right|_{\alpha=\beta=0}=\left(u_{l}, v_{l}\right) \\
& \left.\frac{\partial \Phi}{\partial \alpha}\right|_{\alpha=\beta=0}=r_{1}\left(u_{l}, v_{l}\right) \tag{2.13}
\end{align*}
$$

and

$$
\begin{equation*}
\left.\frac{\partial \Phi}{\partial \beta}\right|_{\alpha=\beta=0}=r_{2}\left(u_{l}, v_{l}\right) \tag{2.14}
\end{equation*}
$$

where $W=\binom{\rho u}{v}$.
This lemma can be derived by Lemma 2.2, Proposition 2.4, and the results in the [8]. It will lead to the estimates given in the next section.

For simplicity, we shall use the notation $\left\{U_{l}, U_{r}\right\}=(\alpha, \beta)$ to denote that $U_{r}=$ $\Phi\left(\beta, \alpha, U_{l}\right)$ throughout the paper. It is obvious that $\alpha>0$ along $R_{1}^{+}$and $\beta>0$ along $R_{2}^{+}$while $\alpha<0$ along $S_{1}^{-}$and $\beta<0$ along $S_{2}^{-}$.
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3. Basic estimates on the nonlinear waves. In this section we shall give the estimates on the interactions and reflections of waves and the flow past the corners. First, by the standard result (see [4, 10]), we have the interaction estimates in the interior as follows.

Lemma 3.1. If $U_{l}, U_{m}$, and $U_{r}$ are three states near $U_{\infty}$, with $\left\{U_{l}, U_{m}\right\}=\alpha=$ $\left(\alpha_{1}, \alpha_{2}\right),\left\{U_{m}, U_{r}\right\}=\beta$, and $\left\{U_{l}, U_{r}\right\}=\gamma$, then

$$
\begin{equation*}
\gamma_{k}=\alpha_{k}+\beta_{k}+O(1) \Delta^{\prime}(\alpha, \beta) \tag{3.1}
\end{equation*}
$$

Here $k=1,2$ and $\Delta^{\prime}(\alpha, \beta)=\sum\left|\alpha_{i}\right|\left|\beta_{j}\right|$, where the sum is over all pairs for which the ith wave from $\alpha$ and the jth wave from $\beta$ are approaching; $O(1)$ depends only on the system and $U_{\infty}$.

Let $C_{k}=\left(a_{k}, b_{k}\right)(k=1,2,3)$ with $a_{k+1}>a_{k}>0(k=1,2)$ (see Figure 3.1) and

$$
\begin{aligned}
& \omega=\arctan \frac{b_{3}-b_{2}}{a_{3}-a_{2}}-\arctan \frac{b_{2}-b_{1}}{a_{2}-a_{1}} \\
& \omega_{0}=\arctan \frac{b_{2}-b_{1}}{a_{2}-a_{1}} \\
& \Omega_{k}=\left\{(x, y) \mid a_{k} \leq x \leq a_{k+1}, y<\frac{b_{k+1}-b_{k}}{a_{k+1}-a_{k}}\left(x-a_{k}\right)+b_{k}\right\} \\
& \Gamma_{k}^{\prime}=\left\{(x, y) \mid a_{k}<x<a_{k+1}, y=\frac{b_{k+1}-b_{k}}{a_{k+1}-a_{k}}\left(x-a_{k}\right)+b_{k}\right\} \\
& \stackrel{\rightharpoonup}{n_{k}}=\left(b_{k+1}-b_{k}, a_{k}-a_{k+1}\right)
\end{aligned}
$$

Set

$$
\Delta(a, b)=\left\{\begin{array}{cc}
0 \quad \text { if } \quad a \geq 0 \text { and } \quad b \geq 0 \\
|a||b| & \text { otherwise }
\end{array}\right.
$$

and let $H$ be a neighborhood of $U_{\infty}$ satisfying $\bar{H} \subset D$ and is compact.
Consider the following mixed problem:

$$
\left\{\begin{array}{l}
W_{x}+H(W)_{y}=0 \quad \text { in } \quad \Omega_{2}  \tag{3.2}\\
\left.W\right|_{x=a_{2}}=W_{2}, \\
(u, v) \cdot \vec{n}_{2}=0
\end{array} \quad \text { on } \quad \Gamma_{2}^{\prime},\right.
$$

where $W=\Psi(u, v)$.
Lemma 3.2. There exist $\delta_{3}>0$ and $\delta_{3}^{\prime}>0, \delta_{4}>0$ with $\delta_{4}<\min _{H}\left|\arctan \lambda_{1,2}\right|$ such that if $\left|U_{\infty}-U_{0}\right|<\delta_{3},\left|\omega_{0}\right|+|\omega|<\delta_{4}$ with $U_{0} \cdot \overrightarrow{n_{1}}=0$, then there exist a unique $\epsilon \in\left(-\delta_{3}^{\prime}, \delta_{3}^{\prime}\right)$ and a constant state $U_{2}$ with $\left\{U_{0}, U_{2}\right\}=(\epsilon, 0)$ such that the mixed problem (3.2) in $\Omega_{2}$ with the initial data $W_{2}=\Psi\left(U_{0}\right)$ admits a unique admissible solution $W$ constituted by a 1-wave of which the strength is $\epsilon$ and $W=\Psi\left(U_{2}\right)$ in some neighborhood of $\Gamma_{2}^{\prime}$. Moreover,

$$
\begin{equation*}
\epsilon=K_{1} \omega+O(1)|\omega|^{2} \tag{3.3}
\end{equation*}
$$

with $K_{1}>c_{0}>0$, where $c_{0}$ and the bounds of $K_{1}$ and $O(1)$ depend only on the system, $U_{\infty}$, and $\min _{H}\left|\lambda_{1,2}\right|$.

Proof. It suffices to solve the following equation for the given $\omega_{0}, \omega$, and $U_{0}$ :

$$
\begin{equation*}
\Phi\left(0, \epsilon, U_{0}\right) \cdot\left(-\sin \left(\omega_{0}+\omega\right), \cos \left(\omega_{0}+\omega\right)\right)=0 \tag{3.4}
\end{equation*}
$$

Since $\Phi\left(0,0, U_{\infty}\right) \cdot(0,1)=0$ and by Lemma 2.1,

$$
\begin{equation*}
\frac{\partial}{\partial \epsilon}\left[\Phi\left(0, \epsilon, U_{0}\right) \cdot\left(-\sin \left(\omega_{0}+\omega\right), \cos \left(\omega_{0}+\omega\right)\right)\right]=r_{1}\left(q_{\infty}, 0\right) \cdot(0,1)>0 \tag{3.5}
\end{equation*}
$$

for $\epsilon=\omega=0, \omega_{0}=0$, and $U_{0}=U_{\infty}$, we can get the unique $C^{2}$-function $\epsilon=$ $\epsilon\left(\omega_{0}+\omega, U_{0}\right)$ which solves the above equation in some neighborhood of $\epsilon=\omega=\omega_{0}=0$ and $U_{0}=U_{\infty}$ by the theorem of implicit function.

Moreover, by assumptions we have

$$
\begin{equation*}
\Phi\left(0,0, U_{0}\right) \cdot\left(-\sin \omega_{0}, \cos \omega_{0}\right)=0 \tag{3.6}
\end{equation*}
$$

and this implies $\epsilon\left(\omega_{0}, U_{0}\right)=0$. Thus the result follows by the Taylor formula.
This lemma deals only with the case of the paralleling flow past the corner with small turning angle. To take account of more complicated boundary interaction, including the reflection of waves, we need the following proposition.

Proposition 3.3. There exist $\delta_{i}>0(i=5,6)$ and $\delta_{5}^{\prime}>0$ with $\delta_{6}<\min _{H}\left|\arctan \lambda_{1,2}\right|$ such that if $U_{l}, U_{m}$, and $U_{r}$ are three states in the supersonic region with $\left|U_{\infty}-U_{r}\right|<$ $\delta_{5},\left|U_{l}-U_{\infty}\right|<\delta_{5},\left|U_{m}-U_{\infty}\right|<\delta_{5}$, and $\left|\omega_{0}\right|+|\omega|<\delta_{6}$ and satisfy that $\left\{U_{l}, U_{m}\right\}=$ $(0, \alpha),\left\{U_{m}, U_{r}\right\}=(\gamma, 0)$, and $U_{r} \cdot \overrightarrow{n_{1}}=0$, then there exist a unique $\epsilon \in\left(-\delta_{5}^{\prime}, \delta_{5}^{\prime}\right)$ and a constant state $U_{2}$ with $\left\{U_{l}, U_{2}\right\}=(\epsilon, 0)$ such that the mixed problem (3.2) in $\Omega_{2}$ with the initial data $W_{2}=\Psi\left(U_{l}\right)$ admits a unique admissible solution $W$ constituted by a 1-wave of which the strength is $\epsilon$ and $W=\Psi\left(U_{2}\right)$ in some neighborhood of $\Gamma_{2}^{\prime}$. Moreover,

$$
\begin{equation*}
\epsilon=\gamma+K_{3} \alpha+K_{4} \omega+O(1)\left\{|\alpha||\gamma|+|\alpha||\omega|+\Delta(\gamma, \omega)+|\alpha|^{2}+|\omega|^{2}\right\} \tag{3.7}
\end{equation*}
$$

holds with $K_{3}>0$ and $K_{4}>0$ and the bounds of $K_{3}, K_{4}$, and $O(1)$ depend only on the system $U_{\infty}$ and $\min _{H}\left|\arctan \lambda_{1,2}\right|$.

Proof. It suffices to solve the following equations:

$$
\begin{align*}
& \Phi\left(0, \epsilon, U_{l}\right) \cdot\left(-\sin \left(\omega+\omega_{0}\right), \cos \left(\omega+\omega_{0}\right)\right) \\
& =\Phi\left(0, \beta, \Phi\left(0, \gamma, \Phi\left(\alpha, 0, U_{l}\right)\right)\right) \cdot\left(-\sin \left(\omega+\omega_{0}\right), \cos \left(\omega+\omega_{0}\right)\right)  \tag{3.8}\\
& =0
\end{align*}
$$

for the given $\alpha, \gamma, \omega$, and $\omega_{0}$ and $U_{l}$.

To find the solution $(\epsilon, \beta)$ to the equations, we should carry out the following three steps.

First, noticing $U_{r} \cdot \vec{n}_{1}=0$, by Lemma 3.2 we can get the unique $C^{2}$-function $\beta=\beta\left(\omega+\omega_{0}, \Phi\left(0, \gamma, U_{m}\right)\right)$ which solves the equation

$$
\begin{equation*}
\Phi\left(0, \beta, \Phi\left(0, \gamma, U_{m}\right)\right) \cdot\left(-\sin \left(\omega+\omega_{0}\right), \cos \left(\omega+\omega_{0}\right)\right)=0 \tag{3.9}
\end{equation*}
$$

in the neighborhood of $\beta=\omega_{0}=\omega=\gamma=0$ and $U_{m}=U_{\infty}$ and

$$
\begin{equation*}
\beta=K_{1} \omega+O(1)|\omega|^{2} \tag{3.10}
\end{equation*}
$$

with $K_{1}>C_{0}>0$.
Also by Lemma 3.1 we can find the unique $C^{2}$-function $\epsilon^{\prime}=\epsilon^{\prime}\left(\beta^{\prime}, \gamma, U_{m}\right)$ which solves the following equation in some neighborhood of $\epsilon^{\prime}=\beta=\gamma=0$ and $U_{m}=U_{\infty}$ :

$$
\begin{equation*}
\Phi\left(0, \epsilon^{\prime}, U_{m}\right)=\Phi\left(0, \beta^{\prime}, \Phi\left(0, \gamma, U_{m}\right)\right) \tag{3.11}
\end{equation*}
$$

with

$$
\begin{equation*}
\epsilon^{\prime}=\beta^{\prime}+\gamma+O(1) \Delta\left(\beta^{\prime}, \gamma\right) \tag{3.12}
\end{equation*}
$$

The third step is to solve the following equation:

$$
\begin{align*}
& \Phi\left(0, \epsilon, U_{l}\right) \cdot\left(-\sin \left(\omega+\omega_{0}\right), \cos \left(\omega+\omega_{0}\right)\right) \\
& =\Phi\left(0, \epsilon^{\prime \prime}, \Phi\left(\alpha, 0, U_{l}\right)\right) \cdot\left(-\sin \left(\omega+\omega_{0}\right), \cos \left(\omega+\omega_{0}\right)\right) \tag{3.13}
\end{align*}
$$

for the given $\epsilon^{\prime \prime}, \alpha, \omega, \omega_{0}$, and $U_{l}$.
In the same way as in the proof of Lemma 3.2 we can also get the unique $C^{2}$ function $\epsilon=\epsilon\left(\epsilon^{\prime \prime}, \alpha, \omega+\omega_{0}, U_{l}\right)$ which solves (3.13) in some neighborhood of $\epsilon=\epsilon^{\prime \prime}=$ $\alpha=\omega=\omega_{0}=0$ and $U_{l}=U_{\infty}$.

Throughout the paper we omit the $U_{l}$ in $\epsilon=\epsilon\left(\epsilon^{\prime \prime}, \alpha, \omega+\omega_{0}, U_{l}\right)$. It is obvious that

$$
\begin{equation*}
\epsilon=I_{1}+I_{2}+I_{3}+I_{4}+\epsilon\left(0,0, \omega_{0}\right) \tag{3.14}
\end{equation*}
$$

where

$$
\begin{aligned}
& I_{1}=\epsilon\left(\epsilon^{\prime \prime}, \alpha, \omega+\omega_{0}\right)-\epsilon\left(\epsilon^{\prime \prime}, 0, \omega+\omega_{0}\right)-\epsilon\left(0, \alpha, \omega+\omega_{0}\right)+\epsilon\left(0,0, \omega+\omega_{0}\right) \\
& I_{2}=\epsilon\left(\epsilon^{\prime \prime}, 0, \omega+\omega_{0}\right) \\
& I_{3}=\epsilon\left(0, \alpha, \omega+\omega_{0}\right)-\epsilon\left(0,0, \omega+\omega_{0}\right)-\epsilon\left(0, \alpha, \omega_{0}\right)+\epsilon\left(0,0, \omega_{0}\right)
\end{aligned}
$$

and

$$
I_{4}=\epsilon\left(0, \alpha, \omega_{0}\right)
$$

then we have by the Taylor formula and Lemma 2.1 that

$$
\begin{align*}
I_{1} & =\mathrm{O}(1)\left|\epsilon^{\prime \prime}\right||\alpha| \\
I_{3} & =\mathrm{O}(1)|\omega||\alpha|  \tag{3.15}\\
I_{4} & =K_{3} \alpha+\mathrm{O}(1)|\alpha|^{2}
\end{align*}
$$

with $K_{3}>0$. Moreover, it follows by uniqueness that

$$
\begin{align*}
& I_{2}=\epsilon^{\prime \prime} \\
& \epsilon\left(0,0, \omega_{0}\right)=0 \tag{3.16}
\end{align*}
$$
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Hence

$$
\begin{equation*}
\epsilon=\epsilon^{\prime \prime}+K_{3} \alpha+O(1)\left(\left|\epsilon^{\prime \prime}\right||\alpha|+|\omega||\alpha|+|\alpha|^{2}\right) \tag{3.17}
\end{equation*}
$$

Let $U_{m}=\Phi\left(\alpha, 0, U_{l}\right), \epsilon^{\prime}=\epsilon^{\prime \prime}$, and $\beta=\beta^{\prime}$; then by (3.9), (3.11), and (3.13) and noticing

$$
\begin{equation*}
\frac{\partial}{\partial \epsilon} \Phi\left(0, \epsilon, U_{l}\right) \cdot\left(-\sin \left(\omega+\omega_{0}\right), \cos \left(\omega+\omega_{0}\right)\right) \neq 0 \tag{3.18}
\end{equation*}
$$

for $\epsilon=\omega=\omega_{0}=0$ and $U_{l}=U_{\infty}$ we can find the unique $\epsilon$ which solves (3.8) in some neighborhood of $\epsilon=\beta=\omega_{0}=\omega=\gamma=0$ and $U_{l}=U_{m}=U_{r}=U_{\infty}$. In addition, the desired estimates follow from (3.10), (3.12), and (3.17).

The proof is complete.
4. Glimm scheme. In this section we shall use a modified Glimm scheme to obtain the approximate solution in the approximate domain $\Omega_{\Delta x}$ which will be defined. Without loss of generality we assume that $b$ is smooth and let $y_{k}=b(k \Delta x)$; we then choose the points $\left\{A_{k}=\left(k \Delta x, y_{k}\right)\right\}_{k=0}^{+\infty}$ in the $\Gamma=\{(x, y) \mid y=b(x), x \geq 0\}$ and denote

$$
\begin{aligned}
& \omega\left(A_{k}\right)=\arctan \frac{y_{k+1}-y_{k}}{\Delta x}-\arctan \frac{y_{k}-y_{k-1}}{\Delta x}, \quad k \geq 1 \\
& \omega\left(A_{0}\right)=\arctan \frac{y_{1}-y_{0}}{\Delta x} \\
& \Gamma_{k}=\{(x, y) \mid k \Delta x<x<(k+1) \Delta x, y=b(x, k, \Delta x)\}
\end{aligned}
$$

and $\vec{n}_{k}$ is the outer normal to $\Gamma_{k}$,

$$
\Omega_{\Delta x}=\cup_{k \geq 0}\{(x, y) \mid k \Delta x \leq x<(k+1) \Delta x, y<b(x, k, \Delta x)\}
$$

where $b(x, k, \Delta x)=y_{k}+\frac{y_{k+1}-y_{k}}{\Delta x}(x-k \Delta x)$ (see Figure 4.1).
Let $B=\left\{U \in D \| U-U_{\infty} \mid<\delta(2)\right\} \subset H$ and $\Delta y$ satisfy that $\frac{\Delta y-m \Delta x}{\Delta x}=$ $2 \sup \left\{\left|\lambda_{1,2}(z)\right|, z \in B\right\}$, where $\delta(2)$ is a constant specialized to meet the requirement of propositions and lemmas in sections 2 and $3, m=\sup _{k>0}\left\{\frac{\left|y_{k}-y_{k-1}\right|}{\Delta x}\right\}$.

Choose mesh points $\left\{\left(k \Delta x, a_{k, n}\right)\right\}_{k \geq 0,-\infty<n<+\infty}$ in $R^{2}$ with

$$
\begin{equation*}
a_{k, n}=\left(2 n+1+\theta_{k}\right) \Delta y+y_{k} \tag{4.1}
\end{equation*}
$$

and $\theta_{k}$ is randomly chosen in $(-1,1)$. We connect the mesh point $\left(k \Delta x, a_{k, n}\right)$ by two line segments to the two mesh points, $\left((k-1) \Delta x, a_{k-1, n-1}\right)$ and $\left((k-1) \Delta x, a_{k-1, n}\right)$ if $\theta_{k} \leq 0$, or connect mesh point $\left(k \Delta x, a_{k, n}\right)$ by two line segments to the two mesh points $\left((k-1) \Delta x, a_{k-1, n}\right)$ and $\left((k-1) \Delta x, a_{k-1, n+1}\right)$ if $\theta_{k}>0$.

Definition 4.1. A mesh curve is defined to be an unbounded piecewise linear and space-like curve which is composed of these segments.

Then each mesh curve $I$ divides the $R^{2}$ into $I^{+}$part and $I^{-}$part, the $I^{-}$part being the one containing $\{x=0\}$. As in [15] we also partially order the mesh curves by saying $I_{1}>I_{2}$ if every point of the mesh curve $I_{1}$ is on either $I_{2}$ or contained in $I_{2}^{+}$, and call $J$ an immediate successor to $I$ if $J>I$ and every mesh point of $J$ except one is on $I$.

Now we can define the difference scheme in $\Omega_{\Delta x}$, that is, define the global approximate solution $\tilde{U}=\tilde{U}(x, y)$ in $\Omega_{\Delta x}$. This can be done by carrying out the following steps inductively.

Assume that the approximate solution $\tilde{U}$ has been constructed for $0 \leq x<k \Delta x$ with $\left.\tilde{U}\right|_{x=0}=U_{\infty}$ and $\tilde{U}(x, y)=U_{j}(x, y)$ for $(x, y) \in\{(j-1) \Delta x \leq x<j \Delta x\} \cap \Omega_{\Delta x}$ $(0 \leq j \leq k-1)$, we will define the approximate solution $\tilde{U}=U_{k}=\Psi^{-1}\left(W_{k}\right)$ in $\{k \Delta x \leq x<(k+1) \Delta x\}$ by solving the following problems.

First we have to solve the following Riemann problem:

$$
\left\{\begin{array}{c}
\left(W_{k}\right)_{x}+H\left(W_{k}\right)_{y}=0  \tag{4.2}\\
\left.W_{k}\right|_{x=k \Delta x}=W_{k}^{0}
\end{array}\right.
$$

in each rhombus $T_{k, n}$ whose vertices are $\left(k \Delta x,(2 n-1) \Delta y+y_{k}\right)\left(k \Delta x,(2 n+1) \Delta y+y_{k}\right)$, $\left((k+1) \Delta x,(2 n-1) \Delta y+y_{k+1}\right),\left((k+1) \Delta x,(2 n+1) \Delta y+y_{k+1}\right)$. Here $n \leq-1$, $W_{k}^{0}=\Psi\left(U_{k}^{0}\right)$ and

$$
U_{k}^{0}(y)=U_{k-1}\left(k \Delta x-, a_{k, n}\right), \quad y \in\left(y_{k}+2 n \Delta y, y_{k}+2(n+1) \Delta y\right)
$$

If the problem (4.2) is solvable, define $\tilde{U}=\Psi^{-1}\left(W_{k}\right)$ in $T_{k, n}(n \leq-1)$.
Set

$$
\begin{equation*}
U_{k, n}=U_{k-1}\left(k \Delta x-, a_{k, n}\right), \quad n \leq-1 \tag{4.3}
\end{equation*}
$$

then by Lemma 3.1 we have that if $W_{k}^{0} \in \Psi(B)$ for $n \leq-1$, the problem (4.2) admits a unique admissible solution and there exist uniquely $\epsilon_{k, n, 1}$ and $\epsilon_{k, n, 2}$ such that

$$
\begin{equation*}
U_{k, n}=\Phi\left(\epsilon_{k, n, 2}, \epsilon_{k, n, 1}, U_{k, n-1}\right) \tag{4.4}
\end{equation*}
$$

Second, to define $\tilde{U}$ in rhombus $T_{k, 0}$ whose vertices are $\left((k+1) \Delta x, y_{k+1}\right),((k+$ 1) $\left.\Delta x, \Delta y+y_{k+1}\right),\left(k \Delta x, \Delta y+y_{k}\right)$, and $\left(k \Delta x, y_{k}\right)$, we solve the following mixed problem:

$$
\left\{\begin{array}{c}
\left(W_{k}\right)_{x}+H\left(W_{k}\right)_{y}=0  \tag{4.5}\\
\left.W_{k}\right|_{x=k \Delta x}=W_{k}^{0} \\
\left.\left(u_{k}, v_{k}\right) \cdot \overrightarrow{n_{k}}\right|_{\Gamma_{k}}=0
\end{array}\right.
$$

in rhombus $T_{k, 0}$. If this problem is solvable, then define $\tilde{U}=\Psi^{-1}\left(W_{k}\right)$.

By Lemma 3.2, if $W_{k}^{0} \in \Psi(B)$ and the turning angle is small enough, this problem admits a unique admissible solution; moreover, we can find out a unique $\epsilon_{k, 0,1}$ and a constant state $U_{k, 0}$ such that

$$
\begin{equation*}
U_{k, 0}=\Phi\left(0, \epsilon_{k, 0,1}, U_{k,-1}\right) \tag{4.6}
\end{equation*}
$$

and

$$
\begin{gather*}
\left.U_{k, 0} \cdot \overrightarrow{n_{k}}\right|_{\Gamma_{k}}=0  \tag{4.7}\\
W_{k}=\Psi\left(U_{k, 0}\right) \quad \text { in some neighborhood of } \Gamma_{k} \tag{4.8}
\end{gather*}
$$

By these solutions we can get the global approximate solution defined in $\Omega_{\Delta x}$. From the discussion above we have the following lemma.

Lemma 4.2. For each $k \geq 0$ there exists an $n(k)<0$ such that

$$
\begin{equation*}
U_{k, n}=U_{\infty} \quad \forall n<n(k) \tag{4.9}
\end{equation*}
$$

Lemma 4.3. If $\left\{U_{l}, U_{r}\right\}=(\alpha, \beta), U_{l}, U_{r} \in B$, then

$$
\begin{equation*}
\left|U_{l}-U_{r}\right| \leq s(|\alpha|+|\beta|) \tag{4.10}
\end{equation*}
$$

Here $s=\max \left\{\left|\frac{\partial}{\partial \alpha} \Phi(\beta, \alpha, U)\right|,\left|\frac{\partial}{\partial \beta} \Phi(\beta, \alpha, U)\right|\left|U \in \bar{H},|\beta|+|\alpha| \leq \delta_{4}^{\prime}\right\}\right.$.
Throughout the paper we define $U_{k}\left(k \Delta x, a_{k, n}\right)=U_{k, 0}$ if $n \geq 0$ for simplification. Then it is obvious that $\epsilon_{k, n, 1}=\epsilon_{k, n, 2}=0$ for $n \geq 0$ and $k \geq 0$.

Next we can define the Glimm functional for the approximate solution in $\Omega_{\Delta x}$.
Denote by $U_{\Delta x, \theta}$ the approximate solution constructed above and $W_{\Delta x, \theta}=\Psi\left(U_{\Delta x, \theta}\right)$,
where $\theta=\left\{\theta_{0}, \theta_{1}, \ldots, \theta_{k}, \ldots\right\}$. For any mesh curve $J$, let $\Omega_{J}$ be the set of $A_{k}$ that lies in $J^{+}$, that is,

$$
\Omega_{J}=\left\{A_{k} \mid A_{k} \in J^{+} \cap \partial \Omega_{\Delta x}, A_{k}=\left(k \Delta x, y_{k}\right)\right\}
$$

denote by $\alpha_{j}$ (or $\beta_{j}$ etc.) the $j$ th wave from $\alpha$ (or $\beta$ etc.) and by $\alpha_{j}^{J}$ (or $\beta_{j}^{J}$ ) the strength of $\alpha_{j}\left(\beta_{j}\right.$, resp.) wave crossing $J(j=1,2)$, and denote $K_{0}=\sup _{B}\left\{K_{1}, K_{2}, K_{3}, K_{4}\right\}$ and $K=8 K_{0}$.

Definition 4.4.

$$
\begin{aligned}
L_{j}(J)= & \sum\left\{\left|\alpha_{j}^{J}\right|, \quad \alpha=\left(\alpha_{1}, \alpha_{2}\right), \alpha_{j} \text { crosses } J\right\}, \quad j=1,2, \\
L_{0}(J)= & \sum\left\{|\omega(A)|, \quad A \in \Omega_{J}\right\}, \\
Q_{2}(J)= & \sum\left\{\Delta\left(\alpha_{2}^{J}, \beta_{2}^{J}\right), \quad \alpha_{2}, \beta_{2} \text { cross } J \text { and } \alpha \text { lies to the left of } \beta\right\}, \\
Q_{1}(J)= & \sum\left\{\Delta\left(\alpha_{1}^{J}, \beta_{1}^{J}\right), \quad \text { both of } \alpha_{1}, \beta_{1} \text { cross } J \text { and } \alpha \text { lies to the left of } \beta\right\}, \\
Q^{\prime}(J)= & \sum\left\{\left|\alpha_{2}^{J}\right|\left|\beta_{1}^{J}\right|, \quad \alpha, \beta \text { cross } J, \alpha \text { lies to the left of } \beta\right\}, \\
Q^{\prime \prime}(J)= & \sum\left\{\Delta\left(\alpha_{1}^{J}, \beta_{2}^{J}\right), \alpha, \beta \text { cross } J, \alpha \text { lies to the left of } \beta\right\} \\
& +\sum\left\{\Delta\left(\alpha_{1}^{J}, \alpha_{2}^{J}\right), \quad \alpha \text { crosses } J\right\}, \\
Q_{0}(J)= & \left|L_{2}(J)\right|^{2}
\end{aligned}
$$

and

$$
\begin{aligned}
D_{2}(J) & =\sum\left\{\left|\alpha_{2}^{J}\right||\omega(A)|, \quad \alpha_{2} \text { crosses } J, A \in \Omega_{J}\right\} \\
& =L_{2}(J) L_{0}(J), \\
D_{1}(J) & =\sum\left\{\Delta\left(\alpha_{1}^{J}, \omega(A)\right), \quad \alpha \text { crosses } J, A \in \Omega_{J}\right\}, \\
D_{0}(J) & =\sum\left\{|\omega(A)|^{2}, \quad A \in \Omega_{J}\right\}, \\
D^{\prime}(J) & =\sum\left\{\Delta\left(\omega(A), \omega\left(A^{\prime}\right)\right), \quad A, A^{\prime} \in \Omega_{J}, A \neq A^{\prime}\right\} .
\end{aligned}
$$

## Definition 4.5.

$$
\begin{aligned}
Q(J) & =K^{2} Q_{2}(J)+2 K Q^{\prime}(J)+K Q^{\prime \prime}(J)+Q_{1}(J)+K^{2} Q_{0}(J), \\
D(J) & =K^{2} D_{2}(J)+K D_{1}(J)+K D_{0}(J)+K^{2} D^{\prime}(J), \\
L(J) & =K L_{2}(J)+L_{1}(J)+K L_{0}(J), \\
F(J) & =L(J)+c\{Q(J)+D(J)\} .
\end{aligned}
$$

Let $\delta(3)=\min \left(\delta_{4}, \delta_{6}\right)$ and $\delta(4)=\min \left(\frac{\delta(2)}{2 s}, \frac{\delta_{3}^{\prime}}{2}, \frac{\delta_{5}^{\prime}}{2}\right)$; then we have the following lemma.

Theorem 4.6. Let $I$ and $J$ be two mesh curves satisfying $J>I$, and suppose that $\left|\omega\left(A_{0}\right)\right|+L_{0}(x=0)<\delta(3)$ and $I$ is contained in the domain of definition of $U_{\Delta x, \theta}$ with $\left.U_{\Delta x, \theta}\right|_{I} \in B$. There exist constants $c>0$ and $\delta_{7}>0$ independent of $I$ and $J$ such that if $L(I)<\delta_{7}$ then $J$ is also contained in the domain of definition of $U_{\Delta x, \theta}$ with $\left.U_{\Delta x, \theta}\right|_{J} \in B$ and

$$
\begin{equation*}
F(J) \leq F(I) . \tag{4.11}
\end{equation*}
$$

Proof. We first assume $J$ is an immediate successor to $I$ and assume that $J$ and $I$ differ by a single diamond that either lies entirely in the interior of $\Omega_{\Delta x}$ or intersects the boundary of $\Omega_{\Delta x}$.

Case 1. If $I$ and $J$ differ by a single diamond that lies entirely in $\Omega_{\Delta x}$, then $\Omega_{I}=\Omega_{J}$. The proof can be carried out in the same way as in [13, 15] by Lemma 3.1. Namely, we can find suitable constants $\delta^{\prime} \in(0, \delta(4))$ and $c^{\prime}>0$ independent of $I$ and $J$ such that if $c \geq c^{\prime}$ and $L(I) \leq \min \left(\delta^{\prime}, \frac{1}{\left(K^{2}+K+1\right) c}\right)$, then

$$
\begin{aligned}
& F(J) \leq F(I), \\
& F(J) \leq L(I)+c\left(K^{2}+K+1\right) L(I)^{2} \leq 2 L(I) .
\end{aligned}
$$

Thus $L(J) \leq \frac{\delta(2)}{s}$ and this implies $\left.U_{\Delta x, \theta}\right|_{J} \in B$ by Lemmas 4.2 and 4.3.
Case 2. If $\stackrel{s}{I}$ and $J$ differ by a single diamond $\Lambda$ that intersects the boundary of $\Omega_{\Delta x}$, then $\Omega_{I}$ and $\Omega_{J}$ differ by a single angle $\omega$, that is, $\Omega_{I}=\Omega_{J} \cup\{\omega\}$.

Let $I=I_{0} \cup I^{\prime}$ and $J=I_{0} \cup J^{\prime}$ with $J^{\prime}=\left\{\epsilon_{1}\right\}$; here $\epsilon_{1}$ is a 1 -wave of which the strength crossing $J^{\prime}$ is $\epsilon_{1}$. Denote $I_{(2)}$ (or $I_{(1)}$, resp.) the set of 2 -waves (or 1 -waves, resp.) crossing $I$. The notations $I_{0,(j)}, I_{(j)}^{\prime}, J_{(j)}$, and $J_{(j)}^{\prime}(j=1,2)$ are defined in the same way. In the next notation, without confusion, we shall use $\alpha_{j} \in I_{*,(j)}$ to denote one j -wave from $\alpha$ of which the strength crossing $I_{*}$ is $\alpha_{j}$.

Define

$$
\begin{aligned}
Q_{1}\left(I_{0,(1)}, \epsilon_{1}\right) & =\sum\left\{\Delta\left(\beta_{1}, \epsilon_{1}\right), \beta_{1} \in I_{0,(1)}\right\}, \\
Q^{\prime \prime}\left(I_{0,(1)}, \alpha_{2}\right) & =\sum\left\{\Delta\left(\beta_{1}, \alpha_{2}\right), \beta_{1} \in I_{0,(1)}\right\},
\end{aligned}
$$

and

$$
D_{1}\left(I_{0,(1)}, \omega\right)=\sum\left\{\Delta\left(\beta_{1}, \omega\right), \beta_{1} \in I_{0,(1)}\right\}
$$

Now we can carry out the proof. This case is divided into three subcases, for which only the proofs are given.

Subcase (i): If $I_{(1)}^{\prime}=\left\{\gamma_{1}\right\}, I_{(2)}^{\prime}=\left\{\alpha_{2}\right\}, \alpha_{2}$ lies to the left of $\gamma_{1}$, then we have

$$
\begin{aligned}
L_{2}(J) & =L_{2}(I)-\left|\alpha_{2}\right| \\
L_{0}(J) & =L_{0}(I)-|\omega| \\
Q_{2}(J) & \leq Q_{2}(I) \\
Q^{\prime \prime}(J) & =Q^{\prime \prime}\left(I_{0}\right)=Q^{\prime \prime}(I)-Q^{\prime \prime}\left(I_{0,(1)}, \alpha_{2}\right) \\
Q_{0}(J) & =Q_{0}(I)-\left|\alpha_{2}\right|^{2}-2\left|\alpha_{2}\right| L_{2}\left(I_{0}\right) \\
D_{2}(J) & =D_{2}(I)-\left|\alpha_{2}\right| L_{0}(I)-|\omega| L_{2}\left(I_{0}\right) \\
D_{0}(J) & =D_{0}(I)-|\omega|^{2} \\
D^{\prime}(J) & =D^{\prime}(I)-\sum_{\omega^{\prime} \in \Omega_{J}} \Delta\left(\omega, \omega^{\prime}\right)
\end{aligned}
$$

moreover, by Proposition 3.3,

$$
\begin{align*}
L_{1}(J) \leq & L_{1}(I)+K\left|\alpha_{2}\right|+K|\omega| \\
& +\mathrm{O}(1)\left\{\left|\alpha_{2}\right|\left|\gamma_{1}\right|+\left|\alpha_{2}\right||\omega|+\Delta\left(\gamma_{1}, \omega\right)+\left|\alpha_{2}\right|^{2}+|\omega|^{2}\right\}  \tag{4.13}\\
Q_{1}(J)= & Q_{1}\left(I_{0}\right)+Q_{1}\left(I_{0,(1)}, \epsilon_{1}\right) \\
\leq & Q_{1}(I)+K Q^{\prime \prime}\left(I_{0,(1)}, \alpha_{2}\right)+K D_{1}\left(I_{0,(1)}, \omega\right)  \tag{4.14}\\
& +\mathrm{O}(1) L_{1}\left(I_{0}\right)\left\{\left|\alpha_{2}\right|\left|\gamma_{1}\right|+\left|\alpha_{2}\right||\omega|+\Delta\left(\gamma_{1}, \omega\right)+\left|\alpha_{2}\right|^{2}+|\omega|^{2}\right\}, \\
Q^{\prime}(J)= & Q^{\prime}\left(I_{0}\right)+Q^{\prime}\left(I_{0,(2)}, \epsilon_{1}\right) \\
\leq & Q^{\prime}(I)-\left|\alpha_{2}\right|\left|\gamma_{1}\right|+K_{0}\left|\alpha_{2}\right| L_{2}\left(I_{0}\right)+K_{0}|\omega| L_{2}\left(I_{0}\right)  \tag{4.15}\\
& +\mathrm{O}(1) L_{2}\left(I_{0}\right)\left\{\left|\alpha_{2}\right|\left|\gamma_{1}\right|+\left|\alpha_{2}\right||\omega|+\Delta\left(\gamma_{1}, \omega\right)+\left|\alpha_{2}\right|^{2}+|\omega|^{2}\right\}
\end{align*}
$$

and

$$
\begin{align*}
D_{1}(J) \leq & D_{1}(I)+K\left|\alpha_{2}\right| L_{0}(I)-K\left|\alpha_{2}\right||\omega|-D_{1}\left(I_{0,(1)}, \omega\right) \\
& -\Delta\left(\gamma_{1}, \omega\right)+K \sum_{\omega^{\prime} \in \Omega_{J}} \Delta\left(\omega, \omega^{\prime}\right)  \tag{4.16}\\
& +\mathrm{O}(1) L_{0}(J)\left\{\left|\alpha_{2}\right|\left|\gamma_{1}\right|+\left|\alpha_{2}\right||\omega|+\Delta\left(\gamma_{1}, \omega\right)+\left|\alpha_{2}\right|^{2}+|\omega|^{2}\right\}
\end{align*}
$$

Thus by (4.12), (4.13), and Definition 4.5 we have the estimate of the linear part,

$$
\begin{align*}
L(J) \leq & L(I) \\
& +\mathrm{O}(1) K(K+1)\left\{\left|\alpha_{2}\right|\left|\gamma_{1}\right|+\left|\alpha_{2}\right||\omega|+\Delta\left(\gamma_{1}, \omega\right)+\left|\alpha_{2}\right|^{2}+|\omega|^{2}\right\} \tag{4.17}
\end{align*}
$$

and we can get the following estimates of quadratic terms by (4.12), (4.14), (4.15), (4.16), and Definition 4.5:

$$
\begin{align*}
Q(J) \leq & Q(I)-2 K\left|\gamma_{1}\right|\left|\alpha_{2}\right|-K^{2}\left|\alpha_{2}\right|^{2} \\
& +2 K_{0} K|\omega| L_{2}\left(I_{0}\right)+K D_{1}\left(I_{0,(1)}, \omega\right)  \tag{4.18}\\
& +\mathrm{O}(1) L(I)\left\{\left|\alpha_{2}\right|\left|\gamma_{1}\right|+\left|\alpha_{2}\right||\omega|+\Delta\left(\gamma_{1}, \omega\right)+\left|\alpha_{2}\right|^{2}+|\omega|^{2}\right\}
\end{align*}
$$

and

$$
\begin{align*}
D(J) \leq & D(I)-K^{2}\left|\alpha_{2}\right||\omega|-K \Delta\left(\gamma_{1}, \omega\right) \\
& -K^{2}|\omega| L_{2}\left(I_{0}\right)-K|\omega|^{2}-K D_{1}\left(I_{0,(1)}, \omega\right)  \tag{4.19}\\
& +\mathrm{O}(1) L(I)\left\{\left|\alpha_{2}\right|\left|\gamma_{1}\right|+\left|\alpha_{2}\right||\omega|+\Delta\left(\gamma_{1}, \omega\right)+\left|\alpha_{2}\right|^{2}+|\omega|^{2}\right\}
\end{align*}
$$

then it follows that

$$
\begin{align*}
F(J) \leq & F(I)+\left(\mathrm{O}(1) L(I) c+\mathrm{O}(1)-\left(\min \left(K^{2}, K\right)\right) c\right) \\
& \cdot\left\{\left|\alpha_{2}\right|\left|\gamma_{1}\right|+\left|\alpha_{2}\right||\omega|+\Delta\left(\gamma_{1}, \omega\right)+\left|\alpha_{2}\right|^{2}+|\omega|^{2}\right\} . \tag{4.20}
\end{align*}
$$

Thus we can choose suitable constants $\delta^{\prime \prime} \in(0, \delta(4))$ and $c^{\prime \prime}>0$ independent of $I$ and $J$ such that if $c \geq c^{\prime \prime}$ and $L(I) \leq \min \left(\delta^{\prime \prime}, \frac{1}{\left(K^{2}+K+1\right) c}\right)$, then

$$
\begin{aligned}
& F(J) \leq F(I) \\
& F(J) \leq L(I)+c\left(K^{2}+K+1\right) L(I)^{2} \leq 2 L(I)
\end{aligned}
$$

and the second inequality implies $\left.U_{\Delta x, \theta}\right|_{J} \in B$. This proves subcase (i). There are still two more subcases.

Subcase (ii): If no wave enters $\Lambda$, then the same result follows by Lemma 3.2.
Subcase (iii): If there is only a 1 -wave entering $\Lambda$, the result can be proved in the same way as above by Lemma 3.2 and Proposition 3.3.

Therefore we get the desired result for the case that $J$ is an immediate successor to $I$. Thus, for the general case, we can pass from $I$ to $J$ by immediate successors, where at each stage $F$ are monotonic nonincreasing and $L \leq \min \left(\delta^{\prime}, \delta^{\prime \prime}, \frac{1}{\left(K^{2}+K+1\right) c}\right)$ for $c \geq \max \left(c^{\prime}, c^{\prime \prime}\right)$ and where $U_{\Delta x, \theta}$ can be defined and $U_{\Delta x, \theta} \in B$. This proves the desired result.

Let

$$
\begin{gathered}
\omega(0)=\arctan \left(b^{\prime}(0)\right) \\
\omega\left(x_{k}\right)=\arctan \left(b^{\prime}\left(x_{k}+\right)\right)-\arctan \left(b^{\prime}\left(x_{k}-\right)\right)
\end{gathered}
$$

and

$$
\tau(x)=\frac{b^{\prime \prime}(x)}{1+\left(b^{\prime}(x)\right)^{2}}
$$

then as a corollary of Theorem 4.6 we have the following theorem.
Theorem 4.7. There exists a $\delta_{0}^{\prime}>0$ such that if

$$
|\omega(0)|+\sum_{k=1}^{l}\left(\int_{x_{k-1}}^{x_{k}}|\tau(x)| d x+\left|\omega\left(x_{k}\right)\right|\right)<\delta_{0}^{\prime}
$$

then there exists a constant $\delta_{0}^{\prime \prime}>0$ depending on the function $b(x)$ and $\delta_{0}^{\prime}$ such that if $0<\Delta x \leq \delta_{0}^{\prime \prime}$, then $U_{\Delta x, \theta}$ can be defined in $\Omega_{\Delta x}$ and Theorem 4.6 holds. In addition $\bigvee_{-\infty}^{y_{k}}\left(U_{\Delta x, \theta}(k \Delta x-, \cdot)\right) \leq 3 s \delta_{0}^{\prime}$ for any $k>0$. Here the constant $s$ is given in Lemma 4.3 and $\bigvee_{a}^{b}(w)$ denotes the total variation of $w$ on $[a, b]$.
5. Convergence of the approximate solution. By (4.8) and (4.9) we can extend $U_{\Delta x, \theta}$ by the constant $U_{k, 0}$ continuously across the boundary to the whole strip $\{k \Delta x<x<(k+1) \Delta x\}$ for every $k \geq 0$.

Let the line $\{x=a\}$ intersect $\cup_{k \geq 0} \bar{\Gamma}_{k}=\cup\left\{A_{k-1} A_{k}, k \geq 1\right\}$ at the point $\left(a, p_{a}^{\Delta x}\right)$ for $a>0, y_{n, k}=(2 n+1) \Delta x+y_{k}$, then we have the following lemma.

Lemma 5.1. The inequality

$$
\begin{equation*}
\int_{-\infty}^{0}\left|U_{\Delta x, \theta}\left(x+h, y+p_{x+h}^{\Delta x}\right)-U_{\Delta x, \theta}\left(x, y+p_{x}^{\Delta x}\right)\right| d y \leq c|h| \tag{5.1}
\end{equation*}
$$

holds for any $h>0$ and $x>0$, where the constant $c$ is independent of $\Delta x, \theta$, and $h$.
Proof. First by the solution to Riemann problem given in [8], if $k \Delta x \leq x<$ $x+h \leq(k+1) \Delta x$ and $n \leq-1$, we can get

$$
\begin{align*}
& \int_{y_{n, k}}^{y_{n+1, k}}\left|U_{\Delta x, \theta}\left(x+h, y+p_{x+h}^{\Delta x}\right)-U_{\Delta x, \theta}\left(x, y+p_{x}^{\Delta x}\right)\right| d y \\
& \quad \leq c^{\prime \prime \prime}\left[\bigvee_{y_{n, k}}^{y_{n+1, k}}\left(U_{\Delta x, \theta}((k+1) \Delta x-, \cdot)\right)\right]|h| \tag{5.2}
\end{align*}
$$

moreover, by the solution to the mixed problem given in Proposition 3.3,

$$
\begin{align*}
& \int_{y_{0, k}}^{y_{k}}\left|U_{\Delta x, \theta}\left(x+h, y+p_{x+h}^{\Delta x}\right)-U_{\Delta x, \theta}\left(x, y+p_{x}^{\Delta x}\right)\right| d y \\
& \quad \leq c^{\prime \prime \prime}\left[\bigvee_{y_{0, k}}^{y_{k}}\left(U_{\Delta x, \theta}((k+1) \Delta x-, \cdot)\right)\right]|h| . \tag{5.3}
\end{align*}
$$

Here $c^{\prime \prime \prime}$ is a universal constant independent of $\Delta x, \theta$, and $h$.
After doing the summation over (5.2) and (5.3), we obtain the estimate by Theorem 4.7.

The general case can be derived by summation over the estimates in each semistrip of $\{k \Delta x \leq x \leq(k+1) \Delta x\}$ and the CFL condition. The proof is complete.

Lemma 5.2. If $w \in B V\left(R^{1}\right)$, then

$$
\begin{equation*}
\int_{a}^{b}|w(t+h)-w(t)| d t \leq 6\left[\bigvee_{-\infty}^{+\infty}(w)+|w|_{L^{\infty}}\right]|h| \tag{5.4}
\end{equation*}
$$

Proof. It suffices to prove the lemma for $h \geq 0$. Let $g(t)=\bigvee_{-\infty}^{t}(w)-w(t)$ and $f(t)=\bigvee_{-\infty}^{t}(w)$; then $g(t)$ and $f(t)$ are monotonically nondecreasing. Thus we have

$$
\begin{aligned}
\int_{a}^{b}|w(t+h)-w(t)| d t & \leq \int_{a}^{b}(f(t+h)+g(t+h)) d t-\int_{a}^{b}(f(t)+g(t)) d t \\
& =\left(-\int_{a}^{a+h}+\int_{b}^{b+h}\right)(f(t)+g(t)) d t
\end{aligned}
$$

This implies (5.4).
LEMMA 5.3. There holds $\left|p_{a+h}^{\Delta x}-p_{a}^{\Delta x}\right| \leq c|h|$ for any $a \geq 0$ and $h \geq 0$. Here $c=\sup \left\{\mid b^{\prime}(x+) \| x \geq 0\right\}$.

This result can be derived by direct caculation.
By these lemmas and Lemma 4.2 and Theorem 4.7 we can get the following.
Proposition 5.4. If $|h|+|l| \leq 1, D \subseteq \Omega$ is compact, then

$$
\begin{equation*}
\iint_{D \cap \bar{\Omega}_{\Delta x}}\left|U_{\Delta x, \theta}(x+h, y+l)-U_{\Delta x, \theta}(x, y)\right| d x d y \leq c(|h|+|l|) \tag{5.5}
\end{equation*}
$$

with the constant $c$ independent of $\Delta x, \theta, h$, and $l$.
Set

$$
\begin{equation*}
J(\theta, \Delta x, \phi)=\left.\sum_{k=1}^{+\infty} \int_{-\infty}^{0} \phi\left(k \Delta x, y+y_{k}\right) \cdot\left[U_{\Delta x, \theta}\right]\right|_{x=k \Delta x} d y \tag{5.6}
\end{equation*}
$$

with $\phi=\left(\phi_{1}, \phi_{2}\right) \in C_{c}^{\infty}\left(R^{2}, R^{2}\right)$. Carrying out the same step as in Smoller [15], we have the following proposition.

Proposition 5.5. There is a null set $N \subset \prod_{k=0}^{+\infty}[-1,1]$ and a sequence $\Delta x_{i} \xrightarrow[i \longrightarrow+\infty]{ }$ 0 , and a $U \in L_{l o c}^{1}(\Omega) \cap L^{\infty}(\Omega)$ with $\left.U\right|_{x \leq 0}=\left(q_{\infty}, 0\right)$ such that $J\left(\theta, \Delta x_{i}, \phi\right) \xrightarrow[i \longrightarrow+\infty]{ } 0$ and $U_{\Delta x_{i}, \theta} \xrightarrow[i \longrightarrow+\infty]{ } U$ strongly in $L_{\text {loc }}^{1}(\Omega \cap\{x \geq 0\})$ for any $\theta \in\left(\prod_{k=0}^{+\infty}[-1,1]\right) \backslash N$ and $\phi_{1}, \phi_{2} \in C_{c}^{\infty}\left(R^{2}\right)$.

Now we can establish the global existence.
Theorem 5.6. Under the assumptions (A1), (A2), and (A3), there exists a $\delta_{0}>0$ such that if $|\omega(0)|+\sum_{k=1}^{l}\left(\int_{x_{k-1}}^{x_{k}}|\tau(x)| d x+\left|\omega\left(x_{k}\right)\right|\right)<\delta_{0}$, the problem (1.1) admits a global weak solution in $\Omega$.

Proof. Choose $\delta_{0}^{\prime}>0$ and $\delta_{0}^{\prime \prime}>0$ such that Theorem 4.7 holds and let $W=\Psi(U)$ and $U_{\Delta x, \theta}=\left(u_{\Delta x, \theta}, v_{\Delta x, \theta}\right)$ be the approximate solution constructed above.

For any $\phi_{2} \in C_{c}^{\infty}(\Omega)$, there exists a $\delta_{0}^{\prime \prime \prime} \in\left(0, \delta_{0}^{\prime \prime}\right)$ such that if $\Delta x<\delta_{0}^{\prime \prime \prime}$, then

$$
\begin{equation*}
\operatorname{supp} \phi_{2} \cap \partial \Omega_{\Delta x}=\emptyset \tag{5.7}
\end{equation*}
$$

So doing the calculation in each rhombus for $\phi_{1} \in C_{c}^{\infty}\left(R^{2}\right)$ and $\phi_{2} \in C_{c}^{\infty}(\Omega)$ and $\Delta x<\delta_{0}^{\prime \prime \prime}$ we have

$$
\begin{equation*}
\int_{\Omega_{\Delta x}} W_{\Delta x, \theta} \cdot \phi_{x}+H\left(W_{\Delta x, \theta}\right) \phi_{y}+J(\Delta x, \theta, \phi)=\int_{-\infty}^{0} \rho_{\infty} q_{\infty} \phi_{1}(0, y) d y \tag{5.8}
\end{equation*}
$$

where $\phi=\left(\phi_{1}, \phi_{2}\right)$.
Since $\left|u_{\Delta x, \theta}\right| \leq M$ and $\left|v_{\Delta x, \theta}\right| \leq M$ for some $M$ by Theorem 4.7 and Lemma 4.2 and

$$
\operatorname{mes}\left(\operatorname{supp} \phi_{1} \cap\left\{\left(\Omega \backslash \Omega_{\Delta x}\right) \cup\left(\Omega_{\Delta x} \backslash \Omega\right)\right\} \cap\{x \geq 0\}\right) \xrightarrow[\Delta x \longrightarrow 0]{ } 0
$$

we have

$$
\begin{align*}
& \left|\int_{\Omega^{+}}\left(W_{\Delta x, \theta} \phi_{x}+H\left(W_{\Delta x, \theta}\right) \phi_{y}\right)-\int_{\Omega_{\Delta x}}\left(W_{\Delta x, \theta} \phi_{x}+H\left(W_{\Delta x, \theta}\right) \phi_{y}\right)\right|  \tag{5.9}\\
& \quad \leq \int_{\left(\Omega_{\Delta x} \backslash \Omega^{+}\right) \cup\left(\Omega^{+} \backslash \Omega_{\Delta x}\right)}\left|W_{\Delta x, \theta}\right|\left|\phi_{x}\right|+\left|H\left(W_{\Delta x, \theta}\right)\right|\left|\phi_{y}\right| \xrightarrow[\Delta x \longrightarrow 0]{ } 0
\end{align*}
$$

where $\Omega^{+}=\Omega \cap\{x \geq 0\}$.

Moreover, according to Propositions 5.4 and 5.5 , we can find sequences $\Delta x_{i} \longrightarrow$ $0, \theta \in N$, and $U$ such that $U_{\Delta x_{i}, \theta} \longrightarrow U$ strongly in $L_{l o c}^{1}$ as $\Delta x_{i} \longrightarrow 0$ and $J\left(\theta, \Delta x_{i}, \phi\right) \xrightarrow[i \longrightarrow+\infty]{ } 0$. Then from (5.8), (5.9), and the discussion in section 4 it follows that $U$ is a weak solution to (1.1) in $\Omega$.

The proof is complete.
Remark 5.7. In the same way we can also construct a global solution $U_{+}$in $\Omega_{+}$. Here $\Omega_{+}$denote the subdomain of $\{y>0\}$ that is outside the right half of the wedge. Denote

$$
U= \begin{cases}U_{+}(x, y), & (x, y) \in \Omega_{+} \\ U_{-}(x, y), & (x, y) \in \Omega\end{cases}
$$

and from the structure of the solution we know that $U$ is the desired solution.
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#### Abstract

The potential of wavelets as a discretization tool for the numerical treatment of operator equations hinges on the validity of norm equivalences for Besov or Sobolev spaces in terms of weighted sequence norms of wavelet expansion coefficients and on certain cancellation properties. These features are crucial for the construction of optimal preconditioners, for matrix compression based on sparse representations of functions and operators as well as for the design and analysis of adaptive solvers. However, for realistic domain geometries the relevant properties of wavelet bases could so far only be realized to a limited extent. This paper is concerned with concepts that aim at expanding the applicability of wavelet schemes in this sense. The central issue is to construct wavelet bases with the desired properties on manifolds which can be represented as the disjoint union of smooth parametric images of the standard cube. The approach considered here is conceptually different though from others working in a similar setting. The present construction of wavelets is closely intertwined with a suitable characterization of function spaces over such a manifold in terms of product spaces, where each factor is a corresponding local function space subject to certain boundary conditions. Wavelet bases for each factor can be obtained as parametric liftings from bases on the standard cube satisfying appropriate boundary conditions. The use of such bases for the discretization of operator equations leads in a natural way to a conceptually new domain decomposition method. It is shown to exhibit the same favorable convergence properties for a wide range of elliptic operator equations covering, in particular, also operators of nonpositive order. In this paper we address all three issues, namely, the characterization of function spaces which is intimately intertwined with the construction of the wavelets, their relevance with regard to matrix compression and preconditioning as well as the domain decomposition aspect.
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## 1. Introduction.

1.1. Motivation and perspectives. Thus far wavelet concepts have unfolded their full computational efficiency mainly when dealing with problems defined on the full Euclidean space or the torus. This is to a great extent due to the fact that in this setting wavelets as discretization tools exhibit some remarkable features.
(I) Wavelet expansions induce isomorphisms between function and sequence spaces [39], that is, certain Sobolev or Besov norms of functions are equivalent to weighted sequence norms for the coefficients in their wavelet expansions. Specifically, denoting for $s \in \mathbb{R}$ by $H^{s}$ a scale of Sobolev spaces (possibly incorporating homogeneous boundary conditions), such norm equivalences

[^9]have the form
\[

$$
\begin{equation*}
c\left\|\left\{2^{j s} d_{j, k}\right\}_{j, k}\right\|_{\ell_{2}} \leq\left\|\sum_{j, k} d_{j, k} \psi_{j, k}\right\|_{H^{s}} \leq C\left\|\left\{2^{j s} d_{j, k}\right\}_{j, k}\right\|_{\ell_{2}} \tag{1.1.1}
\end{equation*}
$$

\]

for some range of $s$.
(II) The wavelets have cancellation properties that are usually expressed in terms of vanishing polynomial moments.
(I) has immediate important consequences for preconditioning systems stemming from elliptic operator equations $[19,17,32]$ of positive or even nonnegative order depending on the range of the norm equivalences. In particular, when dealing with operators of negative order, it is important to realize the validity of such norm equivalences as well as for negative Sobolev indices $s<0$ in (1.1.1) in which case the space $H^{s}$ is understood to be the dual of $H^{-s}$. This latter case has to be treated with some care which we will briefly explain now because this will identify more specific requirements on the wavelet bases.

On the one hand, recall that when $s<0$, (1.1.1) is proved by establishing an analogous relation for $H^{-s}$ and a dual basis $\left\{\tilde{\psi}_{j, k}\right\}_{j, k}$. More precisely, suppose that the $\psi_{j, k}$ and $\tilde{\psi}_{j, k}$ are biorthogonal with respect to some $L_{2}$ inner product $(\cdot, \cdot)$ and that $g:=\sum_{j, k} d_{j, k} \psi_{j, k}$ is an element of $L_{2}$. Then for (1.1.1) to hold, $g$ has to be identified with a functional in $H^{s}$. In principle, this can be done through any $L_{2}$ inner product $\langle\cdot, \cdot\rangle$ by $g(v):=\langle g, v\rangle$ provided that the inner products $(\cdot, \cdot)$ and $\langle\cdot, \cdot\rangle$ are $s$-equivalent. By this we mean that the Riesz map $R: L_{2} \rightarrow L_{2}$ defined by $(\cdot, \cdot)=\langle R \cdot, \cdot\rangle$ not only is an automorphism on $L_{2}$ but also extends to one on $H^{s}$, i.e., $\|g\|_{H^{s}}$ and $\|R g\|_{H^{s}}$ are equivalent for $g \in L_{2}$.

On the other hand, the relevance of (1.1.1) for preconditioning stiffness matrices of an operator $\mathcal{L}$ with respect to the wavelet basis hinges on its $H^{s}$-ellipticity. Specifically, when $\langle\mathcal{L} v, v\rangle$ is equivalent to $\|v\|_{H^{s}}^{2}$ for some $L_{2}$ inner product $\langle\cdot, \cdot\rangle$, this in turn determines how to embed $L_{2}$ into $H^{s}$ for $s<0$, namely, (up to $s$-equivalence) through the particular inner product $\langle\cdot, \cdot\rangle$ appearing in the variational formulation of the operator equation $[16,19]$. In summary, in order to draw conclusions on preconditioning, it is therefore important to construct biorthogonal wavelet bases not with respect to any convenient inner product but to one that is compatible with the underlying variational problem. Since this involves usually the standard $L_{2}$ inner product, this is the primary choice considered in this paper.
(II) entails that functions which are smooth except on lower dimensional manifolds have nearly sparse wavelet representations. By this we mean that only relatively few coefficients are needed to approximate such a function with desired accuracy. Moreover, applying this principle to the (singular) kernels of a wide class of integral or pseudodifferential operators leads to nearly sparse matrix representations of such operators [5]. This provides the basis for matrix compression schemes whose analysis relies again on (I) and (II). The norm equivalences allow one to transform the continuous problem into a discrete problem that is well posed in the Euclidean metric. In fact, one can show that given the right interplay between the range of norm equivalences and the order of vanishing moments one can, in principle, design efficient solvers which produce approximate solutions with asymptotically optimal accuracy at the expense of computational and storage cost that stays proportional to the problem size [19, 20, 23, 45].

Again the combination of (I) and (II) (respectively, the consequences with regard to matrix compression) also provides the basis for a rigorous analysis of adaptive schemes for elliptic equations. In fact, the analysis of refinement strategies based on $a$
posteriori error estimates for residuals exploit both (I) and (II) [13, 11]. In particular, convergence in the energy norm can be proved without a priori assumptions on the solution like those commonly needed in a finite element context [6].

Moreover, nonlinear approximation is an important theoretical concept related to adaptive approximation. The accuracy that can be achieved by so-called best $N$-term approximation can be characterized in terms of the membership of the approximand to a certain Besov space [25]. It is again important to characterize such spaces in terms of discrete norm equivalences.

These facts have motivated various attempts to exploit this potential for the numerical treatment of operator equations. However, the above-mentioned strong implications of wavelet discretizations are valid only under the assumption that (I) and (II) hold with appropriate choices of parameters. Unfortunately, as indicated before, so far these properties are conveniently realized within the desired range only when the underlying domain is the full Euclidean space or, via periodization, the torus. For more general domain geometries, the construction of appropriate wavelet bases may become prohibitively difficult and expensive.
1.2. Construction principles. Several strategies for dealing with complex domain geometries have been explored in the literature; see [16] for a brief survey and further references. One possible approach is offered by embedding techniques. For instance, one can extend the problem to some larger simple domain and enforce the actual boundary conditions by appending them with the aid of Langrange multipliers [36] or correct them by solving a boundary integral equation [3]. However, in both cases a multiresolution setting on the boundary, that is, on a closed manifold, would be highly desirable. This in turn cannot be treated by an embedding strategy.

However, the results in $[10,18]$ indicate that at least for the interval, and hence via tensor products for the unit $n$-cube, wavelet bases with all the required properties are within reach retaining nearly the full efficiency of wavelet discretizations in the classical setting. It is then fairly straightforward to go one step further. Suppose that $\Omega=\kappa(\square)$, where $\square:=(0,1)^{n}$ and $\kappa$ is a smooth regular parametric mapping. Wavelet bases on $\square$ can then easily be lifted to bases on $\Omega$ retaining the main driving mechanisms (I) and (II) (see, e.g., [21]). This in turn suggests for us to next consider domains that are disjoint unions of smooth parametric images of the standard $n$-cube $\square$ which will be the setting to be dealt with in this paper.

In fact, in many cases the domain on which the operator equation is defined can be naturally decomposed into a union of simpler domains. For instance, when the domain is a closed surface, on which a boundary integral equation is defined, standard CAD packages provide (approximate) representations of such surfaces as a disjoint union of parametric images of a standard parameter domain such as the unit square. The individual parametric patches are then smoothly joined up to a certain degree of regularity. This means that there exist local reparametrizations for neighboring patches so that the corresponding piecewise defined mapping has a certain number of continuous derivatives; see section 2.1. But this paradigm does not apply only to closed surfaces but also to bounded domains (with boundary) in Euclidean space. This is essentially the same point of view as taken in connection with domain decomposition methods. Thus a suitable mathematical framework covering all these cases is to view the domain as a (smooth or at least piecewise smooth) manifold $\Gamma$ represented as the union of the disjoint images of some parameter domain. In many cases such as the closed surfaces arising in CAD or domains in CFD the parameter domain can be chosen to be a cube.
1.3. Previous approaches and main obstructions. In summary, as pointed out above, the construction of wavelets on manifolds in the above sense has to be intimately connected with the topology of function spaces such as Sobolev and Besov spaces defined on these manifolds. While it is known how to construct suitable bases on each individual patch the problem remains to form from such individual components bases on the global manifold which still satisfy (I) and (II). For Sobolev spaces of moderate regularity indices there is no problem. In fact, it is well known that

$$
\begin{equation*}
H^{s}(\Gamma) \asymp \prod_{i=1}^{N} H^{s}\left(\Gamma_{i}\right), \quad s \in(-1 / 2,1 / 2) . \tag{1.3.1}
\end{equation*}
$$

Unfortunately, this is no longer true for $|s| \geq 1 / 2$. Thus beforehand it is not so clear how to deal with the above task. A natural first idea is to construct a global basis by somehow stitching wavelets defined on the individual patches together so as to realize a certain degree of global smoothness. This idea has been pursued first for special cases in [34, 35] and later in greater generality and in larger range concerning (I) in [21]; see also [7, 12] for slightly different subsequent approaches. However, this concept turns out to have principal limitations. First it requires a global parametric representation of the manifold because the wavelets living on more than one parametric patch tie the parametrizations of corresponding adjacent patches together and prohibit local reparametrizations. Hence, aside from expected enormous technical difficulties, a global regularity of a piecewise defined parametrization of higher degree than continuity can only be realized for domains that are topologically equivalent to domains in Euclidean space. Second, in all the above-mentioned cases, pairs of biorthogonal wavelet bases are constructed where biorthogonality is realized with respect to a modified $L_{2}$-inner product which generally involves discontinuous weight functions. Therefore the corresponding Riesz map relating the modified inner product to the standard one (which is simply multiplication by the weight function and hence symmetric) does not take $H^{s}$ into $H^{s}$ for $s \geq 1 / 2$ and, therefore, by duality, neither for $s \leq-1 / 2$. Hence, on account of the above discussion of (I), whenever ellipticity of the operator is based on using the standard inner product in the variational formulation of the operator equation, relations like (1.1.1) can in this setting be exploited only for preconditioning when $s>-1 / 2$ which excludes, for instance, the single layer potential operator.

For a restricted class of manifolds including the important case of piecewise affine surfaces with triangular facets, the finite element based wavelets constructed in [24] are indeed biorthogonal bases with respect to the canonical $L_{2}$-inner product. This covers the range $|s| \leq 1$, respectively, $|s| \leq 3 / 2$ for domains in Euclidean space with regard to (I). Moreover, in principle, cancellation properties of any desired order can be realized in this setting, however, at the expense of having explicit local dual bases available.
1.4. Main objectives. The objective of this paper is the construction of biorthogonal wavelet bases with the following properties:
(i) Biorthogonality is realized with respect to some given $L_{2}$-inner product which in absence of further information will be the canonical one. Both primal and dual wavelets have compact support whose size scales in the usual way.
(ii) The construction applies to manifolds of essentially arbitrary topology.
(iii) Properties (I) and (II) can be realized for any range permitted by the regularity of the manifold. In particular, (II) holds in a patchwise sense.

Our approach is conceptually different from all the other above mentioned ones. The construction of wavelets will be intimately intertwined with a suitable characterization of function spaces on manifolds. One noteworthy consequence is that a global parametric representation of the manifold is never needed so that topology dependent regularity constraints do not arise. We will briefly comment now on these issues.

The basic difficulty is that function spaces on manifolds are usually defined in terms of open coverings and associated charts [1], not in terms of partitions of the manifold. However, in principle, characterizations of Sobolev and Besov spaces on compact $C^{\infty}$-manifolds $\Gamma$ (with or without boundary) of the latter sort have been established in [9]. These results provide the main foundation for the present investigation. The key there is to establish topological isomorphisms

$$
\begin{equation*}
T: H^{s}(\Gamma) \rightarrow \prod_{i=1}^{N} H^{s}\left(\Gamma_{i}\right)^{\uparrow} \tag{1.4.1}
\end{equation*}
$$

between the global function space on $\Gamma$ and a product space whose components $H^{s}\left(\Gamma_{i}\right)^{\uparrow}$ are corresponding local function spaces defined on the (smooth) patches $\Gamma_{i}$ but subject to certain boundary conditions. Moreover, in [9] unconditional bases for the individual component spaces were constructed which, with the aid of the previously mentioned isomorphism, lead to discrete norms for the global space. It is important to note that the range of $s$ for which (1.4.1) holds is limited only by the regularity of the manifold.

In full recognition of the fundamental importance of the results in [9] one should note though that the main emphasis has been the existence of unconditional bases for function spaces on compact $C^{\infty}$-manifolds. The existence and structure of the isomorphisms as well as the construction of bases is embedded in a rather involved development. For instance, due to lack of locality and concrete transformation devices which are typical and essential for wavelet schemes, the bases constructed in [9] as well as several constructive ingredients do not yet seem to be practically feasible.

Therefore we will take up the basic concept from [9] here again. Trying first to isolate the relevant ingredients from [9], we realized that, on the one hand, the exposition would be hardly accessible without a complete understanding of [9] and, on the other hand, several crucial deviations from [9] that are necessary from a practical point of view, would not be well founded. Of course, in the above mentioned context one has to deal with less smooth manifolds covering the case of piecewise smooth but globally Lipschitz manifolds.

Thus a first objective of this paper is to rederive topological isomorphisms of the form (1.4.1) in a way that clearly isolates the essential ingredients in a possibly constructive fashion in order to facilitate their adaptation to the computational needs of the concrete problem at hand. A necessary essential prerequisite turns out to be the clear identification of conditions solely imposed on certain extension operators so that the rest becomes completely constructive offering clear strategies for further problem dependent modifications. The construction of scale-dependent completely localized extensions based on suitable local biorthogonal wavelet bases for the parameter domain is one essential distinction of the present approach from the treatment of the desired topological isomorphisms in [9].

The second objective is to reveal the implications of these concepts with regard to the numerical treatment of operator equations. Again appropriate pairs of biorthogonal wavelet bases on the parameter domain play a pivotal role. Together with (1.4.1) they give rise to wavelet bases on the manifold which have optimal localization properties and satisfy requirements (I) and (II) above for any desired range of regularity
(permitted by the manifold) and any desired order of cancellation properties. The main consequences for issues like preconditioning and matrix compression will be indicated along with some computational aspects, especially in the context of boundary integral equations. An important point is to reinterpret (1.4.1) as a domain decomposition method which appears to differ from those studied in the literature so far and whose convergence properties based on the preceding analysis is now well understood also for operators with global Schwartz kernel.
1.5. Organization of material. Section 2 is devoted to the construction of the isomorphisms $T$ from (1.4.1) which is based on certain projections $P_{i}$ onto the component spaces. In contrast to [9] we begin with a concrete recursive definition of these projections based on certain extension operators from the patches $\Gamma_{i}$ to certain neighborhoods. It will be seen that the topological properties of $T$ are completely determined by the topological properties of these extensions and their adjoints.

In section 3 we construct wavelet bases on the manifold which satisfy (I) and (II) for any desired range of regularity permitted by the manifold. We know from [19] that the efficient treatment of boundary integral equations by wavelet schemes requires the option of choosing the order of vanishing moments higher than the order of accuracy of the trial spaces. Therefore we employ the concept of biorthogonal bases rather than orthonormal ones. On account of (1.4.1), the construction of wavelets on the manifold reduces to constructing wavelet bases for the individual component spaces $H^{s}\left(\Gamma_{i}\right)^{\uparrow}$. Due to the smoothness of the parametric mappings onto each patch $\Gamma_{i}$ this can easily be achieved by lifting corresponding wavelet bases defined on the unit cube $\square$. At this point we can resort to the results in [22], where exactly those wavelet bases with the right complementary boundary conditions on the primal and dual side have been constructed.

Recall that aside from these bases for the component spaces the second ingredient, which the practical feasibility of the approach is ultimately based upon, are suitable extension operators. Therefore special attention will be paid to the realization of appropriate extension operators. Deviating from the developments in [9] we show in section 4 how the multiscale bases on $\square$ can be used to construct scale-dependent extension operators that will be seen to significantly improve the efficiency of wavelet schemes for operator equations.

The discretization of operator equations is briefly addressed in section 5. Roughly speaking, (1.4.1) allows one to reformulate a given linear operator equation on $\Gamma$ as an $N \times N$ system of operator equations on the product space. Moreover, when the original operator is self-adjoint and positive definite, the system can be solved iteratively in the spirit of Schwarz iterations. In fact, the convergence rate can then be shown to be independent of the discretizations in the individual product spaces provided appropriate wavelet bases are employed. This framework covers differential as well as integral operators. As far as we know this extends the present state of the art for domain decomposition in connection with integral operators significantly. Moreover, due to the validity of (I) and (II), the understanding of adaptive techniques [13, 11] can be fully exploited in this setting. The formulation as a Schwarz iteration has another important practical consequence. For instance, when the operator under consideration only has a global Schwartz kernel, one can choose the extensions in a way that for actual computations the wavelets on $\Gamma$ never have to be determined explicitly. All computations refer to problems defined on $\square$ and thus involve wavelet bases defined on $\square$. Moreover, parallel techniques suggest themselves in a natural way.

Parametric surface patch :


Fig. 1. Local parametrization.

## 2. Function spaces on manifolds.

2.1. Piecewise parametric representations of manifolds. In practical applications, surfaces or manifolds are usually parametrically piecewise defined. More precisely, denoting by

$$
\square=(0,1)^{n},
$$

the standard parameter domain, we will assume that

$$
\begin{equation*}
\bar{\Gamma}_{i}=\bigcup_{i=1}^{N} \bar{\Gamma}_{i}, \quad \Gamma_{i}=\kappa_{i}(\square), \quad i=1, \ldots, N \tag{2.1.1}
\end{equation*}
$$

where

$$
\Gamma_{i} \cap \Gamma_{j}=\emptyset, \quad i \neq j
$$

and the $\kappa_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n^{\prime}}, n \leq n^{\prime}$ are smooth regular parametrizations; see Figure 1. In particular, this means that the induced Lebesgue measures $\left|\partial \kappa_{i}(x)\right| d x=d \mu\left(\kappa_{i}(x)\right)$ satisfy

$$
\begin{equation*}
c_{1} \leq\left|\partial \kappa_{i}(x)\right| \leq c_{2}, \quad x \in \square \tag{2.1.2}
\end{equation*}
$$

for some positive finite constants $c_{1}, c_{2}$. In most practical situations the regularity of the individual parametric mappings exceeds the global regularity of the manifold. In all currently available surface modeling schemes the $\kappa_{i}$ are polynomial or rational mappings of low degree; see, e.g., [31]. The partition of $\Gamma$ into the patches $\Gamma_{i}$ is always supposed to be conforming. That is, $\bar{\Gamma}_{i} \cap \bar{\Gamma}_{l}$ is either empty or the full parametric image of some lower dimensional face of $\square$ under $\kappa_{i}$ and $\kappa_{l}$; see Figure 2.

Moreover we will always assume that $\Gamma$ is (globally) $C^{m, 1}$ for some $m \in \mathbb{N}_{0}$, $\mathbb{N}_{0}:=\{0,1,2, \ldots\}$. Thus $\Gamma$ coincides locally with the graph of an $m$ times differentiable function with Lipschitz continuous $m$ th order derivatives. It is important to


Fig. 2. Domain with boundary conditions.
note that in contrast to $[12,7,21]$ the individual parmetrizations $\kappa_{i}$ are fairly independent of each other. In fact, the factors in the product space on the right-hand side of (1.4.1) are invariant under regular reparametrizations of the patches $\Gamma_{i}$. Therefore each mapping $\kappa_{i}$ should rather be viewed as a representative of the equivalence class of all parametrizations of $\Gamma_{i}$ which are related to $\kappa_{i}$ through a $C^{m, 1}$-regular reparametrization. The freedom of choosing suitable local reparametrizations will be essential for overcoming topological constraints. Only later in section 4.1 one way of realizing certain extension operators will require a mild local interrelation of the parametrizations of neighboring patches. Roughly speaking, what matters then is the ability of forming for every $\Gamma_{i}$ through suitable reparametrizations a piecewise defined $C^{m, 1}$-homeomorhic mapping from a neighborhood of $\square$ in $\mathbb{R}^{n}$ onto a neighborhood of $\Gamma_{i}$; see section 4.1 for more details.

One should also note, however, that the above assumptions are to provide at this point primarily a conceptually convenient basis for the following theoretical developments. In typical practical situations $\Gamma$ is usually not given in the above way but one rather has to construct (or approximate) $\Gamma$ by properly stitching together individual parametric patches in such a way that a certain desired global smoothness is realized. Whenever the patch complex corresponds to a Cartesian grid structure one can employ parametric mappings based on tensor products of univariate sufficiently smooth splines. Of course, in general one encounters singular vertices, which means that at such a vertex a number of cubical patches meet that is different from $2^{n}$. It is then much less obvious how to find a piecewise defined parametrization for the union of these patches such that each component of the parametric mapping is $C^{m, 1}$. For a general treatment of this question as well as for concrete constructions we refer, for instance, to [30, 27, 31].

The construction of patch complexes such that suitable reparametrizations of some of the patches form local piecewise defined componentwise smooth parametric representations of parts of the surface is a central theme in computer aided geometric design (CAGD) and we will draw upon the techniques developed in this community. This has been primarily developed for surfaces $(n=2)$ which corresponds to the most relevant case with regard to boundary integral equations. Concrete practicable schemes for modeling $C^{m, 1}$-surfaces of arbitrary topology are by now known for $m=0,1,2$. (Although it is in principle clear how to proceed for higher degrees of smoothness as well.) Typical mild provisions (not imposing any topological constraints) are that singular vertices are sufficiently separated in the patch complex which can always be achieved by dyadic subdivisions of a complex that might initially not meet this requirement; see [31, 42, 44].
2.2. Parametric lifting. We will always assume that $\Gamma$ is endowed with the induced Lebesgue measure $d \mu$ and $L_{0}(\Gamma)$ denotes the space of measurable functions on $\Gamma$ equipped with the topology of convergence in measure on compact sets. By $\langle\cdot, \cdot\rangle_{\Gamma}$, or more generally, for $\Gamma^{\prime} \subset \Gamma$, by

$$
\langle u, v\rangle_{\Gamma^{\prime}}=\int_{\Gamma^{\prime}} u(x) v(x) \mathrm{d} \mu(x)
$$

we will denote the corresponding $L_{2}$-inner product on $\Gamma, \Gamma^{\prime}$, respectively.
We will be concerned with function spaces $\mathcal{F}\left(\Gamma^{\prime}\right) \subset L_{0}\left(\Gamma^{\prime}\right), \Gamma^{\prime} \subset \Gamma$, of the form $\mathcal{F}\left(\Gamma^{\prime}\right)=H^{s}\left(\Gamma^{\prime}\right)$ or $\mathcal{F}\left(\Gamma^{\prime}\right)=B_{q}^{s}\left(L_{p}\left(\Gamma^{\prime}\right)\right)$, where $H^{s}\left(\Gamma^{\prime}\right), B_{q}^{s}\left(L_{p}\left(\Gamma^{\prime}\right)\right)$ denote Sobolev and Besov spaces on $\Gamma^{\prime}$, respectively. Here the regularity index $s$ for which these spaces are canonically defined depends on the regularity of the domain $\Gamma^{\prime}$. In particular, under the above assumptions of $\Gamma$ we have

$$
\begin{equation*}
0 \leq s \leq m+1 \quad \text { for } m \in \mathbb{N}_{0} \tag{2.2.1}
\end{equation*}
$$

see, e.g., [29]. Let $s_{\Gamma}$ denote the supremum of all admissible regularity indices. Throughout the following $s<s_{\Gamma}$ will be fixed in connection with the interpretation of $\mathcal{F}$. The duals of $\mathcal{F}\left(\Gamma^{\prime}\right)$ (with respect to the duality pairing $\langle\cdot, \cdot\rangle_{\Gamma^{\prime}}$ ) will be denoted by $\mathcal{F}^{*}\left(\Gamma^{\prime}\right)$.

The spaces $\mathcal{F}\left(\Gamma^{\prime}\right)$ are usually defined via an atlas and partition of unity by lifting corresponding spaces defined on open domains in $\mathbb{R}^{n}[1,29]$; see, e.g., [4, 26] for the definition of these spaces on domains in $\mathbb{R}^{n}$.

When $\Gamma^{\prime}=\Gamma_{i}$, the situation is particularly simple. We record the following observations for later use. To this end, we will briefly write $a \lesssim b$ to express that $a$ can be bounded by a constant multiple of $b$ uniformly with respect to any parameters on which $a$ and $b$ may depend. Moreover, $a \sim b$ means that $a \lesssim b$ and $b \lesssim a$.

Remark 2.2.1. Let

$$
\begin{equation*}
g_{i}:=\left|\partial \kappa_{i}\left(\kappa_{i}^{-1}(\cdot)\right)\right| . \tag{2.2.2}
\end{equation*}
$$

Then setting

$$
\begin{equation*}
(u, v)_{i}:=\left\langle u \circ \kappa_{i}, v \circ \kappa_{i}\right\rangle_{\square}, \tag{2.2.3}
\end{equation*}
$$

one has

$$
\begin{equation*}
\left(g_{i} u, v\right)_{i}=\langle u, v\rangle_{\Gamma_{i}}=\langle | \partial \kappa_{i}\left|u \circ \kappa_{i}, v \circ \kappa_{i}\right\rangle_{\square} \tag{2.2.4}
\end{equation*}
$$

By (2.1.2), one has

$$
\begin{equation*}
c_{1} \leq g_{i}(x) \leq c_{2}, \quad x \in \Gamma_{i} \tag{2.2.5}
\end{equation*}
$$

so that

$$
\begin{equation*}
(v, v)_{i} \sim\langle v, v\rangle_{\Gamma_{i}}, \quad v \in L_{2}\left(\Gamma_{i}\right) \tag{2.2.6}
\end{equation*}
$$

Remark 2.2.2. The bilinear form

$$
\begin{equation*}
(u, v):=\sum_{i=1}^{N}(u, v)_{i} \tag{2.2.7}
\end{equation*}
$$

defines a scalar product for $L_{2}(\Gamma)$ such that

$$
\begin{equation*}
\|\cdot\|_{L_{2}(\Gamma)} \sim(\cdot, \cdot)^{1 / 2} \tag{2.2.8}
\end{equation*}
$$

Hence any Riesz basis in $L_{2}(\Gamma)$ has a dual with respect to $(\cdot, \cdot)$ which also belongs to $L_{2}(\Gamma)$.

For any $\Gamma^{\prime} \subset \Gamma$, the space $\mathcal{F}\left(\Gamma^{\prime}\right)$ is defined as the quotient space normed by

$$
\begin{equation*}
\|g\|_{\mathcal{F}\left(\Gamma^{\prime}\right)}:=\inf _{f \in \mathcal{F}(\Gamma),\left.f\right|_{\Gamma^{\prime}}=g}\|f\|_{\mathcal{F}(\Gamma)} \tag{2.2.9}
\end{equation*}
$$

We will make use of the following familiar fact; see, e.g., [29].
Remark 2.2.3. Assume that $w$ is any smooth function on $\Gamma^{\prime}$ satisfying (2.2.5). Then

$$
\|f\|_{\mathcal{F}} \sim\|w f\|_{\mathcal{F}}, \quad f \in \mathcal{F}
$$

for any $\mathcal{F}$ of the form $\mathcal{F}\left(\Gamma^{\prime}\right), \Gamma^{\prime} \subseteq \Gamma$.
Remark 2.2.4. Suppose that $\mathcal{U}$ denotes any closed subspace of $\mathcal{F}$. Then for any regular parametrization $\kappa_{i}$ of $\Gamma_{i}$ one has

$$
\begin{equation*}
\mathcal{U}(\square)=\left\{v \circ \kappa_{i}: v \in \mathcal{U}\left(\Gamma_{i}\right)\right\} \tag{2.2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\|v\|_{\mathcal{U}\left(\Gamma_{i}\right)} \sim\left\|v \circ \kappa_{i}\right\|_{\mathcal{U}(\square)}, \quad v \in \mathcal{U}\left(\Gamma_{i}\right) . \tag{2.2.11}
\end{equation*}
$$

Of course, regular reparametrizations in (2.2.10) affect only the constants in (2.2.11) and thus give rise to equivalent norms.

As mentioned before, our objective is to construct topological isomorphisms of the form

$$
\begin{equation*}
T: \mathcal{F}(\Gamma) \rightarrow \prod_{i=1}^{N} \mathcal{F}\left(\Gamma_{i}\right)^{\uparrow} \tag{2.2.12}
\end{equation*}
$$

where $\mathcal{F}\left(\Gamma_{i}\right)^{\uparrow}$ are certain closed subspaces of $\mathcal{F}\left(\Gamma_{i}\right)$ which, according to Remark 2.2.4, can be fully described by subspaces of $\mathcal{F}(\square)$. The superscript $\uparrow$ will be seen to indicate certain boundary conditions as detailed in the next section.
2.3. Numbering of patches and orientation of faces. The construction of $T$ from (2.2.12) involves an appropriate numbering of the patches $\Gamma_{i}$. To construct this numbering it is useful to view the patches as vertices of a graph $\mathcal{G}$. The set of edges $\mathcal{E}$ is identified with the $(n-1)$ faces shared by adjacent patches $\Gamma^{\prime}, \Gamma^{\prime \prime}$. Any two patches having an $(n-1)$ face in common are called neighbors.

We will construct now a numbering of the vertices of $\mathcal{G}$, and based on this, an orientation for $\mathcal{E}$. The numbering for $\mathcal{G}$ will be defined recursively as follows. Pick any patch in $\mathcal{G}$, call it $\Gamma_{1}$, and define

$$
\begin{equation*}
\mathcal{G}_{1}=\left\{\Gamma_{1}\right\} \tag{2.3.1}
\end{equation*}
$$

Next form a layer of level 2 around $\mathcal{G}_{1}$ by setting

$$
\begin{equation*}
\mathcal{G}_{2}=\left\{\Gamma^{\prime} \in \mathcal{G} \backslash \mathcal{G}_{1}: \bar{\Gamma}_{1} \cap \bar{\Gamma}^{\prime} \in \mathcal{E}\right\} . \tag{2.3.2}
\end{equation*}
$$

We will fix some ordering of $\mathcal{G}_{2}$ by setting

$$
\begin{equation*}
\mathcal{G}_{2}=\left\{\Gamma_{1, i}: i=1, \ldots, \# \mathcal{G}_{2}\right\} \tag{2.3.3}
\end{equation*}
$$

Suppose now we have constructed subsets $\mathcal{G}_{1}, \ldots, \mathcal{G}_{\ell-1}$ for some $\ell \geq 2$, where $\mathcal{G}_{j}$ contains all neighbors of the elements in $\mathcal{G}_{j-1} \backslash \mathcal{G}_{j-2}$. Then set

$$
\begin{equation*}
\mathcal{G}_{\ell}=\left\{\Gamma^{\prime} \in \mathcal{G} \backslash\left\{\mathcal{G}_{1} \cup \cdots \cup \mathcal{G}_{\ell-1}\right\}: \bar{\Gamma}^{\prime} \cap \bar{\Gamma}^{\prime \prime} \in \mathcal{E}, \Gamma^{\prime \prime} \in \mathcal{G}_{\ell-1}\right\} \tag{2.3.4}
\end{equation*}
$$

Again assuming that the elements of $\mathcal{G}_{\ell-1}$ are indexed as $\Gamma_{\mathbf{a}}$ by some multi-integer $\mathbf{a} \in \mathbb{N}^{\ell-1}$ we set

$$
\begin{equation*}
\mathcal{G}_{\ell}=\left\{\Gamma_{\mathbf{a}, i}: \Gamma_{\mathbf{a}} \in \mathcal{G}_{\ell-1}, \Gamma_{\mathbf{a}, i} \text { a neighbor of } \Gamma_{\mathbf{a}}\right\} \tag{2.3.5}
\end{equation*}
$$

Obviously, there exists $L \in \mathbb{N}$ such that $\mathcal{G}=\mathcal{G}_{1} \cup \cdots \cup \mathcal{G}_{L}$. Now suppose that we have fixed for each $\ell$ a total ordering for the elements $\Gamma_{\mathbf{a}}, \mathbf{a} \in \mathbb{N}^{\ell}$, in $\mathcal{G}_{\ell}$ denoted by $\prec$. For any $\mathbf{a}$, we fix an ordering for the neighbors $\Gamma_{\mathbf{a}, i}, i=1, \ldots, n_{\mathbf{a}}$ and extend $\prec$ in a lexicographical fashion by

$$
(\mathbf{a}, i) \prec\left(\mathbf{a}^{\prime}, i^{\prime}\right) \quad \text { iff } \quad \begin{cases}\mathbf{a} \prec \mathbf{a}^{\prime}, & i, i^{\prime} \text { arbitrary }  \tag{2.3.6}\\ \mathbf{a}=\mathbf{a}^{\prime}, & i<i^{\prime}\end{cases}
$$

Obviously this establishes a total ordering in $\mathcal{G}_{\ell+1}$ which immediately extends to a total ordering in $\mathcal{G}$ by

$$
\mathbf{a}<\mathbf{a}^{\prime} \text { iff }\left\{\begin{array}{l}
\ell(\mathbf{a})<\ell\left(\mathbf{a}^{\prime}\right) \text { or }  \tag{2.3.7}\\
\ell(\mathbf{a})=\ell\left(\mathbf{a}^{\prime}\right) \text { and } \mathbf{a} \prec \mathbf{a}^{\prime}
\end{array}\right.
$$

where $\ell(\mathbf{a})$ is the level $\ell$ so that $\Gamma_{\mathbf{a}} \in \mathcal{G}_{\ell}$.
In the following the numbering $\left(\Gamma_{i}\right)_{i=1}^{N}$ will always be assumed to stem from the above ordering, i.e.,

$$
\begin{equation*}
i<j \text { iff } \mathbf{a}(i)<\mathbf{a}^{\prime}(j) \tag{2.3.8}
\end{equation*}
$$

in the sense of (2.3.7).
Each edge $\bar{\Gamma}_{i} \cap \bar{\Gamma}_{l}$ in $\mathcal{E}$ will be indexed as $e_{i, l}$ iff $i<l$ which induces an orientation in $\mathcal{E}$. The oriented set of edges will be denoted by $\mathcal{E}^{\uparrow}$. One may picture this by


FIG. 3. Manifold and orientation of patch boundaries.
associating with $e_{i, l} \in \mathcal{E}^{\uparrow}$ an arrow pointing from the patch $\Gamma_{i}$ into the patch $\Gamma_{l}$ across the common face; see Figure 3 indicating the decomposition of a closed spherelike surface. The corresponding oriented graph will be denoted by $\mathcal{G}^{\uparrow}$.

The purpose of the above construction is to divide the $(n-1)$ faces of the patches $\Gamma_{i}$ into at most two groups, namely, inflow or outflow faces depending on the orientation. Accordingly, we denote by $\partial^{\uparrow} \Gamma_{i}$ the outflow boundary of the patch $\Gamma_{i}$, i.e.,

$$
\begin{equation*}
\partial^{\uparrow} \Gamma_{i}=\bigcup_{l}\left\{e_{i, l} \in \mathcal{E}^{\uparrow}\right\} \tag{2.3.9}
\end{equation*}
$$

as indicated in Figure 4.
When $\Gamma$ has a boundary there exist some $(n-1)$ faces which are not yet included in $\mathcal{E}$. We will assign arrows to these boundary faces depending on the type of boundary conditions that may be imposed there. If a patch boundary is part of the boundary of $\Gamma$, where homogeneous Dirichlet conditions are imposed, this edge becomes an inflow boundary while Neumann boundary conditions correspond to outflow boundaries; see Figure 2, where respective boundary segments are flagged with D and N for Dirichlet and Neumann conditions, respectively. The rationale behind this will become clear from the subsequent discussion.

We will have to consider extensions across the outflow boundary. Accordingly, we need to define an appropriate set of outflow neighbors

$$
\begin{equation*}
\mathcal{N}_{i}^{\uparrow}:=\left\{\Gamma_{j} \in \mathcal{G}^{\uparrow}: j>i, \bar{\Gamma}_{j} \cap\left(\operatorname{rel} \operatorname{int} \partial^{\uparrow} \Gamma_{i}\right) \neq \emptyset\right\} \tag{2.3.10}
\end{equation*}
$$

which consists of those patches whose boundary intersects the relative interior of the outflow boundary of $\Gamma_{i}$. In complete analogy we define the inflow boundary

$$
\begin{equation*}
\partial^{\downarrow} \Gamma_{i}=\bigcup\left\{e_{\ell, i} \in \mathcal{E}^{\uparrow}\right\} \tag{2.3.11}
\end{equation*}
$$

and its set of neighbors $\mathcal{N}_{i}^{\downarrow}$

$$
\begin{equation*}
\mathcal{N}_{i}^{\downarrow}=\left\{\Gamma_{\ell} \in \mathcal{G}^{\uparrow}: \ell<i, \bar{\Gamma}_{j} \cap\left(\operatorname{rel} \operatorname{int} \partial^{\downarrow} \Gamma_{i}\right) \neq \emptyset\right\} \tag{2.3.12}
\end{equation*}
$$



Fig. 4. Inflow and outflow boundaries.

With each $\Gamma_{i}$ we associate next the open set $\Gamma_{i}^{\uparrow}$ defined as

$$
\begin{equation*}
\Gamma_{i}^{\uparrow}:=\operatorname{int}\left(\bar{\Gamma}_{i} \bigcup\left\{\bar{\Gamma}^{\prime}: \Gamma^{\prime} \in \mathcal{N}_{i}^{\uparrow}\right\}\right) . \tag{2.3.13}
\end{equation*}
$$

Note that (2.3.13) implies that

$$
\begin{equation*}
\text { rel int } \partial^{\uparrow} \Gamma_{i} \subset \Gamma_{i}^{\uparrow} \tag{2.3.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\Gamma_{\ell} \cap \Gamma_{i}^{\uparrow}=\emptyset \text { for } \ell<i \tag{2.3.15}
\end{equation*}
$$

We will sometimes have to refer to the set of all upflow successors $\mathcal{G}_{i}^{\uparrow}$ or downflow predecessors $\mathcal{G}_{i}^{\downarrow}$ of $\Gamma_{i}$ given by

$$
\begin{equation*}
\mathcal{G}_{i}^{\uparrow}:=\left\{\Gamma_{j}: j \geq i\right\}, \quad \mathcal{G}_{i}^{\downarrow}:=\left\{\Gamma_{j}: j \leq i\right\} \tag{2.3.16}
\end{equation*}
$$

and their respective associated open domains

$$
\begin{equation*}
\Gamma_{i}^{\uparrow \uparrow}:=\operatorname{int} \bigcup\left\{\bar{\Gamma}^{\prime}: \Gamma^{\prime} \in \mathcal{G}_{i}^{\uparrow}\right\}, \quad \Gamma_{i}^{\downarrow \downarrow}:=\operatorname{int} \bigcup\left\{\bar{\Gamma}^{\prime}: \Gamma^{\prime} \in \mathcal{G}_{i}^{\downarrow}\right\} \tag{2.3.17}
\end{equation*}
$$

Hence aside from the list of parametric mappings the information that will ultimately be needed for the characterization of function spaces on $\Gamma$ and for the subsequent construction of wavelets are the neighborhood relations encoded by $\mathcal{G}^{\uparrow}$.
2.4. A family of projections. The component spaces on the right-hand side of (2.2.12) will ultimately be identified as ranges of certain projectors. In contrast to [9] we will give an explicit (yet recursive) definition of these projectors and verify then their relevant properties.

To this end, let for $\Gamma^{\prime} \subset \Gamma$ the characteristic function of $\Gamma^{\prime}$ be denoted by $\chi_{\Gamma^{\prime}}$, i.e., $\chi_{\Gamma^{\prime}}(x)=1, x \in \Gamma^{\prime}$ and $\chi_{\Gamma^{\prime}}(x)=0, x \notin \Gamma^{\prime}$. Thus for any $v \in L_{0}(\Gamma)$, the expression $\chi_{\Gamma^{\prime}} v$ means that $v$ is first restricted to $\Gamma^{\prime}$ and then extended by zero to $\Gamma \backslash \Gamma^{\prime}$. Likewise, with a slight abuse of notation we will also write $\chi_{\Gamma^{\prime}} v$ to mean the trivial extension by zero of $v \in L_{0}\left(\Gamma^{\prime}\right)$ to all of $\Gamma$ even though $v$ may have been a priorily defined only on $\Gamma^{\prime}$. The restriction of $v$ to $\Gamma^{\prime}$ will be denoted by $\left.v\right|_{\Gamma^{\prime}}$.

The main ingredient for the construction of the above mentioned projections will be linear extension operators $E_{i}$ from $L_{0}\left(\Gamma_{i}\right)$ to $L_{0}\left(\Gamma_{i}^{\uparrow}\right)$, i.e.,

$$
\begin{equation*}
\left.\left(E_{i} v\right)\right|_{\Gamma_{i}}=\left.v\right|_{\Gamma_{i}} \tag{2.4.1}
\end{equation*}
$$

whose particular properties will be specified later.
Given such $E_{i}$ we define next a family $\mathcal{P}^{\uparrow}$ of mappings $P_{i}$ from $L_{0}(\Gamma)$ into $L_{0}(\Gamma)$ associated with the flow $\mathcal{G}^{\uparrow}$. For $i=1$, let

$$
\begin{equation*}
P_{1} v:=\chi_{\Gamma_{1}^{\uparrow}} E_{1}\left(\left.v\right|_{\Gamma_{1}}\right) \tag{2.4.2}
\end{equation*}
$$

as well as

$$
\begin{equation*}
P_{i} v:=\chi_{\Gamma_{i}^{\uparrow}} E_{i}\left(\left.\left(v-\sum_{j<i} P_{j} v\right)\right|_{\Gamma_{i}}\right), \quad i=2, \ldots, N \tag{2.4.3}
\end{equation*}
$$

In the following we will use the form (2.4.3) also for $i=1$, where, of course, it is understood that the sum $\sum_{j<i} P_{j} v$ is then vacuous and thus ignored. Clearly, each $P_{i}$ depends only on a few predecessors, namely, by (2.3.15), one has

$$
\begin{equation*}
P_{i} v=\chi_{\Gamma_{i}^{\dagger}} E_{i}\left(\left.\left(v-\sum_{\Gamma_{j} \in \mathcal{N}_{i}^{\downarrow}} P_{j} v\right)\right|_{\Gamma_{i}}\right) \tag{2.4.4}
\end{equation*}
$$

Of course, by definition (2.4.3), one has

$$
\begin{equation*}
\operatorname{supp} P_{i} v \subseteq \overline{\Gamma_{i}^{\uparrow}} \tag{2.4.5}
\end{equation*}
$$

The adjoints of the operators $E_{i}, P_{i}$ are denoted by $E_{i}^{*}, P_{i}^{*}$, respectively. More precisely, one has for any $u, v \in L_{2}(\Gamma)$

$$
\left\langle E_{i} v, w\right\rangle_{\Gamma_{i}^{\dagger}}=\left\langle v, E_{i}^{*} w\right\rangle_{\Gamma_{i}}, \quad\left\langle P_{j} u, v\right\rangle_{\Gamma}=\left\langle u, P_{j}^{*} v\right\rangle_{\Gamma}
$$

which, of course, indicates that $E_{i}^{*}$ is a restriction operator.
Theorem 2.1. Let $\mathcal{P}^{\uparrow}$ be defined as above. The mappings

$$
\begin{equation*}
T v:=\left(\left.\left(P_{i} v\right)\right|_{\Gamma_{i}}\right)_{i=1}^{N}, \quad V v:=\left(\left.\left(P_{i}^{*} v\right)\right|_{\Gamma_{i}}\right)_{i=1}^{N} \tag{2.4.6}
\end{equation*}
$$

are linear isomorphisms from $L_{0}(\Gamma)$ onto $\prod_{j=1}^{N} L_{0}\left(\Gamma_{i}\right)$ whose inverses are given by

$$
\begin{equation*}
S\left(v_{i}\right)_{i=1}^{N}=\sum_{i=1}^{N} P_{i} \chi_{\Gamma_{i}} v_{i}, \quad U\left(v_{i}\right)_{i=1}^{N}=\sum_{i=1}^{N} P_{i}^{*} \chi_{\Gamma_{i}} v_{i} \tag{2.4.7}
\end{equation*}
$$

respectively.
Proof. The proof hinges on the properties of the $P_{i}$ listed in the two subsequent propositions. While the development in [9] aimed at proving the existence of projectors $P_{i}$ with these properties it remains to verify here that the $P_{i}$ defined in (2.4.3) indeed have these properties.

Proposition 2.4.1. The $P_{i}$ defined above have the following properties:
(i) One has

$$
\begin{equation*}
P_{i} P_{j}=\delta_{i, j} P_{i}, \quad 1 \leq i, j \leq N \tag{2.4.8}
\end{equation*}
$$

(ii) For any $v \in L_{0}(\Gamma)$, one has

$$
\begin{equation*}
v=\sum_{j=1}^{N} P_{j} v \tag{2.4.9}
\end{equation*}
$$

(iii) One has

$$
\begin{equation*}
\chi_{\Gamma_{i}} P_{j} v=P_{i} \chi_{\Gamma_{j}} v=0, \quad 1 \leq i<j \leq N . \tag{2.4.10}
\end{equation*}
$$

Since these verifications are elementary but after all helpful to keep the present approach self-contained, they will be deferred to Appendix A.

We will have to deal with the adjoints $P_{i}^{*}$ as well. To this end, note that

$$
\left\langle P_{i} v, w\right\rangle_{\Gamma}=\left\langle\left.\left(v-\sum_{j<i} P_{j} v\right)\right|_{\Gamma_{i}}, E_{i}^{*}\left(\left.w\right|_{\Gamma_{i}^{\uparrow}}\right)\right\rangle_{\Gamma}=\left\langle v-\sum_{j<i} P_{j} v, \chi_{\Gamma_{i}} E_{i}^{*}\left(\left.w\right|_{\Gamma_{i}^{\uparrow}}\right)\right\rangle_{\Gamma}
$$

i.e.,

$$
\begin{equation*}
P_{i}^{*} w=\left(I-\sum_{j<i} P_{j}^{*}\right) \chi_{\Gamma_{i}} E_{i}^{*}\left(\left.w\right|_{\Gamma_{i}^{\uparrow}}\right) \tag{2.4.11}
\end{equation*}
$$

It is now easy to establish the following analogous statements for the adjoints.
Proposition 2.4.2. The adjoints $P_{i}^{*}$ have analogous properties, i.e.,

$$
\begin{gather*}
P_{i}^{*} P_{j}^{*}=\delta_{i, j} P_{i}^{*}  \tag{2.4.12}\\
v=\sum_{j=1}^{N} P_{j}^{*} v \tag{2.4.13}
\end{gather*}
$$

and

$$
\begin{equation*}
\chi_{\Gamma_{i}} P_{j}^{*} v=P_{i}^{*} \chi_{\Gamma_{j}} v=0, \quad 1 \leq j<i \leq N . \tag{2.4.14}
\end{equation*}
$$

Proof. Relations (2.4.12) and (2.4.13) follow immediately from (2.4.8) and (2.4.9) by duality. Likewise, by (2.4.10), one has for $j<i$

$$
0=\left\langle\chi_{\Gamma_{j}} P_{i} v, w\right\rangle_{\Gamma}=\left\langle v, P_{i}^{*} \chi_{\Gamma_{j}} w\right\rangle_{\Gamma}
$$

and also

$$
0=\left\langle P_{j} \chi_{\Gamma_{i}} v, w\right\rangle_{\Gamma}=\left\langle v, \chi_{\Gamma_{i}} P_{j}^{*} w\right\rangle_{\Gamma} .
$$

Thanks to properties established in Propositions 2.4.1 and 2.4.2 the proof of Theorem 2.1 is essentially the same as in [9]. For the convenience of the reader and
since the result is of central importance, we sketch the argument. By definition of $T$ and $S$ one obtains

$$
\begin{equation*}
S(T v)=\left.\sum_{i=1}^{N} P_{i} \chi_{\Gamma_{i}}\left(P_{i} v\right)\right|_{\Gamma_{i}}=\sum_{i=1}^{N} P_{i} \chi_{\Gamma_{i}} P_{i} v \tag{2.4.15}
\end{equation*}
$$

By (2.4.8), one has

$$
\begin{equation*}
P_{i} v=P_{i}^{2} v=P_{i}\left(\sum_{j=1}^{N} \chi_{\Gamma_{j}}\right) P_{i} v=P_{i}\left(\sum_{j=1}^{i} \chi_{\Gamma_{j}}\right) P_{i} v=P_{i} \chi_{\Gamma_{i}} P_{i} \tag{2.4.16}
\end{equation*}
$$

where we have used (2.4.10) in the last two steps. Combining (2.4.16) with (2.4.15) and bearing (2.4.9) in mind yields

$$
S(T v)=\sum_{i=1}^{N} P_{i} v=v
$$

which proves that $T^{-1}=S$.
As for the remaining part of the claim, one can use the same arguments based on Proposition 2.4.2. Alternatively, one can exploit that obviously

$$
\begin{equation*}
U=T^{*}, \quad V=S^{*} \tag{2.4.17}
\end{equation*}
$$

Thus, by the previous argument

$$
V=S^{*}=\left(T^{-1}\right)^{*}=\left(T^{*}\right)^{-1}=U^{-1}
$$

which completes the proof of Theorem 2.1.
2.5. Topological isomorphisms. The properties of the mappings $T, V$ and their inverses are so far purely algebraic. We will show next that their topological properties are completely determined by the continuity properties of the extension operators $E_{i}$ which will be described next.

To this end, let us first fix some notation and conventions that will be used throughout the remainder of the paper. As above $\mathcal{F}$ will always stand for a Besov function space of the type $\mathcal{F}=B_{q}^{s}\left(L_{p}\right), s>0(s \geq 0$ when $p=q=2)$, where $s$ is bounded from above by some $s_{\Gamma}$ depending on $\Gamma$; see, e.g., $[4,26,46]$ for the precise definition of these Besov spaces. Occasionally we will refer to the specific regularity index by writing $\mathcal{F}_{s}$ or $\mathcal{F}_{\tau}$ for $\tau \leq s$. Throughout the following $s \leq s_{\Gamma}$ will be fixed describing the range in which subsequent topological properties will be considered. For us it is important that $B_{2}^{s}\left(L_{2}\right)=H_{2}^{s}=: H^{s}$, i.e., for $p=q=2$ the Besov space coincides with the standard Sobolev space relative to the $L_{2}$ up to norm equivalence.

Many of the results will actually hold for $p, q \in(0, \infty]$. When duality enters one often has to restrict the discussion to $p, q \geq 1$. In this context, given $\mathcal{F}=B_{q}^{\tau}\left(L_{p}\right)$, the corresponding scale of spaces $\tilde{\mathcal{F}}_{\tau}=B_{q^{\prime}}^{\tau}\left(L_{p^{\prime}}\right)$ with adjoint indices $p^{\prime}, q^{\prime}$ satisfying $\frac{1}{p}+\frac{1}{p^{\prime}}=\frac{1}{q}+\frac{1}{q^{\prime}}=1$ comes into play.

Moreover, the Besov spaces are interpolation spaces with respect to real interpolation [4, 46],

$$
\begin{equation*}
\mathcal{F}_{\tau}=\left(H_{p}^{t}, L_{p}\right)_{\tau / t, q}=\left(\mathcal{F}_{s}, \mathcal{F}_{r}\right)_{\theta, q}, \quad \tau=\theta s+(1-\theta) r \tag{2.5.1}
\end{equation*}
$$

where $H_{p}^{t}$ denotes the usual Sobolev (respectively, Bessel potential) spaces with respect to $L_{p}$; see, e.g., $[4,46]$.

Recall that by definition

$$
\begin{equation*}
\|v\|_{\mathcal{F}\left(\Gamma^{\prime}\right)} \lesssim\|v\|_{\mathcal{F}\left(\Gamma^{\prime \prime}\right)} \tag{2.5.2}
\end{equation*}
$$

holds for any domains $\Gamma^{\prime} \subseteq \Gamma^{\prime \prime} \subseteq \Gamma$. Now define the spaces

$$
\begin{equation*}
\mathcal{F}\left(\Gamma_{i}\right)^{\uparrow} \quad\left(\mathcal{F}\left(\Gamma_{i}\right)^{\downarrow}\right):=\left\{v \in \mathcal{F}\left(\Gamma_{i}\right): \chi_{\Gamma_{i}} v \in \mathcal{F}\left(\Gamma_{i}^{\uparrow}\right) \quad\left(\mathcal{F}\left(\Gamma_{i}^{\downarrow}\right)\right)\right\} \tag{2.5.3}
\end{equation*}
$$

endowed with the norms

$$
\begin{equation*}
\|v\|_{\mathcal{F}\left(\Gamma_{i}\right)^{\dagger}}:=\left\|\chi_{\Gamma_{i}} v\right\|_{\mathcal{F}\left(\Gamma_{i}^{\uparrow}\right)}, \quad\|v\|_{\mathcal{F}\left(\Gamma_{i}\right) \downarrow}:=\left\|\chi_{\Gamma_{i}} v\right\|_{\mathcal{F}\left(\Gamma_{i}^{\downarrow}\right)} . \tag{2.5.4}
\end{equation*}
$$

Suppose that $v \in \mathcal{F}\left(\Gamma_{i}^{\uparrow}\right)$ is the strong limit of a sequence $v_{l} \in \mathcal{F}\left(\Gamma_{i}\right)^{\uparrow}$. Since for every $C^{\infty}$-function $\varphi$ with compact support in $\Gamma_{i}^{\uparrow} \backslash \Gamma_{i}$ one has

$$
\left|\langle v, \varphi\rangle_{\Gamma_{i}^{\dagger}}\right|=\left|\left\langle v-v_{l}, \varphi\right\rangle_{\Gamma_{i}^{\uparrow}}\right| \leq\left\|v-v_{l}\right\|_{\mathcal{F}\left(\Gamma_{i}^{\uparrow}\right)}\|\varphi\|_{\mathcal{F}^{*}\left(\Gamma_{i}^{\top}\right)} \rightarrow 0
$$

we see that $\chi_{\Gamma_{i}} v=v$ which confirms the following fact.
REMARK 2.5.1. $\mathcal{F}\left(\Gamma_{i}\right)^{\uparrow}, \mathcal{F}\left(\Gamma_{i}\right)^{\downarrow}$ are closed subspaces of $\mathcal{F}\left(\Gamma_{i}\right)$ with respect to the norms defined in (2.5.4).

Since $\mathcal{F}\left(\Gamma_{i}\right)^{\uparrow}$ consists of exactly those elements in $\mathcal{F}\left(\Gamma_{i}\right)$ whose trivial extension by zero across the outflow boundary $\partial^{\uparrow} \Gamma_{i}$ belongs to the corresponding space $\mathcal{F}\left(\Gamma_{i}^{\uparrow}\right)$ for the extended domain, the elements in $\mathcal{F}\left(\Gamma_{i}\right)^{\uparrow}$ are characterized by the fact that their trace vanishes on the outflow boundary $\partial^{\uparrow} \Gamma_{i}$ in a certain sense. More precisely, although we will not make explicit use of it, we recall the following fact; see, e.g., [46, Section 2.10.2, Theorem 1] or [29, Theorem 1.4.5.2].

REMARK 2.5.2. $\mathcal{F}_{\tau}\left(\Gamma_{i}\right)^{\uparrow}$ agrees with the closure in $\|\cdot\|_{\mathcal{F}_{\tau}\left(\Gamma_{i}\right)}$ of all smooth functions whose support is contained in $\bar{\Gamma}_{i}$ but does not intersect $\partial^{\uparrow} \Gamma_{i}$ provided that $\tau+1 / p$ is not an integer. The same holds for $\mathcal{F}\left(\Gamma_{i}\right)^{\downarrow}$ relative to the reverse flow. Moreover one has

$$
\begin{equation*}
\|\cdot\|_{\mathcal{F}_{\tau}\left(\Gamma_{i}\right)^{\uparrow}}=\|\cdot\|_{\mathcal{F}_{\tau}\left(\Gamma_{i}\right)^{\downarrow}}=\|\cdot\|_{\mathcal{F}_{\tau}\left(\Gamma_{i}\right)} \quad \text { if } \tau+1 / p \notin \mathbb{N} . \tag{2.5.5}
\end{equation*}
$$

Throughout the remaining part of this section we will assume the following properties of the extension operators $E_{i}$ :

Assumption A.

- Localness:

$$
\begin{equation*}
\chi_{\Gamma_{i}^{\uparrow}} E_{i} v \in \mathcal{F}\left(\Gamma_{i}^{\uparrow \uparrow}\right), \quad v \in \mathcal{F}\left(\Gamma_{i}\right), \quad i=1, \ldots, N \tag{2.5.6}
\end{equation*}
$$

- Continuity of $E_{i}$ :

$$
\begin{equation*}
\left\|E_{i} v\right\|_{\mathcal{F}\left(\Gamma_{i}^{\uparrow}\right) \downarrow} \lesssim\|v\|_{\mathcal{F}\left(\Gamma_{i}\right)^{\downarrow}}, \quad v \in \mathcal{F}\left(\Gamma_{i}\right)^{\downarrow}, \quad i=1, \ldots, N . \tag{2.5.7}
\end{equation*}
$$

- Continuity of $E_{i}^{*}$ :

$$
\begin{equation*}
\left\|E_{i}^{*} v\right\|_{\tilde{\mathcal{F}}\left(\Gamma_{i}\right)^{\uparrow}} \lesssim\|v\|_{\tilde{\mathcal{F}}\left(\Gamma_{i}^{\uparrow}\right)}, \quad v \in \tilde{\mathcal{F}}\left(\Gamma_{i}^{\uparrow}\right), \quad i=1, \ldots, N \tag{2.5.8}
\end{equation*}
$$

One could actually require different regularity parameters $s^{\prime}, \tilde{s}^{\prime}$ in (2.5.7) and (2.5.8), respectively, which will naturally come up in section 4.3 below. Since this will not be essential for the subsequent analysis, we dispense here with this complication of notation.

REMARK 2.5.3. We will always assume that Assumption A holds, in particular, for the $L_{p}$-norm corresponding to $\mathcal{F}=\mathcal{F}_{s}$. The spaces $\mathcal{F}\left(\Gamma_{i}\right)^{\uparrow}$ are also stable under interpolation

$$
\begin{equation*}
\mathcal{F}_{\tau}\left(\Gamma_{i}\right)^{\uparrow}=\left(\mathcal{F}_{s}\left(\Gamma_{i}\right)^{\uparrow}, L_{p}\right)_{\tau / s, q} \tag{2.5.9}
\end{equation*}
$$

(and likewise for $\uparrow$ replaced by $\downarrow$ ), see, e.g., [38], so that Assumption A will actually hold for the full range between 0 and $s$.

Next we will comment on the dual spaces for spaces of the type $\mathcal{F}\left(\Gamma_{i}\right)^{\uparrow}$.
Remark 2.5.4. Suppose that $\Gamma^{\prime} \subset \Gamma$. Then $w \in \mathcal{F}^{*}\left(\Gamma^{\prime}\right)$, the dual of $\mathcal{F}\left(\Gamma^{\prime}\right)$ (the space of bounded linear functionals on $\mathcal{F}\left(\Gamma^{\prime}\right)$ ), iff $\chi_{\Gamma^{\prime}} w \in \mathcal{F}^{*}(\Gamma)$ and

$$
\begin{equation*}
\left\|\chi_{\Gamma^{\prime}} w\right\|_{\mathcal{F}^{*}(\Gamma)} \sim\|w\|_{\mathcal{F}^{*}\left(\Gamma^{\prime}\right)} \tag{2.5.10}
\end{equation*}
$$

Now consider the closed subspace

$$
\mathcal{F}_{i}:=\left\{v \in \mathcal{F}(\Gamma): \chi_{\Gamma_{i}^{\uparrow \uparrow}} v \in \mathcal{F}(\Gamma)\right\}, \quad\|v\|_{\mathcal{F}_{i}}:=\left\|\chi_{\Gamma_{i}^{\uparrow \uparrow} v}\right\|_{\mathcal{F}(\Gamma)}
$$

of $\mathcal{F}(\Gamma)$, consisting of those elements in $\mathcal{F}\left(\Gamma_{i}^{\dagger}\right)$ whose trivial extension by zero belongs to $\mathcal{F}(\Gamma)$. The same reasoning as above yields the following fact.

REMARK 2.5.5. $w \in\left(\mathcal{F}\left(\Gamma_{i}\right)^{\downarrow}\right)^{*}$ iff $\chi_{\Gamma_{i}} w \in \mathcal{F}_{i}^{*}$ and

$$
\begin{equation*}
\left\|\chi_{\Gamma_{i}} w\right\|_{\mathcal{F}_{i}^{*}} \sim\|w\|_{\left(\mathcal{F}\left(\Gamma_{i}\right) \downarrow\right)^{*}} . \tag{2.5.11}
\end{equation*}
$$

Thus $\left(\mathcal{F}\left(\Gamma_{i}\right)^{\downarrow}\right)^{*}$ consists of those functionals whose trivial extension by zero only in the outflow direction remains continuous. In this sense it is justified to set

$$
\begin{equation*}
\left(\mathcal{F}\left(\Gamma_{i}\right)^{\downarrow}\right)^{*}=\mathcal{F}^{*}\left(\Gamma_{i}\right)^{\uparrow}, \quad\left(\mathcal{F}\left(\Gamma_{i}\right)^{\uparrow}\right)^{*}=\mathcal{F}^{*}\left(\Gamma_{i}\right)^{\downarrow} \tag{2.5.12}
\end{equation*}
$$

We are now ready to state the first main result in this section.
THEOREM 2.2. Under the assumptions (2.5.7) and (2.5.8) the projectors $P_{j} d e$ fined by (2.4.2) and (2.4.3) satisfy

$$
\begin{align*}
& \left.\left(P_{i} \chi_{\Gamma_{i}^{\uparrow}} v\right)\right|_{\Gamma_{i}}=\left.v\right|_{\Gamma_{i}} \quad \forall v \in \mathcal{F}(\Gamma),\left.\quad v\right|_{\Gamma_{i}} \in \mathcal{F}\left(\Gamma_{i}\right)^{\downarrow} \\
& \left.\left(P_{i}^{*} \chi_{\Gamma_{i}^{\downarrow \downarrow}} v\right)\right|_{\Gamma_{i}}=\left.v\right|_{\Gamma_{i}} \quad \forall v \in \tilde{\mathcal{F}}(\Gamma),\left.\quad v\right|_{\Gamma_{i}} \in \tilde{\mathcal{F}}\left(\Gamma_{i}\right)^{\uparrow} \tag{2.5.13}
\end{align*}
$$

and their restriction to $\Gamma_{i}$ induces topological isomorphisms from $P_{i}(\mathcal{F}(\Gamma)), P_{i}^{*}(\tilde{\mathcal{F}}(\Gamma))$ onto $\mathcal{F}\left(\Gamma_{i}\right)^{\downarrow}, \tilde{\mathcal{F}}\left(\Gamma_{i}\right)^{\uparrow}$, respectively, i.e.,

$$
\begin{equation*}
\left.\left(P_{i}(\mathcal{F}(\Gamma))\right)\right|_{\Gamma_{i}}=\mathcal{F}\left(\Gamma_{i}\right)^{\downarrow},\left.\quad\left(P_{i}^{*}(\tilde{\mathcal{F}}(\Gamma))\right)\right|_{\Gamma_{i}}=\tilde{\mathcal{F}}\left(\Gamma_{i}\right)^{\uparrow} \tag{2.5.14}
\end{equation*}
$$

where

$$
\begin{equation*}
\left\|\left.\left(P_{i} v\right)\right|_{\Gamma_{i}}\right\|_{\mathcal{F}\left(\Gamma_{i}\right)^{\downarrow}} \lesssim\|v\|_{\mathcal{F}(\Gamma)}, \quad\left\|\left.\left(P_{i}^{*} v\right)\right|_{\Gamma_{i}}\right\|_{\tilde{\mathcal{F}}\left(\Gamma_{i}\right)^{\uparrow}} \lesssim\|v\|_{\tilde{\mathcal{F}}(\Gamma)} \tag{2.5.15}
\end{equation*}
$$

Moreover, the $P_{i}$ as well as their adjoints $P_{i}^{*}$ are continuous in $\mathcal{F}(\Gamma), \tilde{\mathcal{F}}(\Gamma)$, respectively, i.e., one has

$$
\begin{equation*}
\left\|P_{i} v\right\|_{\mathcal{F}(\Gamma)} \lesssim\|v\|_{\mathcal{F}(\Gamma)}, \quad v \in \mathcal{F}(\Gamma), \quad\left\|P_{i}^{*} v\right\|_{\tilde{\mathcal{F}}(\Gamma)} \lesssim\|v\|_{\tilde{\mathcal{F}}(\Gamma)}, \quad v \in \tilde{\mathcal{F}}(\Gamma) \tag{2.5.16}
\end{equation*}
$$

An analogous result has been already established in [9]. However, since for the anticipated applications it will be important to apply the above characterizations with the particular projectors $P_{j}$ defined in (2.4.3) and since in this form they do not seem to be readily identified with the corresponding quantities occurring in [9], we will include a self-contained proof which will be deferred to Appendix B.

By Theorem 2.2, the mappings $T$ and $V$ from (2.4.6) and (2.4.7) actually induce now mappings

$$
T: \mathcal{F}(\Gamma) \rightarrow \Pi \mathcal{F}^{\downarrow}:=\prod_{i=1}^{N} \mathcal{F}\left(\Gamma_{i}\right)^{\downarrow}, \quad V: \tilde{\mathcal{F}}(\Gamma) \rightarrow \Pi \tilde{\mathcal{F}}^{\uparrow}:=\prod_{i=1}^{N} \tilde{\mathcal{F}}\left(\Gamma_{i}\right)^{\uparrow}
$$

which will turn out to be topological isomorphisms. The main result of this section reads as follows.

Theorem 2.3. One has

$$
\mathcal{F}(\Gamma) \cong \prod_{i=1}^{N} \mathcal{F}\left(\Gamma_{i}\right)^{\downarrow}, \quad \tilde{\mathcal{F}}(\Gamma) \cong \prod_{i=1}^{N} \tilde{\mathcal{F}}\left(\Gamma_{i}\right)^{\uparrow}
$$

and defining

$$
\begin{equation*}
\|v\|_{\mathcal{F} \downarrow}:=\left(\sum_{i=1}^{N}\left\|\left.\left(P_{i} v\right)\right|_{\Gamma_{i}}\right\|_{\mathcal{F}\left(\Gamma_{i}\right) \downarrow}^{2}\right)^{\frac{1}{2}}, \quad\|v\|_{\tilde{\mathcal{F}}^{\uparrow} \uparrow}:=\left(\sum_{i=1}^{N}\left\|\left.\left(P_{i}^{*} v\right)\right|_{\Gamma_{i}}\right\|_{\tilde{\mathcal{F}}\left(\Gamma_{i}\right)^{\uparrow}}^{2}\right)^{\frac{1}{2}} \tag{2.5.17}
\end{equation*}
$$

the norms $\|\cdot\|_{\tilde{\mathcal{F}}(\Gamma)},\|\cdot\|_{\mathcal{F}(\Gamma)}$ and $\left|\|\cdot\|_{\tilde{\mathcal{F}}^{\uparrow}},\|\mid \cdot\|_{\mathcal{F}^{\downarrow} \downarrow}\right.$, respectively, are equivalent, i.e.,

$$
\begin{equation*}
\|v\|_{\tilde{\mathcal{F}}(\Gamma)} \sim\|v\|_{\tilde{\mathcal{F}}^{\dagger}}, \quad v \in \tilde{\mathcal{F}}(\Gamma), \quad\|v\|_{\mathcal{F}(\Gamma)} \sim\|v\|_{\mathcal{F} \downarrow}, \quad v \in \mathcal{F}(\Gamma) . \tag{2.5.18}
\end{equation*}
$$

Moreover, $V$ and $T$ extend to isomorphisms from $\mathcal{F}^{*}(\Gamma), \tilde{\mathcal{F}}^{*}(\Gamma)$ onto the spaces $\Pi \mathcal{F}_{\uparrow}^{*}:=\prod_{i=1}^{N} \mathcal{F}^{*}\left(\Gamma_{i}\right)^{\uparrow}$ and $\Pi \tilde{\mathcal{F}}_{\downarrow}^{*}:=\prod_{i=1}^{N} \tilde{\mathcal{F}}^{*}\left(\Gamma_{i}\right)^{\downarrow}$, respectively, and

$$
\begin{equation*}
\|v\|_{\tilde{\mathcal{F}} *(\Gamma)} \sim\left(\sum_{j=1}^{N}\left\|\left.\left(P_{j} v\right)\right|_{\Gamma_{j}}\right\|_{\tilde{\mathcal{F}}^{*}\left(\Gamma_{j}\right)^{\downarrow}}^{2}\right)^{\frac{1}{2}}, \quad\|v\|_{\mathcal{F}^{*}(\Gamma)} \sim\left(\sum_{j=1}^{N}\left\|\left.\left(P_{j}^{*} v\right)\right|_{\Gamma_{j}}\right\|_{\mathcal{F}^{*}\left(\Gamma_{j}\right)^{\uparrow}}^{2}\right)^{\frac{1}{2}} . \tag{2.5.19}
\end{equation*}
$$

Proof. With Theorem 2.2 and the other prerequisites at hand the proof follows exactly the reasoning of [9]. In fact, the availability of algebraic inverses combined with the open mapping theorem yields (2.5.18). As for the dual spaces, the first part of the theorem ensures that $V: \tilde{\mathcal{F}}(\Gamma) \rightarrow \Pi \tilde{\mathcal{F}}^{\uparrow}$ and hence $V^{*}:\left(\Pi \tilde{\mathcal{F}}^{\uparrow}\right)^{*} \rightarrow \tilde{\mathcal{F}}^{*}(\Gamma)$ are isomorphisms. By denseness of the involved spaces in their dual versions and noting that $U \tilde{\mathcal{F}}^{\prime}=V^{-1}$ the mapping $U^{*}$ extends to an isomorphism from $\tilde{\mathcal{F}}^{*}(\Gamma)$ onto $\left(\Pi \tilde{\mathcal{F}}^{\uparrow}\right)^{*}=\Pi \tilde{\mathcal{F}}_{\downarrow}^{*}$, where we have used (2.5.12) in the last step. The reasoning for $v=S^{*}$ is analogous. The assertion follows now from (2.4.17).

In view of Theorems 2.2 and 2.3, the construction of wavelet bases on $\Gamma$ satisfying (I) in section 1.1 amounts to the following two tasks:
(a) The construction of wavelet bases for the component spaces $\tilde{\mathcal{F}}\left(\Gamma_{i}\right)^{\uparrow}$ or $\mathcal{F}\left(\Gamma_{i}\right)^{\downarrow}$ with respective properties (I).
(b) The (practical) realization of extension operators $E_{i}$ satisfying Assumption A.

We will first address (a) which incidentally will be crucial for dealing with (b) as well.
3. Discrete norm equivalences. We adhere to the above notation and recall that the parametric mappings $\kappa_{i}$ will always be assumed to be regular parametrizations of any degree of smoothness required at each instance.

Our goal is to establish isomorphisms from $\mathcal{F}(\Gamma)$ and $\tilde{\mathcal{F}}(\Gamma)$ onto sequence spaces which consist of expansion sequences of the elements of $\mathcal{F}(\Gamma)$ and $\tilde{\mathcal{F}}(\Gamma)$ with respect to certain wavelet bases. In principle, such isomorphisms have been already constructed in [9]. However, the present construction differs from that in [9] in several respects. The main point here is that the underlying bases are completely local and that the involved extension operators in (2.4.6) affect only basis functions near the patch boundaries.

The desired norm equivalences will be based on Theorem 2.3. Thus one has to identify first suitable bases for the component spaces $\mathcal{F}\left(\Gamma_{i}\right)^{\downarrow}, \tilde{\mathcal{F}}\left(\Gamma_{i}\right)^{\uparrow}$. Due to the regularity of the mappings $\kappa_{i}$ these spaces can be essentially identified with corresponding smoothness spaces over the parameter domain $\square$. Thus the construction will be divided into the following steps:
(i) Employ suitable biorthogonal wavelet bases over $\square$ which give rise there to discrete norm equivalences for the pull backs of the spaces $\mathcal{F}\left(\Gamma_{i}\right)^{\downarrow}$ and their duals $\mathcal{F}^{*}\left(\Gamma_{i}\right)^{\uparrow}$.
(ii) Lift these bases parametrically to the patches $\Gamma_{i}$ and verify the validity of corresponding norm equivalences.
(iii) Use Theorem 2.3 to construct bases on $\Gamma$ along with corresponding isomorphisms.
We emphasize already at this point that the construction of bases on $\Gamma$ is primarily a conceptual issue. Actual computations will be seen later to involve only bases of the component spaces $\tilde{\mathcal{F}}\left(\Gamma_{i}\right)^{\uparrow}, \mathcal{F}\left(\Gamma_{i}\right)^{\downarrow}$ or better yet bases on the parameter domain $\square$.
3.1. Wavelet bases on $\square$. Wavelet bases on $\square=(0,1)^{n}$ are conveniently constructed with the aid of tensor products of wavelet bases on $[0,1]$. The essential property of such pairs of biorthogonal wavelet bases on $[0,1]$ will be seen to be certain complementary boundary conditions. Such bases have been constructed in [22] and this section is devoted to briefly summarizing the relevant properties needed in the subsequent development.

To this end, we will consistently use the following notation:

$$
\Psi=\left\{\psi_{\lambda}: \lambda \in \nabla\right\}, \quad \tilde{\Psi}=\left\{\tilde{\psi}_{\lambda}: \lambda \in \nabla\right\}
$$

will always denote a pair of biorthogonal wavelet bases (relative to some inner product to be specified at each instance). The indices $\lambda \in \nabla$ are to encode the level $|\lambda|$ of resolution of $\psi_{\lambda}$ (typically representing a mesh size of order $2^{-|\lambda|}$ ) as well as the location and type of the wavelet $\psi_{\lambda}$. For instance, the wavelets $\psi_{\lambda}$ supported in the interior of the respective domain will have the form $\psi_{\lambda}=2^{j n / 2} \psi_{e}\left(2^{j} \cdot-k\right)$ with $e \in\{0,1\}^{n} \backslash\{\mathbf{0}\}, k \in \mathbb{Z}^{n}$, i.e., $\lambda=2^{-j}\left(k+\frac{e}{2}\right)$. By $\Psi_{j}=\left\{\psi_{\lambda}:|\lambda|=j\right\}$ we mean all wavelets in $\Psi$ on level $j$. There will always be some coarsest level $j_{0} \in \mathbb{N}$ for which in addition to the complement basis $\Psi_{j_{0}}$ we also need a basis $\Phi_{j_{0}}=\left\{\phi_{\lambda}: \lambda \in \Delta_{+}\right\}$whose
elements are of scaling function type (adapted to the domain) containing polynomials up to some fixed order $d$ (degree $d-1$ ). Thus the whole index set $\nabla$ is split into $\nabla=$ $\Delta_{+} \cup \nabla_{-}$, where $\Delta_{+}$refers to the coarse level (polynomial) part and $\nabla_{-}$represents the "true" wavelets. Such bases will be considered for various domains $\Omega$ such as $\square$, $\Gamma_{i}, \Gamma$ which will be indicated by corresponding superscripts. Likewise, the reference of index sets to respective bases will be indicated by superscripts. For instance, $\nabla^{i}$ refers to a basis on $\Gamma_{i}$.

Furthermore, we will consistently make use of the following conventions. Any collection $\Phi$ of functions will be viewed as a (column) vector whose components are the elements of $\Phi$ with respect to some fixed but unspecified order. Thus

$$
\mathbf{c}^{T} \Phi=\sum_{\phi \in \Phi} c_{\phi} \phi
$$

denotes corresponding linear combinations where coefficient vectors are kept in boldface. Likewise given any dual form $\langle\cdot, \cdot\rangle$

$$
\langle\Phi, \Theta\rangle=(\langle\phi, \theta\rangle)_{\phi \in \Phi, \theta \in \Theta}
$$

is a matrix. In particular, for any function $v$ the expressions $\langle v, \Phi\rangle,\langle\Phi, v\rangle$ are row and column vectors, respectively. By I we will denote the identity matrix whose dimensionality will always be clear from the context.

According to the nature of the spaces $\tilde{\mathcal{F}}\left(\Gamma_{i}\right)^{\uparrow}$ and $\mathcal{F}\left(\Gamma_{i}\right)^{\downarrow}$, we have to deal with analogous spaces on $\square$ whose elements admit zero extensions across all possible unions of facets of $\square$. To organize this we follow essentially the notation in [9] and describe first how to extend the cube $\square$ across such faces in order to define suitable preimages of the sets $\Gamma_{i}^{\uparrow}, \Gamma_{i}^{\downarrow}$. To this end, consider first the univariate case and let for $Z \subseteq\{0,1\}$

$$
[0,1]_{Z}:= \begin{cases}{[0,1]} & \text { if } Z=\emptyset  \tag{3.1.1}\\ {[-1,1]} & \text { if } Z=\{0\} \\ {[0,2]} & \text { if } Z=\{1\} \\ {[-1,2]} & \text { if } Z=\{0,1\}\end{cases}
$$

For $n>1$, we simply set $\mathbf{Z}=Z_{1} \times \cdots \times Z_{n} \subseteq\{0,1\}^{n}$ and define

$$
\begin{equation*}
\square_{\mathbf{Z}}=[0,1]_{Z_{1}} \times \cdots \times[0,1]_{Z_{n}} \tag{3.1.2}
\end{equation*}
$$

Then

$$
\begin{equation*}
\partial_{\mathbf{Z}} \square:=\bigcup_{\ell=1}^{n}[0,1]^{\ell-1} \times Z_{\ell} \times[0,1]^{n-\ell} \tag{3.1.3}
\end{equation*}
$$

is the union of those faces of $\square$ across which $\square$ has been extended to $\square_{\mathbf{Z}}$. We will consistently use the notation

$$
\begin{equation*}
\tilde{Z}:=\{0,1\} \backslash Z, \quad \tilde{\mathbf{Z}}:=\{0,1\}^{n} \backslash \mathbf{Z} \tag{3.1.4}
\end{equation*}
$$

so that

$$
\begin{equation*}
\partial_{\tilde{\mathbf{Z}}} \square=\partial \square \backslash \partial_{\mathbf{Z}} \square, \tag{3.1.5}
\end{equation*}
$$

where as usual $\partial \square$ denotes the boundary of $\square$. In complete analogy to (2.5.3) we define the spaces

$$
\mathcal{F}_{\tau}(\square)_{\mathbf{z}}:=\left\{v \in \mathcal{F}_{\tau}(\square): \chi_{\square} v \in \mathcal{F}_{\tau}\left(\square_{\mathbf{z}}\right)\right\}
$$

endowed with the norm

$$
\begin{equation*}
\|v\|_{\mathcal{F}_{\tau}(\square)_{\mathbf{z}}}:=\left\|\chi_{\square} v\right\|_{\mathcal{F}_{\tau}\left(\square_{\mathbf{Z}}\right)} . \tag{3.1.6}
\end{equation*}
$$

Throughout the rest of this section we will make use of the fact that for any pair of regularity parameters $\gamma=\gamma(p)>0, \tilde{\gamma}=\tilde{\gamma}\left(p^{\prime}\right)>0$ and for each choice of $\mathbf{Z}$ certain pairs of biorthogonal wavelet bases

$$
\Psi^{\mathbf{Z}}=\left\{\psi_{\lambda}^{\mathbf{Z}}: \lambda \in \nabla^{\mathbf{Z}}\right\}, \quad \tilde{\Psi}^{\tilde{\mathbf{z}}}=\left\{\tilde{\psi}_{\lambda}^{\tilde{\mathbf{Z}}}: \lambda \in \nabla^{\mathbf{Z}}\right\}
$$

(identifying their respective index sets) on $\square$ have been constructed in [22] which will be said to have type $\mathbf{Z}, \tilde{\mathbf{Z}}$, respectively, such that for $d, \tilde{d} \in \mathbb{N}, d+\tilde{d} \in 2 \mathbb{N}$, sufficiently large, the following properties hold; see Theorem 3.2.1 in [22].

Properties B.
(i) The collections $\Psi^{\mathbf{Z}}, \tilde{\Psi}^{\tilde{\mathbf{Z}}}$ are biorthogonal, i.e.,

$$
\begin{equation*}
\left\langle\Psi^{\mathbf{Z}}, \tilde{\Psi}^{\tilde{\mathbf{Z}}}\right\rangle_{\square}=\mathbf{I} \tag{3.1.7}
\end{equation*}
$$

Moreover, one has

$$
\begin{equation*}
\Psi^{\mathbf{Z}} \subset \mathcal{F}_{\tau}(\square) \quad \text { for } \tau<\gamma, \quad \tilde{\Psi}^{\mathbf{Z}} \subset \tilde{\mathcal{F}}_{\tau}(\square) \quad \text { for } \tau<\tilde{\gamma} \tag{3.1.8}
\end{equation*}
$$

In addition, the primal and dual wavelets satisfy certain (complementary) homogeneous boundary conditions in the following sense. For some fixed $0<s^{\prime}<\gamma, 0<\tilde{s}^{\prime}<\tilde{\gamma}$ one has

$$
\begin{equation*}
\Psi^{\mathbf{Z}} \subset \mathcal{F}_{\tau}(\square)_{\mathbf{Z}}, \quad \tau \leq s^{\prime}, \quad \tilde{\Psi}^{\tilde{\mathbf{Z}}} \subset \tilde{\mathcal{F}}_{\tau}(\square)_{\tilde{\mathbf{Z}}}, \quad \tau \leq \tilde{s}^{\prime} \tag{3.1.9}
\end{equation*}
$$

(ii) The bases $\Psi^{\mathbf{Z}}, \tilde{\Psi}^{\tilde{\mathbf{Z}}}$ are local, i.e., for $\Omega_{\lambda}^{\square}:=\operatorname{supp} \psi_{\lambda}^{\mathbf{Z}}, \tilde{\Omega}_{\lambda}^{\square}:=\operatorname{supp} \tilde{\psi}_{\lambda}^{\tilde{\mathbf{Z}}}$ one has

$$
\begin{equation*}
\operatorname{diam} \Omega_{\lambda}^{\square}, \quad \operatorname{diam} \tilde{\Omega}_{\lambda}^{\square} \sim 2^{-|\lambda|} \tag{3.1.10}
\end{equation*}
$$

(iii) For $s^{\prime}, \tilde{s}^{\prime}$ as above one has

$$
\Pi_{d}(\square) \cap \mathcal{F}_{s^{\prime}}(\square)_{\mathbf{Z}} \subset \operatorname{span}\left\{\psi_{\lambda}^{\mathbf{Z}}: \lambda \in \Delta_{+}^{\mathbf{Z}}\right\}
$$

and

$$
\Pi_{\tilde{d}}(\square) \cap \tilde{\mathcal{F}}_{\tilde{s}^{\prime}}(\square)_{\tilde{\mathbf{Z}}} \subset \operatorname{span}\left\{\tilde{\psi}_{\lambda}^{\tilde{\mathbf{Z}}}: \lambda \in \Delta_{+}^{\mathbf{Z}}\right\}
$$

where $\Pi_{d}(\Omega)$ denotes the space of all polynomials of order d on $\Omega$. Moreover, for some $a>0$ and any $\Omega \subset \square$ with $\operatorname{dist}\left(\partial_{\mathbf{Z}} \square, \partial \Omega\right)>a 2^{-j}$ one has

$$
\Pi_{d}(\Omega) \subseteq \operatorname{span}\left\{\psi_{\lambda}^{\mathbf{Z}}: \lambda \in \nabla^{\mathbf{Z}},|\lambda|<j\right\}=: S_{j, \mathbf{Z}}
$$

Likewise, when $\operatorname{dist}\left(\partial_{\tilde{\mathbf{Z}}} \square, \partial \Omega\right)>a 2^{-j}$ one has

$$
\Pi_{\tilde{d}}(\Omega) \subseteq \operatorname{span}\left\{\tilde{\psi}_{\lambda}^{\tilde{\mathbf{Z}}}: \lambda \in \nabla^{\mathbf{Z}},|\lambda|<j\right\}=: \tilde{S}_{j, \tilde{\mathbf{Z}}}
$$

that is, away from the part of the boundary marked by $\mathbf{Z}, \tilde{\mathbf{Z}}$, the primal and dual multiresolution spaces contain polynomials up to order $d, \tilde{d}$, respectively.
(iv) There exists $\Lambda_{\mathbf{Z}}^{\emptyset} \subset \nabla^{\mathbf{Z}}$ such that
$\bullet \nu \in \nabla^{\mathbf{Z}} \backslash \Lambda_{\mathbf{Z}}^{\emptyset}$ implies that $\operatorname{dist}\left(\partial_{\mathbf{Z}} \square, \Omega_{\nu}^{\square}\right) \lesssim 2^{-|\nu|}$.

- The collection $\left\{\psi_{\nu}^{\mathbf{Z}}: \nu \in \Lambda_{\mathbf{Z}}^{\emptyset}\right\}$ can be extended to a collection $\Psi^{\emptyset}$ of type $\mathbf{Z}=\emptyset$ (having, therefore, by (iii), full polynomial exactness of order d on all of $\square)$. Moreover, the corresponding biorthogonal collection $\tilde{\Psi}^{\{0,1\}^{n}}$ contains $\left\{\tilde{\psi}_{\nu}^{\tilde{\mathbf{Z}}}: \nu \in \Lambda_{\mathbf{Z}}^{\emptyset}\right\}$ and belongs to $\tilde{\mathcal{F}}_{\tilde{s}^{\prime}}(\square)_{\{0,1\}^{n}}$.
Likewise, there exists $\Lambda_{\mathbf{Z}}^{\{0,1\}^{n}} \subset \nabla^{\mathbf{Z}}$ such that
- $\nu \in \nabla^{\mathbf{Z}} \backslash \Lambda_{\mathbf{Z}}^{\{0,1\}^{n}}$ implies that $\operatorname{dist}\left(\partial_{\tilde{\mathbf{Z}}} \square, \Omega_{\nu}^{\square}\right) \lesssim 2^{-|\nu|}$.
- The collection $\left\{\psi_{\nu}^{\mathbf{Z}}: \nu \in \Lambda_{\mathbf{Z}}^{\{0,1\}^{n}}\right\}$ can be extended to a collection $\Psi^{\{0,1\}^{n}}$ of type $\mathbf{Z}=\{0,1\}^{n}$. Moreover, the corresponding biorthogonal collection $\tilde{\Psi}^{\emptyset}$ contains $\left\{\tilde{\psi}_{\nu}^{\mathbf{Z}}: \nu \in \Lambda_{\mathbf{Z}}^{\{0,1\}^{n}}\right\}$ and reproduces all polynomials in $\Pi_{\tilde{d}}$ on

All wavelet bases are local in the sense of (3.1.10).
In particular, (iii) implies the moment conditions

$$
\begin{equation*}
\left\langle P, \psi_{\lambda}^{\mathbf{Z}}\right\rangle=0, \quad P \in \Pi_{\tilde{d}}(\square) \cap \tilde{\mathcal{F}}_{\tilde{s}^{\prime}}(\square)_{\tilde{\mathbf{Z}}}, \quad\left\langle P, \tilde{\psi}_{\lambda}^{\tilde{\mathbf{Z}}}\right\rangle=0, \quad P \in \Pi_{d}(\square) \cap \mathcal{F}_{s^{\prime}}(\square)_{\mathbf{z}}, \text { for } \lambda \in \nabla_{-}^{\mathbf{Z}} . \tag{3.1.11}
\end{equation*}
$$

Moreover, (iv) says that away from the boundary of $\square$ the wavelets of all types $\mathbf{Z}$ can actually be arranged to coincide and that the adaptation of boundary conditions on level $j$ affects only a margin of width $2^{-j}$, which will turn out to have important implications.

Since the wavelets will ultimately be transported to the manifold $\Gamma$, we may assume without loss of generality that throughout the remainder of the paper

$$
\begin{equation*}
s^{\prime}, \tilde{s}^{\prime} \leq s<s_{\Gamma} . \tag{3.1.12}
\end{equation*}
$$

In addition to the above structural properties pertaining mainly to localization and (local) polynomial exactness we will make essential use of the following topological properties from Theorems 3.3.1 and 3.4.1 in [22]. To this end, since we have to deal with spaces for which the regularity is not tied to the order of boundary conditions, consider

$$
\mathcal{F}_{\tau, s^{\prime}}(\square)_{\mathbf{Z}}:=\left\{\begin{array}{lll}
\mathcal{F}_{\tau}(\square)_{\mathbf{Z}} & \text { for } & \tau \leq s^{\prime}  \tag{3.1.13}\\
\mathcal{F}_{s^{\prime}}(\square)_{\mathbf{Z}} \cap \mathcal{F}_{\tau}(\square) & \text { for } & s^{\prime}<\tau<d \\
H_{p}^{d}(\square) \cap \mathcal{F}_{s^{\prime}}(\square)_{\mathbf{Z}} & \text { for } & \tau=d .
\end{array}\right.
$$

The spaces $\tilde{\mathcal{F}}_{\tau, \tilde{s}^{\prime}}(\square)_{\tilde{\mathbf{Z}}}$ are defined analogously with $d, p, s, \mathbf{Z}$ replaced by $\tilde{d}, p^{\prime}, \tilde{s}^{\prime}, \tilde{\mathbf{Z}}$, respectively.

Properties C.
(i) The following Jackson inequalities hold for the multiresolution spaces $S_{j, \mathbf{Z}}, \tilde{S}_{j, \tilde{\mathbf{Z}}}$ defined in Properties $B$ (iii). One has

$$
\begin{equation*}
\inf _{v_{j} \in S_{j, \mathbf{Z}}}\left\|v-v_{j}\right\|_{\mathcal{F}_{t, s^{\prime}}(\square)_{\mathbf{z}}} \lesssim 2^{-j(\tau-t)}\|v\|_{\mathcal{F}_{\tau, s^{\prime}}(\square)_{\mathbf{z}}}, \quad v \in \mathcal{F}_{\tau, s^{\prime}}(\square)_{\mathbf{Z}} \tag{3.1.14}
\end{equation*}
$$

for $t<\gamma, t \leq \tau \leq d$, and

$$
\begin{equation*}
\inf _{v_{j} \in \tilde{S}_{j, \tilde{\mathbf{Z}}}}\left\|v-v_{j}\right\|_{\tilde{\mathcal{F}}_{t, \tilde{s}^{\prime}}(\square)_{\tilde{\mathbf{z}}}} \lesssim 2^{-j(\tau-t)}\|v\|_{\tilde{\mathcal{F}}_{\tau, \tilde{s}^{\prime}}(\square)_{\tilde{\mathbf{z}}}}, \quad v \in \tilde{\mathcal{F}}_{\tau, \tilde{s}^{\prime}}(\square)_{\tilde{\mathbf{Z}}} \tag{3.1.15}
\end{equation*}
$$

for $t \leq \tilde{\gamma}, t \leq \tau \leq \tilde{d}$. Furthermore the following inverse estimates are valid

$$
\begin{align*}
\left\|v_{j}\right\|_{\mathcal{F}_{\tau, s^{\prime}}(\square)_{\mathbf{z}}} & \lesssim 2^{j \tau}\left\|v_{j}\right\|_{L_{p}(\square)}, \quad v_{j} \in S_{j, \mathbf{Z}}  \tag{3.1.16}\\
\left\|v_{j}\right\|_{\tilde{\mathcal{F}}_{\tau, \tilde{s}^{\prime}}(\square)_{\tilde{\mathbf{z}}}} & \lesssim 2^{j \tau}\left\|v_{j}\right\|_{L_{p^{\prime}}(\square)}, \quad v_{j} \in \tilde{S}_{j, \tilde{\mathbf{Z}}}
\end{align*}
$$

(ii) For $\mathcal{F}=B_{q}^{\tau}\left(L_{p}\right)$ as above, $0<\tau \leq s^{\prime}$ and $\frac{1}{p}+\frac{1}{p^{\prime}}=\frac{1}{q}+\frac{1}{q^{\prime}}=1$ one has

$$
\begin{gather*}
\|v\|_{\mathcal{F}(\square)_{\mathbf{z}}} \sim\left(\sum_{j=j_{0}}^{\infty}\left\{2^{j\left(\frac{n}{2}-\frac{n}{p}+\tau\right)} \|\left\langle v, \tilde{\Psi}_{j}^{\tilde{\mathbf{Z}}_{\square}} \|_{\ell_{p}}\right\}^{q}\right)^{1 / q},\right.  \tag{3.1.17}\\
\|v\|_{\mathcal{F}^{*}(\square)_{\tilde{\mathbf{z}}}} \sim\left(\sum_{j=j_{0}}^{\infty}\left\{2^{j\left(\frac{n}{2}-\frac{n}{p^{\prime}}-\tau\right)}\left\|\left\langle v, \Psi_{j}^{\mathbf{Z}}\right\rangle_{\square}\right\|_{\ell_{p^{\prime}}}\right\}^{q^{\prime}}\right)^{1 / q^{\prime}} .
\end{gather*}
$$

Again analogous relations hold with interchanged roles of $\Psi^{\mathbf{Z}}, \mathbf{Z}, s^{\prime}$ and $\tilde{\Psi}^{\mathbf{Z}}, \tilde{\mathbf{Z}}, \tilde{s}^{\prime}$.
We will also have to make special use later of the following extreme cases of (3.1.17) which are perhaps worth being stated separately.

Remark 3.1.1. For $\mathcal{F}_{\tau}$ as above the basis $\Psi^{\{0,1\}^{n}}$ in Properties $B$ (iv) give rise to the relations

$$
\begin{equation*}
\left\|\chi_{\square} v\right\|_{\mathcal{F}_{\tau}\left(\mathbb{R}^{n}\right)} \sim\left(\sum_{j=j_{0}}^{\infty}\left\{2^{j\left(\frac{n}{2}-\frac{n}{p}+\tau\right)}\left\|\left\langle v, \tilde{\Psi}_{j}^{\emptyset}\right\rangle_{\square}\right\|_{\ell_{p}}\right\}^{q}\right)^{1 / q}, \quad 0<\tau \leq s^{\prime} \tag{3.1.18}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\|v\|_{\tilde{\mathcal{F}}_{\tau}(\square)} \sim\left(\sum_{j=j_{0}}^{\infty}\left\{2^{j\left(\frac{n}{2}-\frac{n}{\left.p^{\prime}+\tau\right)}\right.}\left\|\left\langle v, \Psi_{j}^{\{0,1\}^{n}}\right\rangle_{\square}\right\|_{\ell_{p^{\prime}}}\right\}^{q}\right)^{1 / q}, \quad 0<\tau \leq \tilde{s}^{\prime} \tag{3.1.19}
\end{equation*}
$$

REmARK 3.1.2. We also remark that the validity of the first relation in (3.1.17) extends to the quasi-Banach spaces obtained for $p<1$ which is important in the context of nonlinear approximation [22, 26].
3.2. Wavelets on $\Gamma_{i}$. In order to relate the above setting on $\square$ to the spaces $\mathcal{F}\left(\Gamma_{i}\right)^{\downarrow}$ we will associate with each patch $\Gamma_{i}$ a set $\mathbf{Z}^{(i)} \subset\{0,1\}^{n}$ determined by the flow. In fact, the component sets $Z_{\ell}^{(i)}$ in $\mathbf{Z}^{(i)}=Z_{1}^{(i)} \times \cdots \times Z_{n}^{(i)}$ are characterized by

$$
\begin{equation*}
\kappa_{i}^{-1}\left(\partial^{\downarrow} \Gamma_{i}\right)=\bigcup_{\ell=1}^{n}[0,1]^{\ell-1} \times Z_{\ell}^{(i)} \times[0,1]^{n-\ell} \tag{3.2.1}
\end{equation*}
$$

(where $Z_{\ell}^{(i)}$ could, of course, be empty); see (3.1.3). In other words, $\mathbf{Z}^{(i)}$ encodes the preimage of the inflow boundary $\partial^{\downarrow} \Gamma_{i}$. Accordingly, $\tilde{\mathbf{Z}}^{(i)}:=\{0,1\}^{n} \backslash \mathbf{Z}^{(i)}$ determines the preimage of the outflow boundary $\partial^{\uparrow} \Gamma_{i}$ of $\Gamma_{i}$.

Due to the assumed regularity of the mappings $\kappa_{i}$ the local smoothness spaces on $\Gamma_{i}$ can be characterized by corresponding pull-backs to the parameter domain $\square$. An immediate consequence of Remark 2.2.4 can be formulated as follows.

Remark 3.2.1. For $\mathbf{Z}^{(i)}$ defined by (3.2.1) and any regular smooth parametrization $\kappa_{i}$ of $\Gamma_{i}$ one has

$$
\begin{equation*}
\mathcal{F}(\square)_{\mathbf{Z}^{(i)}}=\left\{v \circ \kappa_{i}: v \in \mathcal{F}\left(\Gamma_{i}\right)^{\downarrow}\right\} \tag{3.2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\|v\|_{\mathcal{F}\left(\Gamma_{i}\right)^{\downarrow}} \sim\left\|v \circ \kappa_{i}\right\|_{\mathcal{F}(\square)_{\mathbf{z}^{(i)}}}, \quad v \in \mathcal{F}\left(\Gamma_{i}\right)^{\downarrow} . \tag{3.2.3}
\end{equation*}
$$

Completely analogous relations hold for $\mathcal{F}, \downarrow$ replaced by $\tilde{\mathcal{F}}, \uparrow$.

Setting $\Phi \circ \kappa_{i}:=\left\{\phi \circ \kappa_{i}: \phi \in \Phi\right\}$ and defining the push-forwards onto the patches $\Gamma_{i}$

$$
\begin{equation*}
\Psi^{\Gamma_{i}, \downarrow}:=\Psi^{\mathbf{Z}^{(i)}} \circ \kappa_{i}^{-1}, \quad \tilde{\Psi}^{\Gamma_{i}, \uparrow}:=\tilde{\Psi}^{\tilde{\mathbf{Z}}^{(i)}} \circ \kappa_{i}^{-1} \tag{3.2.4}
\end{equation*}
$$

we immediately infer from the definition of $(\cdot, \cdot)_{i}$ and (3.1.7) that these collections are biorthogonal, i.e.,

$$
\begin{equation*}
\left(\Psi^{\Gamma_{i}, \downarrow}, \tilde{\Psi}^{\Gamma_{i}, \uparrow}\right)_{i}=\left\langle\Psi^{\mathbf{Z}^{(i)}}, \tilde{\Psi}^{\tilde{\mathbf{z}}^{(i)}}\right\rangle_{\square}=\mathbf{I} \tag{3.2.5}
\end{equation*}
$$

Moreover, it follows from Remark 3.2.1 and (3.1.8) that

$$
\begin{equation*}
\Psi^{\Gamma_{i}, \downarrow} \subset \mathcal{F}_{s^{\prime}}\left(\Gamma_{i}\right)^{\downarrow}, \quad \tilde{\Psi}^{\Gamma_{i}, \uparrow} \subset \tilde{\mathcal{F}}_{\tilde{s}^{\prime}}\left(\Gamma_{i}\right)^{\uparrow} \tag{3.2.6}
\end{equation*}
$$

We can now lift the relations (3.1.17) to the patches $\Gamma_{i}$. Since by (2.2.3) and (3.2.4),

$$
\begin{equation*}
\left(v, \tilde{\Psi}^{\Gamma_{i}, \uparrow}\right)_{i}=\left\langle v \circ \kappa_{i}, \tilde{\Psi}^{\tilde{\mathbf{Z}}^{(i)}}\right\rangle_{\square}, \quad\left(v, \Psi^{\Gamma_{i}, \downarrow}\right)_{i}=\left\langle v \circ \kappa_{i}, \Psi^{\mathbf{Z}^{(i)}}\right\rangle_{\square} \tag{3.2.7}
\end{equation*}
$$

the relation (3.2.3) combined with (3.1.17) provides for $\mathcal{F}=B_{q}^{\tau}\left(L_{p}\right)$ (and the respective range of $\tau \leq s^{\prime}$ )

$$
\begin{align*}
& \|v\|_{\mathcal{F}\left(\Gamma_{i}\right)^{\downarrow}} \sim\left(\sum_{j=j_{0}}^{\infty}\left\{2^{j\left(\frac{n}{2}-\frac{n}{p}+\tau\right)}\left\|\left(v, \tilde{\Psi}_{j}^{\Gamma_{i}, \uparrow}\right)_{i}\right\|_{\ell_{p}}\right\}^{q}\right)^{1 / q}, \quad v \in \mathcal{F}\left(\Gamma_{i}\right)^{\downarrow}, \\
& \|v\|_{\mathcal{F}^{*}\left(\Gamma_{i}\right)^{\uparrow}} \sim\left(\sum_{j=j_{0}}^{\infty}\left\{2^{j\left(\frac{n}{2}-\frac{n}{p^{\prime}}-\tau\right)}\left\|\left(v, \Psi_{j}^{\Gamma_{i}, \downarrow}\right)_{i}\right\|_{\ell_{p^{\prime}}}\right\}^{q^{\prime}}\right)^{1 / q^{\prime}}, \quad v \in \mathcal{F}^{*}\left(\Gamma_{i}\right)^{\uparrow} . \tag{3.2.8}
\end{align*}
$$

Here we have used that, due to the smoothness of the $\kappa_{i}$, the Riesz maps interrelating the inner products $(\cdot, \cdot)_{i}$ and $\langle\cdot, \cdot\rangle_{\Gamma_{i}}$ are automorphisms for all the spaces $\mathcal{F}$ under consideration.

REMARK 3.2.2. Analogous relations hold, of course, when $\mathcal{F}\left(\Gamma_{i}\right)^{\downarrow}, \tilde{\Psi}_{j}^{\Gamma_{i}, \uparrow}$ in the first relation of (3.2.8) are replaced by $\tilde{\mathcal{F}}\left(\Gamma_{i}\right)^{\uparrow}, \Psi_{j}^{\Gamma_{i}, \downarrow}$, respectively. Likewise $\mathcal{F}^{*}\left(\Gamma_{i}\right)^{\uparrow}$, $\Psi_{j}^{\Gamma_{i}, \downarrow}$ in the second relation of (3.2.8) can be replaced by $\tilde{\mathcal{F}}^{*}\left(\Gamma_{i}\right)^{\downarrow}, \tilde{\Psi}_{j}^{\Gamma_{i}, \uparrow}$ and $s^{\prime}$ is replaced by $\tilde{s}^{\prime}$, respectively.
3.3. Wavelets on $\Gamma$. It is now straightforward to assemble bases on $\Gamma$. To this end, consider the inner product

$$
\begin{equation*}
\langle\cdot, \cdot\rangle_{\Pi}:=\sum_{i=1}^{N}\langle\cdot, \cdot\rangle_{\Gamma_{i}} \tag{3.3.1}
\end{equation*}
$$

on the product space $\prod_{i=1}^{N} L_{2}\left(\Gamma_{i}\right)$. Let $T, V, S, U$ denote the mappings from (2.4.6) and (2.4.7). Employing in the following the abbreviation

$$
\nabla^{i}:=\nabla^{\mathbf{Z}^{(i)}}, \quad i=1, \ldots, N
$$

for the index sets of the bases $\Psi^{\mathbf{Z}^{(i)}}, \tilde{\Psi}^{\tilde{\mathbf{Z}}^{(i)}}$, we set

$$
\begin{align*}
& \psi_{\lambda}^{\Gamma}:=P_{i} \chi_{\Gamma_{i}} \psi_{\nu}^{\Gamma_{i}, \downarrow}, \quad \lambda:=(i, \nu), \nu \in \nabla^{i}, i=1, \ldots, N, \\
& \tilde{\psi}_{\lambda}^{\Gamma}:=P_{i}^{*} \chi_{\Gamma_{i}} g_{i}^{-1} \tilde{\psi}_{\nu}^{\Gamma_{i}, \uparrow}, \quad \lambda:=(i, \nu), \nu \in \nabla^{i}, i=1, \ldots, N, \tag{3.3.2}
\end{align*}
$$

where $g_{i}$ is defined by (2.2.2). Note that these relations can be further simplified. In fact, by (3.2.6), (2.5.13), and the definition (2.4.3) of the $P_{i}$, one has

$$
\begin{equation*}
\psi_{\lambda}^{\Gamma}=\chi_{\Gamma_{i}^{\uparrow}} E_{i} \psi_{\nu}^{\Gamma_{i}, \downarrow}, \quad \lambda=(i, \nu) \in \nabla^{\Gamma} \tag{3.3.3}
\end{equation*}
$$

Setting

$$
\nabla^{\Gamma}:=\bigcup_{i=1}^{N}\left(\{i\} \times \nabla^{i}\right)
$$

(and analogously for the components $\Delta_{+}, \nabla_{-}$) the collections

$$
\begin{equation*}
\Psi^{\Gamma}:=\left\{\psi_{\lambda}^{\Gamma}: \lambda \in \nabla^{\Gamma}\right\}, \quad \tilde{\Psi}^{\Gamma}:=\left\{\tilde{\psi}_{\lambda}^{\Gamma}: \lambda \in \nabla^{\Gamma}\right\} \tag{3.3.4}
\end{equation*}
$$

are natural candidates for wavelets on $\Gamma$.
To see this, we may identify, in view of (3.2.6), each $\psi_{\nu}^{\Gamma_{i}, \downarrow}, \nu \in \nabla^{i}$, with an element $\mathbf{v}_{\nu}^{i, \downarrow} \in \Pi \mathcal{F} \downarrow$, obtained by setting all other components to zero. Analogously define $\mathbf{v}_{\nu}^{\Gamma_{i}, \uparrow}$ with $\psi_{\nu}^{\Gamma_{i}, \downarrow}$ replaced by $g_{i}^{-1} \tilde{\psi}_{\nu}^{\Gamma_{i}, \uparrow}$. By (2.4.7), this means that

$$
\begin{equation*}
\psi_{\lambda}^{\Gamma}=S \mathbf{v}_{\nu}^{i, \downarrow}, \quad \tilde{\psi}_{\lambda}^{\Gamma}=U \mathbf{v}_{\nu}^{i, \uparrow}, \quad \lambda=(i, \nu) \in \nabla^{\Gamma} \tag{3.3.5}
\end{equation*}
$$

in brief

$$
\begin{equation*}
\Psi^{\Gamma}=S\left\{\Psi^{\Gamma_{i}, \downarrow}\right\}_{i=1}^{N}, \quad \tilde{\Psi}^{\Gamma}=U\left\{g_{i}^{-1} \tilde{\Psi}^{\Gamma_{i}, \uparrow}\right\}_{i=1}^{N} \tag{3.3.6}
\end{equation*}
$$

The following observation confirms that the collections $\Psi^{\Gamma}$ and $\tilde{\Psi}^{\Gamma}$ are reasonable candidates for wavelet bases on $\Gamma$.

Theorem 3.1. Suppose that Properties B hold for the wavelet bases on $\square$. Then the collections $\Psi^{\Gamma}, \tilde{\Psi}^{\Gamma}$ defined by (3.3.6) are biorthogonal with respect to the canonical inner product on $\Gamma$

$$
\begin{equation*}
\left\langle\Psi^{\Gamma}, \tilde{\Psi}^{\Gamma}\right\rangle_{\Gamma}=\mathbf{I} \tag{3.3.7}
\end{equation*}
$$

Proof. By (3.3.2), we obtain for $\lambda=(i, \nu), \lambda^{\prime}=(l, \mu)$

$$
\left\langle\psi_{\lambda}^{\Gamma}, \tilde{\psi}_{\lambda^{\prime}}^{\Gamma}\right\rangle_{\Gamma}=\left\langle S \mathbf{v}_{\nu}^{i, \downarrow}, U \mathbf{v}_{\mu}^{l, \uparrow}\right\rangle_{\Gamma}=\left\langle\mathbf{v}_{\nu}^{i, \downarrow}, S^{*} U \mathbf{v}_{\mu}^{l, \uparrow}\right\rangle_{\Pi}
$$

In view of (2.4.17) and the fact that $P_{i}^{*} P_{l}^{*}=\delta_{i, l} P_{i}^{*}$, the right-hand side becomes

$$
\left\langle\mathbf{v}_{\nu}^{i, \downarrow}, S^{*} U \mathbf{v}_{\mu}^{l, \uparrow}\right\rangle_{\Pi}=\delta_{i, l}\left\langle\psi_{\nu}^{\Gamma_{i}, \downarrow}, P_{i}^{*}\left(\chi_{\Gamma_{i}} g_{l}^{-1} \tilde{\psi}_{\mu}^{\Gamma_{l}, \uparrow}\right)\right\rangle_{\Gamma_{i}}
$$

where we have used (2.4.7). Since, by Theorem 2.2, $\left.\left(P_{i}^{*} \chi_{\Gamma_{i}^{\downarrow \downarrow}} v\right)\right|_{\Gamma_{i}}=\left.v\right|_{\Gamma_{i}}$ for $\left.v\right|_{\Gamma_{i}} \in$ $\tilde{\mathcal{F}}\left(\Gamma_{i}\right)^{\uparrow}$, we conclude

$$
\left\langle\psi_{\lambda}^{\Gamma}, \tilde{\psi}_{\lambda^{\prime}}^{\Gamma_{\Gamma}}\right\rangle_{\Gamma}=\delta_{i, l}\left\langle\psi_{\nu}^{\Gamma_{i}, \downarrow}, g_{l}^{-1} \tilde{\psi}_{\mu}^{\Gamma_{l}, \uparrow}\right\rangle_{\Gamma_{i}}=\delta_{i, l} \delta_{\nu, \mu},
$$

where we have first used (2.2.4) to switch from $\langle\cdot, \cdot\rangle_{\Gamma_{i}}$ to $(\cdot, \cdot)_{i}$ and then employed (3.1.7). This confirms biorthogonality (3.3.7).

A closer look at the above construction principle (3.3.2) reveals that one can similarly realize biorthogonality relative to some modified inner product which could, for instance, be required from a particular variational formulation of an operator equation. In absence of any such specification we focus here on the standard inner product as opposed to one that depends on the construction of the wavelet bases as, e.g., in $[7,12,21]$.

REmARK 3.3.1. Recall that the wavelets on $\Gamma_{i}$ have been defined for any regular parametrization of $\Gamma_{i}$. Their construction is in this sense completely local and independent of the neighboring patches. The global regularity of the manifold enters the construction of the wavelets on $\Gamma$ only through the extension operators in (3.3.3). Only the application of these extension operators (or their adjoints) will require smoothly joining locally (re)parametrizations of neighboring patches; see sections 4, 5 below.
3.4. Approximation and inverse properties, norm equivalences. We are now ready to discuss the stability properties of the bases $\Psi^{\Gamma}, \tilde{\Psi}^{\Gamma}$ on $\Gamma$. The first step is to know how accurately one can approximate by elements of the spaces

$$
\begin{equation*}
\text { 1) } S_{j}:=\operatorname{span}\left\{\psi_{\lambda}^{\Gamma}: \lambda \in \nabla,|\lambda|<j\right\}, \quad \tilde{S}_{j}:=\operatorname{span}\left\{\tilde{\psi}_{\lambda}^{\Gamma}: \lambda \in \nabla,|\lambda|<j\right\} \tag{3.4.1}
\end{equation*}
$$

Theorem 3.2. Under the above assumptions one has for any $0 \leq \tau \leq s^{\prime}$

$$
\begin{equation*}
\inf _{v_{j} \in S_{j}}\left\|v-v_{j}\right\|_{\mathcal{F}_{\tau}(\Gamma)} \lesssim 2^{-j(s-\tau)}\|v\|_{\mathcal{F}_{s}(\Gamma)}, \quad v \in \mathcal{F}_{s}(\Gamma) \tag{3.4.2}
\end{equation*}
$$

and similarly for $0 \leq \tau \leq \tilde{s}^{\prime}$

$$
\begin{equation*}
\inf _{v_{j} \in \tilde{S}_{j}}\left\|v-v_{j}\right\|_{\tilde{\mathcal{F}}_{\tau}(\Gamma)} \lesssim 2^{-j(s-\tau)}\|v\|_{\tilde{\mathcal{F}}_{s}(\Gamma)}, \quad v \in \tilde{\mathcal{F}}_{s}(\Gamma) \tag{3.4.3}
\end{equation*}
$$

Moreover, when $\mathcal{F}_{s^{\prime}}=H^{s^{\prime}}=B_{2}^{s^{\prime}}\left(L_{2}\right)$ assume that for a given $v \in \mathcal{F}_{s}(\Gamma)$ the components $v^{i}$ of $T v=\left\{v^{i}\right\}_{i=1}^{N}$, respectively, of $V v=\left\{v^{i}\right\}_{i=1}^{N}$, are smooth. Then one has

$$
\begin{equation*}
\inf _{v_{j} \in V_{j}}\left\|v-v_{j}\right\|_{L_{2}(\Gamma)} \lesssim 2^{-m j}\left(\sum_{i=1}^{N}\left\|v^{i}\right\|_{H^{m}(\Gamma)}\right) \tag{3.4.4}
\end{equation*}
$$

with $m=d, \tilde{d}$, when $V_{j}=S_{j}, \tilde{S}_{j}$, respectively.
Proof. Recall from (3.3.2) that any $v_{j}=\sum_{\lambda \in \nabla^{\Gamma},|\lambda|<j} d_{\lambda} \psi_{\lambda}^{\Gamma}$ has the form $v_{j}=\sum_{i=1}^{N} \sum_{\nu \in \nabla^{i},|\nu|<j} d_{i, \nu} P_{i} \chi_{\Gamma_{i}} \psi_{\nu}^{\Gamma_{i}, \downarrow}$. Moreover, since by Theorem 2.1, (2.4.7), $v=S T v=\sum_{l=1}^{N} P_{l} \chi_{\Gamma_{l}} v^{l}$ one readily infers from (2.4.8) and (2.5.13) that $\left.\left(P_{i} v\right)\right|_{\Gamma_{i}}=$ $v^{i}$. Thus Proposition 2.4.1 (i) yields

$$
\left.\left(P_{i}\left(v-v_{j}\right)\right)\right|_{\Gamma_{i}}=v^{i}-\sum_{\nu \in \nabla^{i},|\nu|<j} d_{i, \nu} \psi_{\nu}^{\Gamma_{i}, \downarrow}
$$

Therefore, one obtains by Theorem 2.3 for $0 \leq \tau \leq s^{\prime}<s_{\Gamma}$

$$
\begin{equation*}
\inf _{v_{j} \in S_{j}}\left\|v-v_{j}\right\|_{\mathcal{F}_{\tau}(\Gamma)}^{2} \lesssim \sum_{i=1}^{N} \inf _{d_{i, \nu}}\left\|v^{i}-\sum_{\nu \in \nabla^{i},|\nu|<j} d_{i, \nu} \psi_{\nu}^{\Gamma_{i}, \downarrow}\right\|_{\mathcal{F}_{\tau}\left(\Gamma_{i}\right)^{\downarrow}} \tag{3.4.5}
\end{equation*}
$$

From Properties C (i), (3.1.14), and Remark 2.2.4, we infer that

$$
\begin{aligned}
\inf _{d_{i, \nu}}\left\|v^{i}-\sum_{\nu \in \nabla^{i},|\nu|<j} d_{i, \nu} \psi_{\nu}^{\Gamma_{i}, \downarrow}\right\|_{\mathcal{F}_{\tau}\left(\Gamma_{i}\right) \downarrow} & \left.\lesssim \inf _{d_{i, \nu}}\left\|v^{i} \circ \kappa_{i}-\sum_{\nu \in \nabla^{i},|\nu|<j} d_{i, \nu} \psi_{\nu}^{\mathbf{Z}^{(i)}}\right\|_{\mathcal{F}_{\tau}(\square)}\right)_{\mathbf{z}^{(i)}} \\
& \lesssim 2^{-j(s-\tau)}\left\|v^{i} \circ \kappa_{i}\right\|_{\mathcal{F}_{s}(\square)}^{\mathbf{z}^{(i)}} \\
& \lesssim 2^{-j(s-\tau)}\left\|\left.v^{i}\right|_{\Gamma_{i}}\right\|_{\mathcal{F}_{s}\left(\Gamma_{i}\right) \downarrow}
\end{aligned}
$$

Combining this with (3.4.5) and invoking Theorem 2.3 yields (3.4.2) for $s^{\prime} \geq \tau \geq 0$ and $V_{j}=S_{j}$.

Let us establish now the estimates for the dual multiresolution spaces $\tilde{S}_{j}$. Since $g_{i}^{-1} \tilde{\psi}_{\nu}^{\Gamma_{i}, \uparrow} \in \tilde{\mathcal{F}}_{\tau}\left(\Gamma_{i}\right)^{\uparrow}$ for $\tau \leq \tilde{s}^{\prime}<s_{\Gamma}$ the second relation of (2.5.13) in Theorem 2.2 implies that $\left.\left(P_{i}^{*} \chi_{\Gamma_{i}} g_{i}^{-1} \tilde{\psi}_{\nu}^{\Gamma_{i}, \uparrow}\right)\right|_{\Gamma_{i}}=g_{i}^{-1} \tilde{\psi}_{\nu}^{\Gamma_{i}, \uparrow}$, we conclude as above (this time using Proposition 2.4.2) that

$$
\inf _{v_{j} \in \tilde{S}_{j}}\left\|v-\tilde{v}_{j}\right\|_{\mathcal{F}_{\tau}(\Gamma)}^{2} \lesssim \sum_{i=1}^{N} \inf _{d_{i, \nu}}\left\|\left.\left(P_{i}^{*} v\right)\right|_{\Gamma_{i}}-\sum_{\nu \in \nabla^{i},|\nu|<j} d_{i, \nu} g_{i}^{-1} \tilde{\psi}_{\nu}^{\Gamma_{i}, \uparrow}\right\|_{\tilde{\mathcal{F}}_{\tau}\left(\Gamma_{i}\right) \uparrow}^{2} .
$$

Thus it remains to estimate $\left\|g_{i}^{-1}\left(g_{i} v^{i}-\sum_{\nu \in \nabla^{i},|\nu|<j} d_{i, \nu} \tilde{\psi}_{\nu}^{\Gamma_{i}, \uparrow}\right)\right\|_{\tilde{\mathcal{F}}_{\tau}\left(\Gamma_{i}\right)^{\top}}$ which, in view of (3.1.15), proceeds exactly as above. This confirms (3.4.3) for $s \geq \tau \geq 0$.

The rest of the assertion follows again from (3.1.14) applied to the pull-back of

$$
\inf _{d_{i, \nu}}\left\|v^{i}-\sum_{\nu \in \nabla^{i},|\nu|<j} d_{i, \nu} \psi_{\nu}^{\Gamma_{i}, \downarrow}\right\|_{\mathcal{F}_{\tau}\left(\Gamma_{i}\right) \downarrow} \lesssim 2^{-j(d-\tau)}\left\|v^{i}\right\|_{\mathcal{F}_{d, s^{\prime}}\left(\Gamma_{i}\right)},
$$

where $\mathcal{F}_{d, s^{\prime}}\left(\Gamma_{i}\right)$ is the push-forward of $\mathcal{F}_{d, s^{\prime}}(\square)_{\mathbf{Z}^{(i)}}=H^{d}(\square) \cap \mathcal{F}_{s^{\prime}}(\square)_{\mathbf{Z}^{(i)}}$.
Remark 3.4.1. When $\Gamma$ had a boundary, one could have incorporated homogeneous Dirichlet boundary conditions on all or part of the boundary composed of a union of patch boundaries. It is obvious from the above proof that analogous estimates persist to hold as long as the approximands satisfy corresponding boundary conditions. Details are left to the reader.

There is the following counterpart to estimates of the type (3.4.2).
Remark 3.4.2. One has

$$
\begin{equation*}
\left\|v_{j}\right\|_{\mathcal{F}_{\tau, s^{\prime}}(\Gamma)} \lesssim 2^{\tau j}\left\|v_{j}\right\|_{L_{p}(\Gamma)}, \quad v_{j} \in S_{j}, 0 \leq \tau<\min \left\{s_{\Gamma}, \gamma\right\} \tag{3.4.6}
\end{equation*}
$$

An analogous estimate holds for the spaces $\tilde{S}_{j}$ with $\mathcal{F}, p, s^{\prime}, \gamma$, replaced by $\tilde{\mathcal{F}}, p^{\prime}, \tilde{s}^{\prime}, \tilde{\gamma}$.
Proof. Properties C (i) (3.1.16) ensures that

$$
\begin{equation*}
\left\|v_{j}\right\|_{\mathcal{F}_{\tau, s^{\prime}}(\square)_{\mathbf{z}^{(i)}}} \lesssim 2^{\tau j}\left\|v_{j}\right\|_{L_{p}(\square)}, \quad v_{j} \in S_{j, \mathbf{Z}^{(i)}} \forall 0 \leq \tau \leq \gamma . \tag{3.4.7}
\end{equation*}
$$

Analogous estimates for the spaces $\mathcal{F}_{\tau}\left(\Gamma_{i}\right)^{\downarrow}$ follow immediately from Remark 3.2.1. Now one can invoke Theorem 2.3 to confirm (3.4.6).

Because of its importance we consider first the special case $\mathcal{F}_{\tau}=H^{\tau}$, i.e., $p=q=$ 2. Combining Theorem 3.2 with Remark 3.4.2 we can apply Corollary 5.2 in [14] to conclude the following Sobolev norm equivalences for a whole regularity range which play a key role in wavelet concepts for the numerical solution of operator equations; see section 5 .

Theorem 3.3. Under the above assumptions one has for any $v \in H^{\tau}(\Gamma)$

$$
\begin{equation*}
\|v\|_{H^{\tau}(\Gamma)} \sim\left(\sum_{\lambda \in \nabla^{\Gamma}} 2^{2 \tau|\lambda|}\left|\left\langle v, \tilde{\psi}_{\lambda}^{\Gamma}\right\rangle_{\Gamma}\right|^{2}\right)^{1 / 2}, \quad \tau \in\left[-\tilde{s}^{\prime}, s^{\prime}\right] ; \tag{3.4.8}
\end{equation*}
$$

see (3.1.12), where for $\tau<0$ we mean as usual $H^{\tau}(\Gamma)=\left(H^{-\tau}(\Gamma)\right)^{*}$. An analogous relation holds with $\tilde{\psi}_{\lambda}^{\Gamma}$ replaced by $\psi_{\lambda}^{\Gamma}$ and reversed end points of the interval describing the range of validity. In particular, $\Psi^{\Gamma}, \tilde{\Psi}^{\Gamma}$ are Riesz bases for $L_{2}(\Gamma)$.

Again we could have formulated analogous relations for Sobolev spaces $H_{0, D}^{s}(\Gamma)$ satisfying homogeneous Dirichlet boundary conditions on some part $D$ of the boundary of $\Gamma$.

Remark 3.4.3. In the case $p=2=q$, i.e., $\mathcal{F}_{s}=H^{s}$ it is important to estimate the error in dual norms; see [19]. In particular, we have for $-\sigma \leq \tau \leq \sigma$

$$
\begin{equation*}
\inf _{v_{j} \in V_{j}}\left\|v-v_{j}\right\|_{H^{\tau}(\Gamma)} \lesssim 2^{-j(s-\tau)}\|v\|_{H^{s}(\Gamma)}, \quad v \in H^{s}(\Gamma) \tag{3.4.9}
\end{equation*}
$$

where $\sigma=s^{\prime}<\gamma, \tilde{s}^{\prime}<\tilde{\gamma}$ for $V_{j}=S_{j}, \tilde{S}_{j}$, respectively.
Proof. As usual one can use duality for the case $\tau<0$. In fact, let

$$
Q_{j} v:=\sum_{\lambda \in \nabla^{\Gamma}}\left\langle v, \tilde{\psi}_{\lambda}^{\Gamma}\right\rangle_{\Gamma} \psi_{\lambda}^{\Gamma}, \quad Q_{j}^{*} v:=\sum_{\lambda \in \nabla^{\Gamma}}\left\langle v, \psi_{\lambda}^{\Gamma}\right\rangle_{\Gamma} \tilde{\psi}_{\lambda}^{\Gamma},
$$

and observe that, due to the uniform boundedness of the $Q_{j}, Q_{j}^{*}$ in $H^{\tau}(\Gamma), 0 \leq \tau \leq$ $s^{\prime}, \tilde{s}^{\prime}$, which follows from Theorem 3.3,

$$
\left\|v-Q_{j} v\right\|_{H^{\tau}(\Gamma)} \lesssim \inf _{v_{j} \in S_{j}}\left\|v-v_{j}\right\|_{H^{\tau}(\Gamma)}, \quad\left\|v-Q_{j}^{*} v\right\|_{H^{\tau}(\Gamma)} \lesssim \inf _{\tilde{v}_{j} \in \tilde{S}_{j}}\left\|v-\tilde{v}_{j}\right\|_{H^{\tau}(\Gamma)} .
$$

Now suppose that $0<\tau \leq s$ and note that

$$
\begin{aligned}
\left\|v-Q_{j} v\right\|_{H^{-\tau}(\Gamma)} & =\sup _{\|w\|_{H^{\tau}(\Gamma)}=1}\left\langle Q_{j} v-v, w\right\rangle_{\Gamma}=\sup _{\|w\|_{H^{\tau}(\Gamma)}=1}\left\langle\left(Q_{j}-I\right)^{2} v, w\right\rangle_{\Gamma} \\
& =\sup _{\|w\|_{H^{\tau}(\Gamma)}=1}\left\langle Q_{j} v-v, Q_{j}^{*} w-w\right\rangle_{\Gamma} \\
& \leq \sup _{\|w\|_{H^{\tau}(\Gamma)}=1}\left\|Q_{j} v-v\right\|_{L_{2}(\Gamma)}\left\|w-Q_{j}^{*} w\right\|_{L_{2}(\Gamma)} \\
& \left.\lesssim \sup _{\|w\|_{H^{\tau}(\Gamma)}=1}\left(2^{-j \tau}\|w\|_{H^{\tau}(\Gamma)}\right)^{-j s}\|v\|_{H^{s}(\Gamma)}\right),
\end{aligned}
$$

where we have used the previously established estimates for positive Sobolev indices. The reasoning for $\tilde{S}_{j}$ is completely analogous.

We conclude this section with similar norm equivalences for the general case of Besov spaces $\mathcal{F}_{\tau}=B_{q}^{\tau}\left(L_{p}\right)$. This time we combine the local relations (3.2.8) with Theorem 2.3 to derive similar relations for $\Gamma$.

Theorem 3.4. One has for $\mathcal{F}=B_{q}^{\tau}\left(L_{p}\right)$ and $\frac{1}{p}+\frac{1}{p^{\prime}}=\frac{1}{q}+\frac{1}{q^{\prime}}=1,0<\tau \leq s^{\prime}$,

$$
\begin{equation*}
\|v\|_{\mathcal{F}(\Gamma)} \sim\left(\sum_{j=j_{0}}^{\infty}\left\{2^{j\left(\frac{n}{2}-\frac{n}{p}+\tau\right)}\left\|\left\langle v, \tilde{\Psi}_{j}^{\Gamma}\right\rangle_{\Gamma}\right\|_{\ell_{p}}\right\}^{q}\right)^{1 / q}, \quad v \in \mathcal{F}(\Gamma), \tag{3.4.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\|v\|_{\mathcal{F}^{*}(\Gamma)} \sim\left(\sum_{j=j_{0}}^{\infty}\left\{2^{j\left(\frac{d}{2}-\frac{d}{p^{\prime}}-\tau\right)}\left\|\left\langle v, \Psi_{j}^{\Gamma}\right\rangle_{\Gamma}\right\|_{\ell_{p^{\prime}}}\right\}^{q^{\prime}}\right)^{1 / q^{\prime}} \quad, \quad v \in \mathcal{F}^{*}(\Gamma) . \tag{3.4.11}
\end{equation*}
$$

Analogous relations hold when interchanging the roles of $\Psi^{\Gamma}, s^{\prime}$ and $\tilde{\Psi}^{\Gamma}, \tilde{s}^{\prime}$.
Proof. By Theorem 2.3, we have

$$
\begin{equation*}
\|v\|_{\mathcal{F}(\Gamma)} \sim\left(\sum_{i=1}^{N}\left\|\left.\left(P_{i} v\right)\right|_{\Gamma_{i}}\right\|_{\mathcal{F}\left(\Gamma_{i}\right)^{\downarrow}}^{q}\right)^{1 / q} \tag{3.4.12}
\end{equation*}
$$

Invoking (3.2.8), one obtains

$$
\begin{equation*}
\left\|\left.\left(P_{i} v\right)\right|_{\Gamma_{i}}\right\|_{\mathcal{F}\left(\Gamma_{i}\right)^{\downarrow}}^{q} \sim \sum_{j=j_{0}}^{\infty}\left\{2^{j\left(\frac{n}{2}-\frac{n}{p}+\tau\right)}\left\|\left(P_{i} v, \tilde{\Psi}_{j}^{\Gamma_{i}, \uparrow}\right)_{i}\right\|_{\ell_{p}}\right\}^{q} . \tag{3.4.13}
\end{equation*}
$$

Since again, by (2.2.4) and (3.3.2), analogous reasoning to the above yields

$$
\begin{align*}
\left(P_{i} v, \tilde{\psi}_{\nu}^{\Gamma_{i}, \uparrow}\right)_{i} & =\left\langle P_{i} v, g_{i}^{-1} \tilde{\psi}_{\nu}^{\Gamma_{i}, \uparrow}\right\rangle_{\Gamma_{i}}=\left\langle P_{i} v, \chi_{\Gamma_{i}} g_{i}^{-1} \tilde{\psi}_{\nu}^{\Gamma_{i}, \uparrow}\right\rangle_{\Gamma} \\
& =\left\langle v, P_{i}^{*} \chi_{\Gamma_{i}} g_{i}^{-1} \tilde{\psi}_{\nu}^{\Gamma_{i}, \uparrow}\right\rangle_{\Gamma}=\left\langle v, \tilde{\psi}_{(i, \nu)}^{\Gamma}\right\rangle \tag{3.4.14}
\end{align*}
$$

and combining (3.4.12), (3.4.13), and (3.4.14) provides (3.4.10). The equivalence relation (3.4.11) follows by analogous arguments based on (2.5.19) in Theorem 2.3 and again in (3.2.8).

Note that we could have recovered Theorem 3.3 from Theorem 3.4 combined with an interpolation and duality argument; see [14]. Accordingly, we would get for $\tau=0$ a norm equivalence for $B_{q}^{0}\left(L_{p}(\Gamma)\right)$ which differs from $L_{p}$ when $p \neq 2$.

Remark 3.4.4. Again if one dispenses with duality relations, the validity of equivalences of the type (3.4.10) (for positive regularity index $\tau$ ) extends to $p<1$ which follows from Remark 3.1.2 and a corresponding version of the first relation in (2.5.17) of Theorem 2.3.
4. Extensions. The above construction and, in particular, its practicality hinges on the identification of suitable extension operators. This section is devoted to this issue. We will depart from the development in [9] by interrelating the construction of extension operators directly with the wavelet bases on $\square$. This will result in scaledependent extensions. First we need a few preparations.
4.1. Lifted extensions. In view of the preceding development it is natural to construct extensions in the parameter domain and then lift them to the manifold. To this end, we adhere to the notation in section 3.1 and recall the meaning of $\square_{\tilde{\mathbf{Z}}^{(i)}}$ from (3.2.1) and (3.1.2). At this point we have to interrelate the parametrizations of the patches $\Gamma_{i}$ with the global smoothness of the manifold. For every patch $\Gamma_{i}$ this will concern only $\kappa_{i}$ and the parametrizations of neighboring patches. In particular, at no point will our approach ever require any specific global parametric representation of $\Gamma$. We will address this issue in two steps. First we identify the conceptually relevant property which holds in full generality, then we formulate a more specified version which is desirable from a practical point of view. Since the validity of this latter property has been verified for various concrete constructions only for $n \leq 2$, we prefer to state it separately.

Property G. There exists a neighborhood $\diamond \subset \mathbb{R}^{n}$ of $\square$, i.e., $\operatorname{dist}(\partial \square, \partial \diamond) \geq$ $a>0$, such that for each $i=1, \ldots, N$ one can find a neighborhood $\hat{\Gamma}_{i}$ of $\Gamma_{i}$ in the above sense and a parametric mapping $\hat{\kappa}_{i}$ such that

$$
\begin{equation*}
\hat{\kappa}_{i}(\diamond)=\hat{\Gamma}_{i}, \quad \hat{\kappa}_{i}, \hat{\kappa}_{i}^{-1} \in C^{m, 1},\left.\quad \hat{\kappa}_{i}\right|_{\square}=\kappa_{i} \tag{4.1.1}
\end{equation*}
$$

In brief, each $\kappa_{i}$ can be extended to a $C^{m, 1}$-homeomorphism to some open neighborhood of $\Gamma_{i}$.

We emphasize first that Property G entails no constraints on the topology of $\Gamma$. In fact, recall that our smoothness assumption on $\Gamma$ means that there exists a covering $\mathcal{C}$ of $\Gamma$ of neighborhoods $\Gamma^{\prime}$ which are $C^{m, 1}$-homeomorphic images of neigborhoods in $\mathbb{R}^{n}$. Since $\Gamma$ is compact, one can subdivide the patch complex $\left\{\Gamma_{i}\right\}$ finiteley many times, e.g., by dyadic subdivisions of the parameter domain $\square$, such that the closure of each of the resulting cubical patches on $\Gamma$ is fully contained in some neighborhood in $\mathcal{C}$. Thus, independently of the topology of $\Gamma$, there exists a $C^{m, 1}$ parametrization of a neighborhood of each patch in the (subdivided) complex as stated in Property G.

Of course, this argument is not very practical. A little more effort shows that extensibility in the sense of (4.1.1) can be confirmed without subdividing the patch complex. A constructive argument can be based on building first a $C^{m, 1}$-extension of a given $\kappa_{i}$ which takes a neigborhood of $\square$ into a $C^{m, 1}$ parametric extension of $\Gamma_{i}$ staying close to $\Gamma$. A suitable "smooth correction" yields then a $C^{m, 1}$ parametric representation of a neighborhood of $\Gamma_{i}$ in $\Gamma$. While Property G is important for theoretical reasons it is not quite satisfactory from a practical point of view so that we dispense here with going into more details of the argument.

A practical counterpart to Property G that in the framework of [31, 42, 44] is realized for arbitrary topology can now be formulated as follows.

Property $G^{\prime}$. For any $i \in\{1, \ldots, N\}$, let

$$
\hat{\Gamma}_{i}:=\bigcup\left\{\bar{\Gamma}_{l}: \bar{\Gamma}_{l} \cap \bar{\Gamma}_{i} \neq \emptyset\right\}
$$

denote the union of all patches whose closure intersects the closure of $\Gamma_{i}$. If $\hat{\Gamma}_{i}$ is topologically equivalent to a domain in $\mathbb{R}^{n}$, then there exists a neighborhood $\diamond \subset \mathbb{R}^{n}$ of $\square$ and a parametric mapping $\hat{\kappa}_{i}$ such that

$$
\begin{equation*}
\hat{\kappa}_{i}(\diamond)=\hat{\Gamma}_{i}, \quad \hat{\kappa}_{i} \hat{\kappa}_{i}^{-1} \in C^{m, 1},\left.\quad \hat{\kappa}_{i}\right|_{\Gamma_{i}}=\kappa_{i} \tag{4.1.2}
\end{equation*}
$$

Moreover, $\diamond$ is a disjoint union of subdomains of the form $\rho_{l}(\square),\left(\rho_{i}(\square)=\square\right)$ such that

$$
\begin{equation*}
\hat{\kappa}_{i}\left(\rho_{l}(\square)\right)=\Gamma_{l} \tag{4.1.3}
\end{equation*}
$$

i.e., the restriction of $\hat{\kappa}_{i}$ to $\rho_{l}(\square)$ is a regular reparametrization of $\kappa_{l}$.

Of course, the assumption that $\hat{\Gamma}_{i}$ is topologically equivalent to a domain in $\mathbb{R}^{n}$ is no serious restriction and can always be enforced by one subdivision step (which may be needed for separating singular vertices anyway, recall the discussion in section 2.1). We will therefore assume throughout the following that this holds for each $\hat{\Gamma}_{i}$.

For simplicity, assume now the validity of Property $\mathrm{G}^{\prime}$ in the general case. First recall that $\square_{\tilde{\mathbf{Z}}^{(i)}}, \Gamma_{i}^{\uparrow}$ are subsets of $\diamond$ and $\hat{\Gamma}_{i}$, respectively. Therefore let $\kappa_{i}^{\uparrow}$ denote the restriction of $\hat{\kappa}_{i}$ to $\square_{\tilde{\mathbf{Z}}^{(i)}}$, i.e.,

$$
\begin{equation*}
\kappa_{i}^{\uparrow}\left(\square_{\tilde{\mathbf{Z}}^{(i)}}\right)=\Gamma_{i}^{\uparrow},\left.\quad \kappa_{i}^{\uparrow}\right|_{\square}=\kappa_{i} . \tag{4.1.4}
\end{equation*}
$$

We could also work with Property G in which case $\Gamma_{i}^{\uparrow}$ has to be replaced by a suitable subset that still contains the relative interior of the outflow boundary (employing reparametrizations one does not have to restrict the domain $\square_{\tilde{\mathbf{Z}}^{(i)}}$ ). Of course, the smoothness of $\kappa_{i}^{\uparrow}$ (and analogously of $\kappa_{i}^{\downarrow}$ ) is now limited by the global smoothness of $\Gamma$.

Note that each mapping $\kappa_{i}: \square \rightarrow \Gamma_{i}$ (and likewise $\kappa_{i}^{\uparrow}$ ) induces a mapping $\kappa_{i}^{*}$ : $\mathcal{F}\left(\Gamma_{i}\right) \rightarrow \mathcal{F}(\square)$ by

$$
\begin{equation*}
\left(\kappa_{i}^{*} v\right)(y)=v\left(\kappa_{i}(y)\right), \quad y \in \square \tag{4.1.5}
\end{equation*}
$$

Now suppose that $A_{\tilde{\mathbf{Z}}^{(i)}}$ is an extension from $\mathcal{F}(\square)$ into $\mathcal{F}\left(\square_{\tilde{\mathbf{Z}}^{(i)}}\right)$ satisfying (2.5.7) and (2.5.8) and define

$$
\begin{equation*}
E_{i}=\left(\kappa_{i}^{\uparrow}\right)^{*-1} A_{\tilde{\mathbf{Z}}^{(i)}} \kappa_{i}^{*}, \quad i=1, \ldots, N \tag{4.1.6}
\end{equation*}
$$

It is not hard to verify that then the $E_{i}$ also satisfy (2.5.7) and (2.5.8).
Straightforward calculations show that when $E_{i}$ is defined by (4.1.6) then the adjoints $E_{i}^{*}$ are given by

$$
\begin{equation*}
E_{i}^{*}=\left(\kappa_{i}^{-1}\right)^{*}\left(\left|\partial \kappa_{i}\right|^{-1} A_{\tilde{\mathbf{Z}}^{(i)}}^{*}\left(\left|\partial \kappa_{i}^{\uparrow}\right|\left(\kappa_{i}^{\uparrow}\right)^{*}\right)\right. \tag{4.1.7}
\end{equation*}
$$

It will be instructive to consider now the following concrete type of extensions used in [9] which will serve as one possible building block.
4.2. Hestenes extensions. Since all the domains appearing in the above construction are cubes, hyperrectangles, and their parametric images, it is natural to employ tensor products of extension operators for the unit interval. Following [9], suitable versions of Hestenes extensions appear to be a possible choice which will be pointed out first since it may be used as a starting point for subsequent modifications to be explained in more detail later. To this end, choose for some $l \in \mathbb{N}$ real numbers $\beta_{i}$ such that

$$
-2 \leq \beta_{1}<\cdots<\beta_{l} \leq-\frac{1}{2}
$$

and assume that $\eta \in C^{\infty}(\mathbb{R})$ satisfies

$$
\eta(x)= \begin{cases}1, & x \in\left[-\frac{1}{4}, \frac{1}{4}\right]  \tag{4.2.1}\\ 0, & x \notin\left(-\frac{1}{2}, \frac{1}{2}\right)\end{cases}
$$

Of course, the support of the cut-off function $\eta$ could be chosen to be much smaller. The present choice refers for simplicity to Property $\mathrm{G}^{\prime}$ which is relevant for practical applications. Adaptations to Property G are straightforward and left to the reader. Now define

$$
\begin{align*}
\left(A_{Z} f\right)(x) & :=\chi_{[0,1]}(x) f(x)+\chi_{[-1,0] \cap[0,1]_{Z}}(x) \sum_{j=1}^{l} \alpha_{j}(\eta f)\left(\beta_{j} x\right) \\
& +\chi_{[1,2] \cap[0,1]_{Z}}(x) \sum_{j=1}^{l} \alpha_{j} \eta\left(\beta_{j}(x-1)\right) f\left(1+\beta_{j}(x-1)\right) \tag{4.2.2}
\end{align*}
$$

where the numbers $\alpha_{j}, j=1, \ldots l$, satisfy for $l \geq 2 m+2$

$$
\begin{equation*}
\sum_{j=1}^{l} \alpha_{j} \beta_{j}^{k}=1, \quad k=-m-1, \ldots, m \tag{4.2.3}
\end{equation*}
$$

Hence, whenever $0 \in \tilde{Z}$, one has

$$
\begin{equation*}
\left.\left(\frac{\mathrm{d}}{\mathrm{~d} x}\right)^{k}\left(A_{Z} f\right)(x)\right|_{x=0^{-}}=\sum_{j=1}^{l} \alpha_{j} \beta_{j}^{k} f^{(k)}(0)=f^{(k)}(0), \quad k=0, \ldots, m \tag{4.2.4}
\end{equation*}
$$

and, when $1 \in \tilde{Z}$,

$$
\begin{equation*}
\left.\left(\frac{\mathrm{d}}{\mathrm{~d} x}\right)^{k}\left(A_{Z} f\right)(x)\right|_{x=1^{+}}=\sum_{j=1}^{l} \alpha_{j} \beta_{j}^{k} f^{(k)}(1)=f^{(k)}(1), \quad k=0, \ldots, m \tag{4.2.5}
\end{equation*}
$$

Here we have also used that for $2 \geq x \geq 1$ one has $\beta_{j} x \leq-\frac{1}{2}, j=1, \ldots, l$, so that, by (4.2.1), $\eta\left(\beta_{j} x\right)=0, x \geq 1$. Likewise, when $x \leq 0$ one has $\beta_{j}(x-1) \geq \frac{1}{2}, j=1, \ldots, l$, so that $\eta\left(\beta_{j}(x-1)\right)=0$ for $x \leq 0$.

Next note that

$$
\begin{aligned}
\int_{\mathbb{R}}\left(A_{Z} f\right)(x) g(x) \mathrm{d} x= & \int_{[0,1]_{Z}}\left(A_{Z} f\right)(x) g(x) \mathrm{d} x \\
= & \int_{0}^{1} f(x) g(x) \mathrm{d} x+\int_{[-1,0] \cap[0,1]_{Z}} \sum_{j=1}^{l} \alpha_{j} \eta\left(\beta_{j} x\right) f\left(\beta_{j} x\right) g(x) \mathrm{d} x \\
& +\int_{[1,2] \cap[0,1]_{Z}} \sum_{j=1}^{l} \alpha_{j} \eta\left(\beta_{j}(x-1)\right) f\left(1+\beta_{j}(x-1)\right) g(x) \mathrm{d} x
\end{aligned}
$$

Straightforward computation reveals that then

$$
\begin{align*}
\left(A_{Z}^{*} g\right)(x)= & \chi_{[0,1]}(x) g(x) \\
& -\chi_{[-1,0] \cap[0,1]_{Z}}(x-1) \sum_{j=1}^{l} \beta_{j}^{-1} \alpha_{j} \eta(x) g\left(\beta_{j}^{-1} x\right)  \tag{4.2.6}\\
& -\chi_{[1,2] \cap[0,1]_{Z}}(1+x) \sum_{j=1}^{l} \beta_{j}^{-1} \alpha_{j} \eta(x-1) g\left(1+\beta_{j}^{-1}(x-1)\right) .
\end{align*}
$$

Here we have used the choice of the support of the cut-off function $\eta$.
As before, the choice of the $\alpha_{j}, j=1, \ldots, l$, ensures that when $0 \in Z$, resp., $1 \in Z$,

$$
\begin{equation*}
\left(\frac{\mathrm{d}}{\mathrm{~d} x}\right)^{\ell}\left(A_{Z}^{*} g\right)(0)=0, \quad\left(\frac{\mathrm{~d}}{\mathrm{~d} x}\right)^{\ell}\left(A_{Z}^{*} g\right)(1)=0, \quad \ell=0, \ldots, m \tag{4.2.7}
\end{equation*}
$$

The next step is to form tensor products of these operators. To this end, let for $Z_{\ell} \subseteq\{0,1\}, \ell=1, \ldots, n$,

$$
\mathbf{Z}:=Z_{1} \times \cdots \times Z_{n}
$$

and define

$$
\begin{equation*}
A_{\mathbf{Z}} f=\left(A_{Z_{1}} \otimes \cdots \otimes A_{Z_{n}}\right) f \tag{4.2.8}
\end{equation*}
$$

Here we set

$$
\left(A_{Z_{i}} f\right)\left(x_{1}, \ldots, x_{n}\right)=\left(A_{Z_{i}} f\left(x_{1}, \ldots, x_{i-1}, \cdot, x_{i+1}, \ldots, x_{n}\right)\right)\left(x_{i}\right)
$$

and for $i \leq n$

$$
\begin{align*}
& \left(\left(A_{Z_{i}} \otimes \cdots \otimes A_{Z_{1}}\right) f\right)\left(x_{1}, \ldots, x_{n}\right)  \tag{4.2.9}\\
& \quad=\left(A_{Z_{i}}\left(\left(A_{Z_{i-1}} \otimes \cdots \otimes A_{Z_{1}}\right) f\right)\left(x_{1}, \ldots, x_{i-1}, \cdot, x_{i+1}, \ldots, x_{n}\right)\right)\left(x_{i}\right)
\end{align*}
$$

One can verify that for any permutation $\pi$ of $\{1, \ldots, n\}$

$$
\begin{equation*}
A_{Z_{1}} \otimes \cdots \otimes A_{Z_{n}}=A_{Z_{\pi(1)}} \otimes \cdots \otimes A_{Z_{\pi(n)}} \tag{4.2.10}
\end{equation*}
$$

It remains to lift these extension operators to the manifold $\Gamma$ as described in section 4.1. Recall from Property G that when $\Gamma$ is a $C^{m, 1}$-surface $\kappa_{i}$ then $\kappa_{i}^{\uparrow}$ and its inverse can be chosen to be $C^{m, 1}$, so that by construction, $\hat{E}_{i}$ defined by (4.1.6) in combination with the Hestenes extension (4.2.8) satisfies

$$
\begin{equation*}
\hat{E}_{i} v \in C^{m, 1}\left(\Gamma_{i}^{\uparrow}\right) \text { if } v \in C^{m, 1}\left(\Gamma_{i}\right) \tag{4.2.11}
\end{equation*}
$$

Note that for applications in connection with boundary integral equations the case $m=0$ is of particular interest so that $l=2$ in (4.2.2) suffices.
4.3. Scale-dependent modifications. From a practical point of view the above Hestenes extensions still have certain drawbacks. To explain this suppose that $f$ is smooth and has support strictly contained in $(0,1 / 4)$, say. Thus the trivial extension of $f$ to $\mathbb{R}$ by zero would satisfy (4.2.5). However, it is clear that $A_{Z}$ defined by (4.2.2) may very well differ from zero outside $(0,1)$. Therefore, even though by Proposition 2.4 .1 (ii) and (2.5.14) in Theorem 2.2,

$$
\begin{equation*}
\left.\chi_{\Gamma_{i}}\left(P_{i} v\right)\right|_{\Gamma_{i}}=\chi_{\Gamma_{i}} v \in \mathcal{F}(\Gamma) \quad \text { for } \quad v \in \mathcal{F}\left(\Gamma_{i}\right)^{\downarrow} \cap \mathcal{F}\left(\Gamma_{i}\right)^{\uparrow} \tag{4.3.1}
\end{equation*}
$$

the above property of the extensions $E_{i}$ may cause that

$$
\begin{equation*}
\left.P_{i} v\right|_{\Gamma \backslash \Gamma_{i}} \not \equiv 0 \tag{4.3.2}
\end{equation*}
$$

i.e., $P_{i} v$ may differ from $\chi_{\Gamma_{i}} v$ on $\Gamma_{i}^{\uparrow}$ and hence on all of $\Gamma$.

In this section we will point out how to construct modified extension operators which do not suffer from this deficiency. To this end, we will assume throughout this section that $\hat{E}_{i}$ are some (initial) extension operators satisfying Assumption A (2.5.7), (2.5.8) (for instance, Hestenes extensions of the type discussed in section 4.2).

The next result says that one can always construct extensions also satisfying Assumption A in such a way that those wavelets which do not interfere with the outflow boundary are extended outside $\Gamma_{i}$ by zero. To this end, recall from Properties B (iv) the sets

$$
\begin{equation*}
\Lambda_{i}^{\uparrow}:=\Lambda_{\mathbf{Z}^{(i)}}^{\{0,1\}^{n}} \tag{4.3.3}
\end{equation*}
$$

where as before $\mathbf{Z}^{(i)}$ is related to $\Gamma_{i}$ by (3.2.1).

Theorem 4.1. Let $\mathcal{F}=\mathcal{F}_{s^{\prime}}$. For $\hat{E}_{i}$ satisfying (2.5.7), (2.5.8) let

$$
\begin{equation*}
E_{i} v:=\sum_{\nu \in \nabla^{i} \backslash \Lambda_{i}^{\uparrow}}\left(v, \tilde{\psi}_{\nu}^{\Gamma_{i}, \uparrow}\right)_{i} \hat{E}_{i} \psi_{\nu}^{\Gamma_{i}, \downarrow}+\sum_{\nu \in \Lambda_{i}^{\uparrow}}\left(v, \tilde{\psi}_{\nu}^{\Gamma_{i}, \uparrow}\right)_{i} \chi_{\Gamma_{i}} \psi_{\nu}^{\Gamma_{i}, \downarrow} \tag{4.3.4}
\end{equation*}
$$

Then one has

$$
\begin{equation*}
\left\|E_{i} v\right\|_{\mathcal{F}\left(\Gamma_{i}^{\uparrow}\right) \downarrow} \lesssim\|v\|_{\mathcal{F}\left(\Gamma_{i}\right)^{\downarrow}}, \quad v \in \mathcal{F}\left(\Gamma_{i}\right)^{\downarrow} \tag{4.3.5}
\end{equation*}
$$

Moreover, the corresponding adjoints $E_{i}^{*}$ satisfy (2.5.8) now for $\tau \leq \tilde{s}^{\prime}$, i.e., the new extensions $E_{i}$ also satisfy Assumption $A$.

Proof. One immediately infers from (3.2.6) and the definition of $\Lambda_{i}^{\uparrow}$ that for any $v \in \mathcal{F}\left(\Gamma_{i}\right)^{\downarrow}$

$$
v_{0}:=\sum_{\nu \in \Lambda_{i}^{\uparrow}}\left(v, \tilde{\psi}_{\nu}^{\Gamma_{i}, \uparrow}\right)_{i} \chi_{\Gamma_{i}} \psi_{\nu}^{\Gamma_{i}, \downarrow} \in \mathcal{F}\left(\Gamma_{i}\right)^{\downarrow} \cap \mathcal{F}\left(\Gamma_{i}\right)^{\uparrow} .
$$

By construction, one has $E_{i} v_{0}=\chi_{\Gamma_{i}} v_{0}$ and

$$
\begin{equation*}
E_{i}\left(v-v_{0}\right)=\hat{E}_{i}\left(v-v_{0}\right) \tag{4.3.6}
\end{equation*}
$$

so that we have

$$
\left\|E_{i} v_{0}\right\|_{\mathcal{F}\left(\Gamma_{i}^{\uparrow}\right) \downarrow}=\left\|v_{0}\right\|_{\mathcal{F}\left(\Gamma_{i}\right)^{\uparrow \downarrow}} .
$$

By Properties B (iv) and the definition of $\Lambda_{i}^{\uparrow}$, we can employ Remark 3.1.1 and (3.1.18) to estimate $\left\|v_{0}\right\|_{\mathcal{F}\left(\Gamma_{i}\right)^{\uparrow \downarrow}}$ by the discrete norm relative to $\Psi^{\{0,1\}^{n}}$. Since the summands appearing in this expression are a subset of the terms occurring in the discrete norm (3.2.8) of $v$ expanded with respect to $\Psi^{\Gamma_{i, \downarrow}}$, we have

$$
\begin{equation*}
\left\|v_{0}\right\|_{\mathcal{F}\left(\Gamma_{i}\right)^{\uparrow \downarrow}} \lesssim\|v\|_{\mathcal{F}\left(\Gamma_{i}\right)^{\downarrow}} \tag{4.3.7}
\end{equation*}
$$

Furthermore, by Assumptions A (2.5.7) and (4.3.6),

$$
\left\|E_{i}\left(v-v_{0}\right)\right\|_{\mathcal{F}\left(\Gamma_{i}^{\uparrow}\right) \downarrow}=\left\|\hat{E}_{i}\left(v-v_{0}\right)\right\|_{\mathcal{F}\left(\Gamma_{i}^{\uparrow}\right) \downarrow} \lesssim\|v\|_{\mathcal{F}\left(\Gamma_{i}\right) \downarrow}+\left\|v_{0}\right\|_{\mathcal{F}\left(\Gamma_{i}\right)^{\downarrow}}
$$

Since $\left\|v_{0}\right\|_{\mathcal{F}\left(\Gamma_{i}\right)^{\downarrow}} \lesssim\left\|v_{0}\right\|_{\mathcal{F}\left(\Gamma_{i}\right) \downarrow, \uparrow}$ we can invoke (4.3.7) again to conclude finally by (4.3.4),

$$
\begin{aligned}
\left\|E_{i} v\right\|_{\mathcal{F}\left(\Gamma_{i}^{\uparrow}\right) \downarrow} & \leq\left\|E_{i}\left(v-v_{0}\right)\right\|_{\mathcal{F}\left(\Gamma_{i}^{\uparrow}\right) \downarrow}+\left\|E_{i} v_{0}\right\|_{\mathcal{F}\left(\Gamma_{i}^{\uparrow}\right) \downarrow} \\
& \lesssim\|v\|_{\mathcal{F}\left(\Gamma_{i}\right) \downarrow}+2\left\|v_{0}\right\|_{\mathcal{F}\left(\Gamma_{i}\right) \downarrow} \lesssim\|v\|_{\mathcal{F}\left(\Gamma_{i}\right) \downarrow}
\end{aligned}
$$

which confirms (4.3.5).
As for the rest of the claim, note that for $w \in \tilde{\mathcal{F}}_{\tilde{s}^{\prime}}\left(\Gamma_{i}^{\uparrow}\right)$

$$
\begin{aligned}
\left\langle E_{i} v, w\right\rangle_{\Gamma_{i}^{\uparrow}} & =\sum_{\nu \in \nabla^{i} \backslash \Lambda_{i}^{\uparrow}}\left(v, \tilde{\psi}_{\nu}^{\Gamma_{i}, \uparrow}\right)_{i}\left\langle\hat{E}_{i} \psi_{\nu}^{\Gamma_{i}, \downarrow}, w\right\rangle_{\Gamma_{i}^{\uparrow}}+\sum_{\nu \in \Lambda_{i}^{\uparrow}}\left(v, \tilde{\psi}_{\nu}^{\Gamma_{i}, \uparrow}\right)_{i}\left\langle\psi_{\nu}^{\Gamma_{i}, \downarrow}, w\right\rangle_{\Gamma_{i}} \\
& =\left(v, \sum_{\nu \in \nabla^{i} \backslash \Lambda_{i}^{\uparrow}}\left\langle\hat{E}_{i}^{*} w, \psi_{\nu}^{\Gamma_{i}, \downarrow}\right\rangle_{\Gamma_{i}} \tilde{\psi}_{\nu}^{\Gamma_{i}, \uparrow}+\sum_{\nu \in \Lambda_{i}^{\uparrow}}\left\langle w, \psi_{\nu}^{\Gamma_{i}, \downarrow}\right\rangle_{\Gamma_{i}} \tilde{\psi}_{\nu}^{\Gamma_{i}, \uparrow}\right)_{i} \\
& =\left\langle v, g_{i}^{-1}\left\{\sum_{\nu \in \nabla^{i} \backslash \Lambda_{i}^{\uparrow}}\left(g_{i} \hat{E}_{i}^{*} w, \psi_{\nu}^{\Gamma_{i}, \downarrow}\right)_{i} \tilde{\psi}_{\nu}^{\Gamma_{i}, \uparrow}+\sum_{\nu \in \Lambda_{i}^{\uparrow}}\left(g_{i} w, \psi_{\nu}^{\Gamma_{i}, \downarrow}\right)_{i} \tilde{\psi}_{\nu}^{\Gamma_{i}, \uparrow}\right\}\right\rangle
\end{aligned}
$$

i.e.,

$$
\begin{align*}
E_{i}^{*} w & =g_{i}^{-1}\left\{\sum_{\nu \in \nabla^{i} \backslash \Lambda_{i}^{\uparrow}}\left(g_{i} \hat{E}_{i}^{*} w, \psi_{\nu}^{\Gamma_{i}, \downarrow}\right)_{i} \tilde{\psi}_{\nu}^{\Gamma_{i}, \uparrow}+\sum_{\nu \in \Lambda_{i}^{\uparrow}}\left(g_{i} w, \psi_{\nu}^{\Gamma_{i}, \downarrow}\right)_{i} \tilde{\psi}_{\nu}^{\Gamma_{i}, \uparrow}\right\} \\
& =: w_{1}+w_{0} \tag{4.3.8}
\end{align*}
$$

By assumption (2.5.8) on $\hat{E}_{i}$, one has $\hat{E}_{i}^{*} w \in \tilde{\mathcal{F}}\left(\Gamma_{i}\right)^{\uparrow}$ since $\tilde{s}^{\prime} \leq s$; see (3.1.12). By the obvious analog to (3.2.8) and Assumption A (2.5.8), one has

$$
\begin{equation*}
\left\|g_{i} w_{1}\right\|_{\tilde{\mathcal{F}}_{\tilde{s}^{\prime}}\left(\Gamma_{i}\right)^{\uparrow}} \lesssim\left\|g_{i} \hat{E}_{i}^{*} w\right\|_{\tilde{\mathcal{F}}_{\bar{s}^{\prime}}\left(\Gamma_{i}\right)^{\uparrow}} \lesssim\|w\|_{\tilde{\mathcal{F}}\left(\Gamma_{i}^{\dagger}\right)} \tag{4.3.9}
\end{equation*}
$$

By Remark 3.2.2 and the definition of $\Lambda_{i}^{\uparrow}$ in Properties B (iv), $\left\|w_{0}\right\|_{\tilde{\mathcal{F}}\left(\Gamma_{i}\right)^{\uparrow}}$ can be estimated by a discrete norm analogous to the first relation in (3.2.8). This discrete norm involves a subset of coefficients of $w$ expanded with respect to the basis $\tilde{\Psi}^{\emptyset}$. Thus by (3.1.19) in Remark 3.1.1, this, in turn, can be estimated by $\|w\|_{\tilde{\mathcal{F}}\left(\Gamma_{i}\right)} \leq\|w\|_{\tilde{\mathcal{F}}\left(\Gamma_{i}^{\dagger}\right)}$ which together with (4.3.9) confirms (2.5.8) and finishes the proof.

Corollary 4.3.1. Let $P_{i}$ be defined by (2.4.2) and (2.4.3) with respect to the $E_{i}$ defined by (4.3.4). Then

$$
\begin{equation*}
P_{i}\left(\chi_{\Gamma_{i}} \psi_{\nu}^{\Gamma_{i}, \downarrow}\right)=\chi_{\Gamma_{i}} \psi_{\nu}^{\Gamma_{i}, \downarrow}, \quad \nu \in \Lambda_{i}^{\uparrow}, \quad P_{i}\left(\psi_{\nu}^{\Gamma_{i}, \downarrow}\right)=\hat{E}_{i} \psi_{\nu}^{\Gamma_{i}, \downarrow}, \quad \nu \in \nabla^{i} \backslash \Lambda_{i}^{\uparrow} \tag{4.3.10}
\end{equation*}
$$

Proof. The relations (4.3.10) follow from Theorem 2.2 (see (2.5.13)), (2.4.3), and the definition (4.3.4).

We conclude this section by quantifying the locality of the extensions $E_{i}$ expressed in (2.5.6). We will require throughout the paper that

$$
\begin{equation*}
\operatorname{diam}\left(\operatorname{supp} E_{i} v\right) \lesssim \operatorname{diam}(\operatorname{supp} v) \tag{4.3.11}
\end{equation*}
$$

holds. This is obviously the case for the Hestenes extensions as well as for the scaledependent extensions based on any extension satisfying (4.3.11). As a consequence, we have, in view of (3.1.10), that

$$
\begin{equation*}
\operatorname{diam}\left(\operatorname{supp} \psi_{\lambda}^{\Gamma}\right), \operatorname{diam}\left(\operatorname{supp} \tilde{\psi}_{\lambda}^{\Gamma}\right) \lesssim 2^{-|\lambda|} \tag{4.3.12}
\end{equation*}
$$

5. Discretization of operators. This section is devoted to a brief outline of some practical consequences of the foregoing constructions. More details will be given in [23] in the context of a more specified class of boundary integral operators.
5.1. A global point of view. Suppose throughout the rest of the paper that $t \in \mathbb{R}$ satisfies $|t| \leq s<s_{\Gamma}$ so that $\mathcal{F}(\Gamma)=H^{t}(\Gamma)$ is well defined. When $t<0$ the space $H^{t}(\Gamma)$ is to be understood as $\left(H^{-t}(\Gamma)\right)^{*}$ (which agrees with the conventional notation when $\Gamma$ has no boundary). Let $\mathcal{L}: H^{t}(\Gamma) \rightarrow H^{-t}(\Gamma)$ be a linear boundedly invertible operator, i.e.,

$$
\begin{equation*}
\|\mathcal{L} v\|_{H^{-t}(\Gamma)} \sim\|v\|_{H^{t}(\Gamma)}, \quad v \in H^{t}(\Gamma) \tag{5.1.1}
\end{equation*}
$$

Therefore for any $f \in H^{-t}(\Gamma)$ the equation

$$
\begin{equation*}
\mathcal{L} u=f \tag{5.1.2}
\end{equation*}
$$

has a unique solution $u \in H^{t}(\Gamma)$. This covers a large class of (not necessarily symmetric) elliptic integral as well as differential equations (see, e.g., [16, 45]).

We wish to study Galerkin discretizations of (5.1.2) involving the above bases $\Psi^{\Gamma}, \tilde{\Psi}^{\Gamma}$. To describe this, let us denote for $\Lambda \subset \nabla^{\Gamma}$ by

$$
\Psi_{\Lambda}^{\Gamma}:=\left\{\psi_{\lambda}^{\Gamma}: \lambda \in \Lambda\right\}, \quad \tilde{\Psi}_{\Lambda}^{\Gamma}:=\left\{\tilde{\psi}_{\lambda}^{\Gamma}: \lambda \in \Lambda\right\}
$$

finite subsets of the wavelet bases $\Psi, \tilde{\Psi}$ determined by the index set $\Lambda \subset \nabla$. Furthermore, for any (at most countable) collection $\Phi \subset L_{2}(\Gamma)$ let

$$
S(\Phi):=\operatorname{clos}_{L_{2}}(\operatorname{span}(\Phi))
$$

Our objective is to find $u_{\Lambda} \in S\left(\Psi_{\Lambda}^{\Gamma}\right)$ such that

$$
\begin{equation*}
\left\langle\mathcal{L} u_{\Lambda}, v\right\rangle_{\Gamma}=\langle f, v\rangle_{\Gamma}, \quad v \in S\left(\Psi_{\Lambda}^{\Gamma}\right) \tag{5.1.3}
\end{equation*}
$$

with the ansatz $u_{\Lambda}=\mathbf{d}_{\Lambda}^{T} \Psi_{\Lambda}^{\Gamma}$; this is equivalent to the discrete system

$$
\begin{equation*}
\left\langle\mathcal{L} \Psi_{\Lambda}^{\Gamma}, \Psi_{\Lambda}^{\Gamma}\right\rangle_{\Gamma}^{T} \mathbf{d}_{\Lambda}=\left\langle f, \Psi_{\Lambda}^{\Gamma}\right\rangle_{\Gamma}^{T} \tag{5.1.4}
\end{equation*}
$$

We will always assume that the Galerkin scheme is stable and explain next what this means in the present context. Associating with the pair $\Psi^{\Gamma}, \tilde{\Psi}^{\Gamma}$ the projectors

$$
Q_{\Lambda} v:=\left\langle v, \tilde{\Psi}_{\Lambda}^{\Gamma}\right\rangle_{\Gamma} \Psi_{\Lambda}^{\Gamma}, \quad Q_{\Lambda}^{*} v:=\left\langle v, \Psi_{\Lambda}^{\Gamma}\right\rangle_{\Gamma} \tilde{\Psi}_{\Lambda}^{\Gamma}
$$

(which are adjoints of each other) stability means that

$$
\begin{equation*}
\left\|Q_{\Lambda}^{*} \mathcal{L} v\right\|_{H^{-t}(\Gamma)} \sim\|v\|_{H^{t}(\Gamma)}, \quad v \in S\left(\Psi_{\Lambda}^{\Gamma}\right), \# \Lambda \rightarrow \infty \tag{5.1.5}
\end{equation*}
$$

Of course, when $\mathcal{L}$ satisfies (5.1.1) and is self-adjoint, respectively, strongly elliptic, (5.1.5) is trivially satisfied. For sufficient conditions when $\mathcal{L}$ is a pseudodifferential operator, see, e.g., [19] and the literature cited there.
5.2. Preconditioning. As before we will assume in the following that Assumption A holds for $\mathcal{F}=H^{s},|t| \leq s<s_{\Gamma}$. The relations in Theorem 3.3 then read

$$
\begin{equation*}
\|v\|_{H^{t}(\Gamma)} \sim\left\|\left\langle v, \tilde{\Psi}^{\Gamma}\right\rangle_{\Gamma} \mathbf{D}^{t}\right\|_{\ell_{2}\left(\nabla^{\Gamma}\right)}, \quad\|v\|_{H^{-t}(\Gamma)} \sim\left\|\left\langle v, \Psi^{\Gamma}\right\rangle_{\Gamma} \mathbf{D}^{-t}\right\|_{\ell_{2}\left(\nabla^{\Gamma}\right)} \tag{5.2.1}
\end{equation*}
$$

where

$$
\mathbf{D}^{t}:=\left(2^{t|\lambda|} \delta_{\lambda, \lambda^{\prime}}\right)_{\lambda, \lambda^{\prime} \in \nabla^{\Gamma}}
$$

Recall that analogous relations hold for the roles of $\Psi$ and $\tilde{\Psi}$ interchanged. By $\mathbf{D}_{\Lambda}^{s}$ we denote the principal sections of $\mathbf{D}^{s}$ determined by $\Lambda$. It is well known that the norm equivalences (5.2.1) together with the stability of the Galerkin scheme implies the following fact [19, 16].

TheOrem 5.1. Under the above assumptions one has

$$
\begin{equation*}
\operatorname{cond}_{2}\left(\mathbf{D}_{\Lambda}^{-t}\left\langle\mathcal{L} \Psi_{\Lambda}^{\Gamma}, \Psi_{\Lambda}^{\Gamma}\right\rangle_{\Gamma} \mathbf{D}_{\Lambda}^{-t}\right)=\mathcal{O}(1), \quad \# \Lambda \rightarrow \infty \tag{5.2.2}
\end{equation*}
$$

where $\operatorname{cond}_{2}(\mathbf{B}):=\|\mathbf{B}\|\left\|\mathbf{B}^{-1}\right\|$ denotes the spectral condition number of the matrix B.

Thus diagonal scalings of stiffness matrices relative to the above wavelet bases produce well-conditioned system matrices so that iterative solvers have a chance to work with asymptotically optimal efficiency; see [16].
5.3. Computation of stiffness matrices. Let us briefly indicate next what it means concretely to compute the stiffness matrices

$$
\mathbf{A}_{\Lambda}:=\left\langle\mathcal{L} \Psi_{\Lambda}^{\Gamma}, \Psi_{\Lambda}^{\Gamma}\right\rangle_{\Gamma}^{T}
$$

Throughout this section we will assume that the projections $P_{i}$ are defined with respect to the localized extensions (4.3.4) constructed in section 4.3. Let $\lambda=(i, \nu), \lambda^{\prime}=$ $(l, \mu) \in \nabla^{\Gamma}$. It is instructive to see first how an inner product with a wavelet reduces to an inner product over $\square$. Of course, when $\nu \in \Lambda_{i}^{\uparrow}$ (see (4.3.3)) one simply obtains, in view of (3.3.3) and the fact that $E_{i}$ reduces in this case to multiplication with $\chi_{\Gamma_{i}}$,

$$
\begin{equation*}
\left\langle v, \psi_{\lambda}^{\Gamma}\right\rangle_{\Gamma}=\left\langle v, \psi_{\nu}^{\Gamma_{i}, \downarrow}\right\rangle_{\Gamma_{i}}=\langle | \partial \kappa_{i}\left|v \circ \kappa_{i}, \psi_{\nu}^{\mathbf{Z}^{(i)}}\right\rangle_{\square} \tag{5.3.1}
\end{equation*}
$$

where we have used (2.2.4) in the last step. When $\nu \notin \Lambda_{i}^{\uparrow}$ so that $E_{i} \psi_{\nu}^{\Gamma_{i}, \downarrow}$ reaches into $\Gamma_{i}^{\uparrow} \backslash \Gamma_{i}$ a natural option is to compute each contribution of the involved patches according to

$$
\begin{align*}
\left\langle v, \psi_{\lambda}^{\Gamma}\right\rangle_{\Gamma} & =\left\langle v, \psi_{\nu}^{\Gamma_{i}, \downarrow}\right\rangle_{\Gamma_{i}}+\sum_{\Gamma_{l} \subset \Gamma_{i}^{\uparrow} \backslash \Gamma_{i}}\left\langle v, E_{i} \psi_{\nu}^{\Gamma_{i}, \downarrow}\right\rangle_{\Gamma_{l}} \\
& =\langle | \partial \kappa_{i}\left|v \circ \kappa_{i}, \psi_{\nu}^{\mathbf{Z}^{(i)}}\right\rangle_{\square}+\sum_{\Gamma_{l} \subset \Gamma_{i}^{\uparrow} \backslash \Gamma_{i}}\langle | \partial \kappa_{l}\left|v \circ \kappa_{l},\left(E_{i} \psi_{\nu}^{\Gamma_{i}, \downarrow}\right) \circ \kappa_{l}\right\rangle_{\square} . \tag{5.3.2}
\end{align*}
$$

Suppose now that the extensions are defined by lifting (4.1.6). Note that the patches $\Gamma_{l} \subset \Gamma_{i}^{\uparrow}$ induce a partition of $\square_{\tilde{\mathbf{Z}}^{(i)}}$ consisting of the patches $\rho_{i, l}(\square), \Gamma_{l} \subset \Gamma_{i}^{\uparrow} \backslash \Gamma_{i}$, so that $\Gamma_{l}=\kappa_{i}^{\uparrow} \circ \rho_{i, l}(\square)$, i.e., $\kappa_{l}=\kappa_{i}^{\uparrow} \circ \rho_{i, l}$. Using these relations and substituting (4.1.6), (5.3.2) becomes

$$
\begin{align*}
\left\langle v, \psi_{\lambda}^{\Gamma}\right\rangle_{\Gamma} & =\langle | \partial \kappa_{i}\left|v \circ \kappa_{i}, \psi_{\nu}^{\mathbf{Z}^{(i)}}\right\rangle_{\square} \\
& +\sum_{\Gamma_{l} \subset \Gamma_{i}^{\uparrow} \backslash \Gamma_{i}}\langle | \partial \kappa_{l}\left|v \circ \kappa_{l},\left(A_{\tilde{\mathbf{Z}}^{(i)}} \psi_{\nu}^{\mathbf{Z}^{(i)}}\right) \circ \rho_{i, l}\right\rangle_{\square} \tag{5.3.3}
\end{align*}
$$

An alternative is to use the adjoints to obtain via (2.2.4) and (3.3.3)

$$
\begin{align*}
\left\langle v, \psi_{\lambda}^{\Gamma}\right\rangle_{\Gamma} & =\left\langle v, \chi_{\Gamma_{i}^{\uparrow}} E_{i} \psi_{\lambda}^{\Gamma_{i}, \downarrow}\right\rangle_{\Gamma}=\left\langle E_{i}^{*}\left(\left.v\right|_{\Gamma_{i}^{\uparrow}} ^{\dagger}\right), \psi_{\nu}^{\Gamma_{i}, \downarrow}\right\rangle_{\Gamma_{i}} \\
& =\langle | \partial \kappa_{i}\left|\kappa_{i}^{*}\left(E_{i}^{*}\left(\left.v\right|_{\Gamma_{i}^{\uparrow}}\right)\right), \psi_{\nu}^{\mathbf{Z}^{(i)}}\right\rangle_{\square}=\left\langle A_{\tilde{\mathbf{Z}}^{(i)}}^{*}\left(\left|\partial \kappa_{i}^{\uparrow}\right| v \circ \kappa_{i}^{\uparrow}\right), \psi_{\nu}^{\mathbf{Z}^{(i)}}\right\rangle_{\square} \tag{5.3.4}
\end{align*}
$$

where we have used (4.1.7).
Which option is preferable depends on the particular nature of the extensions and, since we are particularly interested in the entries of stiffness matrices which means that the above expressions have to be applied to $v=\mathcal{L} \psi_{\lambda^{\prime}}^{\Gamma}$, also on the nature of $\mathcal{L}$.

Let us briefly discuss here the case

$$
\begin{equation*}
\mathcal{L} v=\int_{\Gamma} K(\cdot, y) v(y) d s_{y} \tag{5.3.5}
\end{equation*}
$$

Substituting $v=\mathcal{L} \psi_{\lambda}^{\Gamma}$ in (5.3.4) yields the following relations.
REMARK 5.3.1. Under the above hypotheses one has for $\lambda=(i, \nu), \lambda^{\prime}=(l, \mu)$

$$
\begin{equation*}
\left\langle\mathcal{L} \psi_{\lambda^{\prime}}^{\Gamma}, \psi_{\lambda}^{\Gamma}\right\rangle_{\Gamma}=\int_{\square} \int_{\square} L_{l, i}(x, y) \psi_{\mu}^{\mathbf{Z}^{(l)}}(y) \psi_{\nu}^{\mathbf{Z}^{(i)}}(x) d x d y \tag{5.3.6}
\end{equation*}
$$

where the kernel $L_{l, i}$ has the following form:

$$
L_{l, i}(x, y)=\left\{\begin{array}{c}
\left|\partial \kappa_{i}(x) \| \partial \kappa_{l}(y)\right| K\left(\kappa_{i}(x), \kappa_{l}(y)\right)  \tag{5.3.7}\\
\nu \in \Lambda_{i}^{\uparrow}, \mu \in \Lambda_{l}^{\uparrow} ; \\
\left(A_{\mathbf{Z}^{(i)}}^{*} \otimes I\right)\left(\left|\partial \kappa_{i}^{\uparrow}(x) \| \partial \kappa_{l}(y)\right| K\left(\kappa_{i}^{\uparrow}(x), \kappa_{l}(y)\right)\right) \\
\nu \in \nabla^{i} \backslash \Lambda_{i}^{\uparrow}, \mu \in \Lambda_{l}^{\uparrow} ; \\
\left(I \otimes A_{\tilde{\mathbf{Z}}^{(l)}}^{*}\right)\left(\left|\partial \kappa_{i}(x) \| \partial \kappa_{l}^{\uparrow}(y)\right| K\left(\kappa_{i}(x), \kappa_{l}^{\uparrow}(y)\right)\right) \\
\nu \in \Lambda_{i}^{\uparrow}, \mu \in \nabla^{l} \backslash \Lambda_{l}^{\uparrow} \\
\left(A_{\tilde{\mathbf{Z}}^{(i)}}^{*} \otimes A_{\tilde{\mathbf{Z}}^{(l)}}^{*}\right)\left(\left|\partial \kappa_{i}^{\uparrow}(x) \| \partial \kappa_{l}^{\uparrow}(y)\right| K\left(\kappa_{i}^{\uparrow}(x), \kappa_{l}^{\uparrow}(y)\right)\right) \\
\mu \in \nabla^{l} \backslash \Lambda_{l}^{\uparrow}, \nu \in \nabla^{i} \backslash \Lambda_{i}^{\uparrow}
\end{array}\right.
$$

Clearly the smoothness of the modified kernel and consequently the compressibility of corresponding stiffness matrices depend on the regularity of the extended parametrization $\kappa_{i}^{\uparrow}$, recall Property G.
5.4. Matrix compression. Suppose now that the kernel $K$ in (5.3.5) is smooth everywhere except for $x=y$ and satisfies the estimates

$$
\begin{equation*}
\left|\partial_{x}^{\alpha} \partial_{y}^{\beta} K(x, y)\right| \lesssim \operatorname{dist}(x, y)^{-(n+2 t+|\alpha|+|\beta|)} \tag{5.4.1}
\end{equation*}
$$

for any $\alpha, \beta \in \mathbb{N}_{0}^{d}$ such that $n+2 t+|\alpha|+|\beta|>0$ with constants depending on $\alpha, \beta$; see, e.g., $[16,19,45]$ for the background of such estimates. The representation (5.3.7) has the following important consequence with regard to matrix compression.

THEOREM 5.2. Let $\Omega_{\lambda}$ denote the support of $\psi_{\lambda}^{\Gamma}$. Under the above hypotheses one has the estimates

$$
\begin{equation*}
2^{-\left(\left|\lambda^{\prime}\right|+|\lambda|\right) t}\left|\left\langle\mathcal{L} \psi_{\lambda^{\prime}}^{\Gamma}, \psi_{\lambda}^{\Gamma}\right\rangle_{\Gamma}\right| \lesssim \frac{2^{-\left||\lambda|-\left|\lambda^{\prime}\right|\right| \sigma}}{\left(1+2^{\min \left(|\lambda|,\left|\lambda^{\prime}\right|\right)} \operatorname{dist}\left(\Omega_{\lambda}, \Omega_{\lambda^{\prime}}\right)\right)^{n+2 \tilde{d}+2 t}} \tag{5.4.2}
\end{equation*}
$$

provided that when $2^{\min \left(|\lambda|,\left|\lambda^{\prime}\right|\right)} \operatorname{dist}\left(\Omega_{\lambda}, \Omega_{\lambda^{\prime}}\right) \gtrsim 1$ the kernel $L_{l, i}(x, y)$ has bounded $\tilde{d} t h$ order derivatives in $x$ and $y$ on $\operatorname{supp}\left(\psi_{\nu}^{\mathbf{Z}^{(i)}}\right) \times \operatorname{supp}\left(\psi_{\mu}^{\mathbf{Z}^{(l)}}\right), \lambda=(i, \nu), \lambda^{\prime}=(l, \mu)$. Here $\tilde{d}$ is the integer from Properties $B$ (iii) and $\sigma>\frac{d}{2}$ depends on the regularity of the wavelets.

Proof. We sketch only the argument and refer to [23] for a detailed discussion of inequalities of the above type. Recall from (3.1.11) that

$$
\begin{equation*}
\left\langle P, \psi_{\lambda}^{\mathbf{Z}^{(i)}}\right\rangle_{\square}=0 \quad \forall P \in \Pi_{\tilde{d}}(\square) \cap \mathcal{F}(\square)_{\tilde{\mathbf{z}}^{(i)}}, \lambda \in \nabla_{-}^{\mathbf{Z}^{(i)}} \tag{5.4.3}
\end{equation*}
$$

This, in turn, is easily seen to imply that

$$
\begin{equation*}
\left|\left\langle f, \psi_{\lambda}^{\mathbf{Z}^{(i)}}\right\rangle_{\square}\right| \lesssim 2^{-|\lambda|\left(\tilde{d}+\frac{n}{2}\right)}\|f\|_{H_{\infty}^{\tilde{d}}\left(\Omega_{\lambda}^{\square}\right)}, \quad \lambda \in \nabla_{-}^{\mathbf{Z}^{(i)}} \tag{5.4.4}
\end{equation*}
$$

whenever

$$
\begin{equation*}
f \in \tilde{\mathcal{F}}(\square)_{\tilde{\mathbf{Z}}^{(i)}} \cap C^{\tilde{d}}\left(\bar{\Omega}_{\lambda}^{\square}\right) \tag{5.4.5}
\end{equation*}
$$

Whenever the extensions are sufficiently smooth the kernel $L_{l, i}(\cdot, y)$ belongs for every $y$ as a function of $x$, due to the action of the restriction $A_{\tilde{\mathbf{Z}}^{(i)}}^{*}$, to the space $\tilde{\mathcal{F}}(\square)_{\tilde{\mathbf{Z}}^{(i)}}$,
which by the above remarks provides an estimate of type (5.4.4). Applying (5.4.4) successively with respect to each variable $x$ and $y$ one deduces for $\operatorname{dist}\left(\Omega_{\lambda}, \Omega_{\lambda^{\prime}}\right) \gtrsim$ $2^{-\left|\lambda^{\prime}\right|}$ where $\left|\lambda^{\prime}\right| \leq|\lambda|$ the estimate

$$
\left|\left\langle\mathcal{L} \psi_{\lambda^{\prime}}^{\Gamma}, \psi_{\lambda}^{\Gamma}\right\rangle_{\Gamma}\right| \lesssim \frac{2^{-\left(|\lambda|+\left|\lambda^{\prime}\right|\right)(n / 2+\tilde{d})}}{\left(\operatorname{dist}\left(\Omega_{\lambda}, \Omega_{\lambda^{\prime}}\right)\right)^{n+2 \tilde{d}+2 t}}
$$

see [21, 24] for details on the last step. Using a Cauchy-Schwarz argument for the remaining cases (see [13]) one finally obtains (5.4.2).

Recall that, due to the boundary conditions of the wavelet bases on $\square$, the moment conditions in (5.4.3) are constrained. However, we stress that, on account of (5.3.7) and the properties of the $E_{i}, E_{i}^{*}$, the modified kernels satisfy exactly the right constraints so that in smooth regions the cancellation properties hold patchwise with maximum order which distinguishes the present concept from those based on gluing neighboring bases directly [7, 22].
5.5. Domain decomposition. The above discussion already indicates that actual computations are essentially reduced to the unit cube $\square$. It is then natural to extend this conceptually to the solution process which is the somewhat different point of view to be briefly discussed next. Obviously, (5.1.2) is equivalent to

$$
V \mathcal{L} S(T u)=V f
$$

where $T, S, V$ are defined by (2.4.6) and (2.4.7). Thus setting

$$
\Pi_{\downarrow}:=\prod_{i=1}^{M} H^{s}\left(\Gamma_{i}\right)^{\downarrow}, \quad \Pi_{\uparrow}^{*}:=\prod_{i=1}^{M} H^{-s}\left(\Gamma_{i}\right)^{\uparrow}
$$

one has

$$
\begin{equation*}
\mathcal{L}_{\Pi}:=V \mathcal{L} S: \Pi_{\downarrow} \rightarrow \Pi_{\uparrow}^{*}, \quad \mathbf{f}:=V f \in \Pi_{\uparrow}^{*} \tag{5.5.1}
\end{equation*}
$$

and we wish to find for every $\mathbf{f} \in \Pi_{\uparrow}^{*}$ the unique $\mathbf{u} \in \Pi_{\downarrow}$ such that

$$
\begin{equation*}
\mathcal{L}_{\Pi} \mathbf{u}=\mathbf{f} \tag{5.5.2}
\end{equation*}
$$

Of course, given $\mathbf{u}$ satisfying (5.5.2), $u=S \mathbf{u}$ solves (5.1.2). One easily confirms that

$$
\mathcal{L}_{\Pi}=\left(\mathcal{L}_{i, l}\right)_{i, l=1}^{M}, \quad \mathcal{L}_{i, l} w:=\left.\left(P_{i}^{*} \mathcal{L} P_{l} \chi_{\Gamma_{l}} w\right)\right|_{\Gamma_{i}}
$$

Moreover, recalling from (3.3.1) the inner product

$$
\left\langle\left\{v_{i}\right\},\left\{u_{i}\right\}\right\rangle_{\Pi}:=\sum_{i=1}^{M}\left\langle v_{i}, u_{i}\right\rangle_{\Gamma_{i}}
$$

on the product space, one has by definition

$$
\left\langle\mathcal{L}_{\Pi}\left\{u_{i}\right\},\left\{v_{i}\right\}\right\rangle_{\Pi}=\langle\mathcal{L} u, v\rangle_{\Gamma}, \quad\left\{u_{i}\right\}=T u
$$

The weak formulation $\left\langle\mathcal{L}_{\Pi} \mathbf{u}, \mathbf{v}\right\rangle_{\Pi}=\langle\mathbf{f}, \mathbf{v}\rangle_{\Pi}, \mathbf{v} \in \Pi_{\downarrow}$, of (5.5.2) takes the form

$$
\begin{equation*}
\sum_{l=1}^{N}\left\langle\sum_{i=1}^{N} \mathcal{L}_{l, i} u_{i}-f_{l}, v_{l}\right\rangle_{\Gamma_{l}}=0, \quad \mathbf{v}=\left\{v_{i}\right\}_{i=1}^{N} \in \Pi_{\downarrow} \tag{5.5.3}
\end{equation*}
$$

A natural idea is to solve (5.5.3) iteratively. The simplest version is a Jacobi-type scheme yielding $\mathbf{u}^{n}$ by

$$
\begin{equation*}
\mathcal{L}_{i, i} u_{i}^{n+1}=f_{i}-\sum_{l \neq i} \mathcal{L}_{i, l} u_{l}^{n}, \quad i=1, \ldots, N \tag{5.5.4}
\end{equation*}
$$

Let us briefly discuss now the convergence properties of the iteration (5.5.4) (or a corresponding relaxation version). First note that the ellipticity (5.1.1) combined with Theorem 2.3 yield

$$
\left\|\mathcal{L}_{\Pi} \mathbf{v}\right\|_{\Pi_{\uparrow}^{*}} \sim\|\mathbf{v}\|_{\Pi_{\downarrow}}, \quad \mathbf{v} \in \Pi_{\downarrow}
$$

Specifically, when $\mathcal{L}$ is self-adjoint and positive definite this means

$$
\|\mathbf{v}\|_{\Pi_{\downarrow}}^{2} \sim\left\langle\mathcal{L}_{\Pi} \mathbf{v}, \mathbf{v}\right\rangle_{\Pi}, \quad \mathbf{v} \in \Pi_{\downarrow}
$$

which, in particular, implies that

$$
\begin{equation*}
\left\|\mathcal{L}_{i, i} v\right\|_{H^{-t}\left(\Gamma_{i}\right)^{\uparrow}} \sim\|v\|_{H^{t}\left(\Gamma_{i}\right)^{\downarrow}}, \quad i=1, \ldots, N \tag{5.5.5}
\end{equation*}
$$

Hence, the local problems

$$
\begin{equation*}
\mathcal{L}_{i, i} u_{i}=g_{i}, \quad i=1, \ldots, N \tag{5.5.6}
\end{equation*}
$$

on $\square$ are elliptic. Of course, the obvious analog to Theorem 5.1, which holds on account of norm equivalences of the type (3.1.17) on $\square$ (for $\mathcal{F}=H^{t}$ ), ensures that these local problems (5.5.6) can, in turn, be solved iteratively with asymptotically optimal complexity.

REMARK 5.5.1. Thus we see that the stability properties of the local wavelet bases combined with Theorem 2.3 lead to stable splittings in the sense of [41] which means that convergence is guaranteed for a controlled number of outer and inner iterations. We emphasize that this is true regardless of whether $\mathcal{L}$ is a (local) differential operator or a (global) singular integral operator as long as (5.1.1) holds. Roughly speaking, the localization properties of wavelet bases makes differential and integral operators equally tractable by domain decomposition schemes. In combination with the compression estimates in section 5.4 this is expected to give rise to numerical schemes by which the problem can be solved within the accuracy admitted by the discretization error at an expense of $C P U$ and storage that remains proportional to the problem size while in addition parallel techniques are naturally incorporated. Details will be given in [23].

We also remark that the global discretization discussed in section 5.1 as well as the local problems (5.5.6) satisfy all assumptions required in [13] for the analysis of adaptive strategies. In particular, the above domain decomposition concept offers a natural marriage between parallel techniques and adaptive strategies based on the wavelet bases $\Psi^{\Gamma_{i}, \downarrow} \subset H^{t}\left(\Gamma_{i}\right)^{\downarrow}$ applied independently to each local problem.

## Appendix A: Proof of Proposition 2.4.1.

ad (i):. First consider the case $i<j$. Since by (2.3.15) $\Gamma_{i} \cap \Gamma_{j}^{\uparrow}=\emptyset$, we infer from (2.4.2) for $i=1$ and (2.4.5) that

$$
P_{1} P_{j} v=\chi_{\Gamma_{1}^{\uparrow}} E_{1}\left(\left.\left(P_{j} v\right)\right|_{\Gamma_{1}}\right)=\chi_{\Gamma_{1}^{\uparrow}} E_{1}(0)=0 .
$$

Suppose that (2.4.8) holds for $l<i<j$. Again by (2.3.15), the definition (2.4.3) and (2.4.5) the induction assumption gives

$$
P_{i} P_{j} v=\chi_{\Gamma_{i}^{\uparrow}} E_{i}\left(\left.\left(P_{j} v-\sum_{l<i} P_{l} P_{j} v\right)\right|_{\Gamma_{i}}\right)=\chi_{\Gamma_{i}^{\uparrow}} E_{i}\left(\left.\left(P_{j} v\right)\right|_{\Gamma_{i}}\right)=0
$$

which confirms that

$$
\begin{equation*}
P_{i} P_{j}=0, \quad i<j \tag{5.5.7}
\end{equation*}
$$

To prove the rest of (2.4.8) we use (2.4.2) to conclude first that

$$
\begin{equation*}
P_{1}^{2} v=\chi_{\Gamma_{1}^{\uparrow}} E_{1}\left(\left.\left(\chi_{\Gamma_{1}^{\uparrow}} E_{1}\left(\left.v\right|_{\Gamma_{1}}\right)\right)\right|_{\Gamma_{1}}\right)=\chi_{\Gamma_{1}^{\uparrow}} E_{1}\left(\left.v\right|_{\Gamma_{1}}\right)=P_{1} v \tag{5.5.8}
\end{equation*}
$$

while for $i>1$, in view of (5.5.8),

$$
\begin{equation*}
P_{i} P_{1} v=\chi_{\Gamma_{i}^{\dagger}} E_{i}\left(\left.\left(P_{1} v-\sum_{j<i} P_{j} P_{1} v\right)\right|_{\Gamma_{i}}\right)=\chi_{\Gamma_{i}^{\dagger}} E_{i}\left(\left.\left(-\sum_{1<j<i} P_{j} P_{1} v\right)\right|_{\Gamma_{i}}\right) \tag{5.5.9}
\end{equation*}
$$

Thus when $i=2$ the right-most term in (5.5.9) is vacuous so that $P_{2} P_{1} v=0$ while induction based on (5.5.9) easily yields

$$
\begin{equation*}
P_{i} P_{1}=0, \quad i>1 \tag{5.5.10}
\end{equation*}
$$

In view of (5.5.8) and (5.5.10), we may assume now that

$$
\begin{equation*}
P_{j} P_{\ell}=\delta_{j, \ell} P_{j}, \quad j<i, \ell \leq j \tag{5.5.11}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{i} P_{r}=0, \quad r<\ell \tag{5.5.12}
\end{equation*}
$$

To advance the induction assumptions let us verify first that $P_{i}^{2}=P_{i}$. To this end, note first that in analogy to (5.5.8)

$$
\begin{equation*}
\chi_{\Gamma_{i}^{\dagger}} E_{i}\left(\left.\left(\chi_{\Gamma_{i}^{\uparrow}} E_{i}\left(\left.w\right|_{\Gamma_{i}}\right)\right)\right|_{\Gamma_{i}}\right)=\chi_{\Gamma_{i}^{\dagger}} E_{i}\left(\left.w\right|_{\Gamma_{i}}\right) \tag{5.5.13}
\end{equation*}
$$

Now (5.5.7) yields

$$
\begin{aligned}
P_{i}^{2} v & =\chi_{\Gamma_{i}^{\uparrow}} E_{i}\left(\left.\left(P_{i} v-\sum_{j<i} P_{j} P_{i} v\right)\right|_{\Gamma_{i}}\right)=\chi_{\Gamma_{i}^{\uparrow}} E_{i}\left(\left.\left(P_{i} v\right)\right|_{\Gamma_{i}}\right) \\
& =\chi_{\Gamma_{i}^{\uparrow}} E_{i}\left(\left.\chi_{\Gamma_{i}^{\uparrow}} E_{i}\left(\left.\left(v-\sum_{j<i} P_{j} v\right)\right|_{\Gamma_{i}}\right)\right|_{\Gamma_{i}}\right)=\chi_{\Gamma_{i}^{\uparrow}} E_{i}\left(\left.\left(v-\sum_{j<i} P_{j} v\right)\right|_{\Gamma_{i}}\right)=P_{i} v
\end{aligned}
$$

where we have used (5.5.13) in the second but last step. Furthermore, by (5.5.7) and (5.5.11),

$$
\begin{aligned}
P_{i} P_{\ell} v & =\chi_{\Gamma_{i}^{\uparrow}} E_{i}\left(\left.\left(P_{\ell} v-\sum_{j<i} P_{j} P_{\ell} v\right)\right|_{\Gamma_{i}}\right)=\chi_{\Gamma_{i}^{\uparrow}} E_{i}\left(\left.\left(P_{\ell} v-P_{\ell} v-\sum_{j=\ell+1}^{i-1} P_{j} P_{\ell} v\right)\right|_{\Gamma_{i}}\right) \\
& =\chi_{\Gamma_{i}^{\uparrow}} E_{i}(0)=0, \quad \text { for } \quad \ell<i
\end{aligned}
$$

which advances the induction and proves (i).
$a d$ (ii):. Let $h:=v-\sum_{j=1}^{N} P_{j} v$. By (2.4.8) one has

$$
P_{i} h=P_{i} v-\sum_{j=1}^{N} P_{i} P_{j} v=P_{i} v-P_{i} v=0
$$

$i=1, \ldots, N$. Thus

$$
0=P_{i} h=\chi_{\Gamma_{i}^{\uparrow}} E_{i}\left(\left.\left(h-\sum_{j<i} P_{j} h\right)\right|_{\Gamma_{i}}\right)=\chi_{\Gamma_{i}^{\uparrow}} E_{i}\left(\left.h\right|_{\Gamma_{i}}\right)
$$

implies $h=0$ which confirms (ii).
$a d$ (iii):. The first relation in (2.4.10) is an immediate consequence of (2.3.15) and the definition of $P_{i}$. Likewise for $j>i$, it is clear that

$$
P_{1} \chi_{\Gamma_{j}} v=\chi_{\Gamma_{1}^{\dagger}} E_{1}\left(\left.\left(\chi_{\Gamma_{j}} v\right)\right|_{\Gamma_{1}}\right)=\chi_{\Gamma_{1}^{\dagger}} E_{1}(0)=0,
$$

and assuming that $P_{\ell} \chi_{\Gamma_{j}} v=0, \ell<i<j$, one has
$P_{i}\left(\chi_{\Gamma_{j}} v\right)=\chi_{\Gamma_{i}^{\uparrow}} E_{i}\left(\left.\left(\chi_{\Gamma_{j}} v-\sum_{\ell<i} P_{\ell} \chi_{\Gamma_{j}} v\right)\right|_{\Gamma_{i}}\right)=\chi_{\Gamma_{i}^{\uparrow}} E_{i}\left(\left.\left(\chi_{\Gamma_{j}} v\right)\right|_{\Gamma_{i}}\right)=\chi_{\Gamma_{i}^{\uparrow}} E_{i}(0)=0$,
which proves (iii) and finishes the proof of the proposition.
Appendix B: Proof of Theorem 2.2. If $\left.v\right|_{\Gamma_{i} \in \mathcal{F}}\left(\Gamma_{i}\right)^{\downarrow}$, then $\hat{v}:=\chi_{\Gamma_{i}^{\uparrow}} v=$ $\sum_{l=i}^{N} \chi_{\Gamma_{l}} v \in \mathcal{F}(\Gamma)$. By (2.4.9), one has

$$
\begin{aligned}
\left.\hat{v}\right|_{\Gamma_{i}} & =\left.\left(\sum_{j=1}^{N} P_{j} \hat{v}\right)\right|_{\Gamma_{i}}=\left.\left(\sum_{j=1}^{N} \chi_{\Gamma_{i}} P_{j} \hat{v}\right)\right|_{\Gamma_{i}}=\left.\left(\sum_{j=1}^{i} P_{j} \hat{v}\right)\right|_{\Gamma_{i}} \\
& =\left.\left(\sum_{j=1}^{i} \sum_{l=i}^{N} P_{j} \chi_{\Gamma_{l}} v\right)\right|_{\Gamma_{i}}=\left.\left(P_{i} \sum_{l=i}^{N} \chi_{\Gamma_{l}} v\right)\right|_{\Gamma_{i}}=\left.\left(P_{i} \hat{v}\right)\right|_{\Gamma_{i}}
\end{aligned}
$$

which proves the first relation in (2.5.13). Employing (2.4.13) and (2.4.14), the argument for the second relation in (2.5.13) is completely analogous.

By definition (2.4.2) and Assumption A (2.5.7), we know that

$$
\begin{aligned}
\left\|P_{1} v\right\|_{\mathcal{F}\left(\Gamma_{1}\right)^{\uparrow}} & =\left\|E_{1}\left(\left.v\right|_{\Gamma_{1}}\right)\right\|_{\mathcal{F}\left(\Gamma_{1}^{\uparrow}\right)}=\left\|E_{1}\left(\left.v\right|_{\Gamma_{1}}\right)\right\|_{\mathcal{F}\left(\Gamma_{1}^{\uparrow}\right) \downarrow} \\
& \lesssim\|v\|_{\mathcal{F}\left(\Gamma_{1}\right) \downarrow}=\|v\|_{\mathcal{F}\left(\Gamma_{1}\right)} \leq\|v\|_{\mathcal{F}(\Gamma)},
\end{aligned}
$$

where we have used several times that $\Gamma_{1}$ has no inflow boundary. This confirms the first relations in (2.5.16) and (2.5.15) for $i=1$. Now suppose that the first relations in (2.5.15) and (2.5.16) have been verified for $1 \leq \ell<i$. Thus

$$
h_{i}:=\left(v-\sum_{j<i} P_{j} v\right) \in \mathcal{F}(\Gamma)
$$

and for any $\ell<i$ one has by (2.4.9) and (2.4.10),

$$
\begin{align*}
\chi_{\Gamma_{\ell}} h_{i} & =\sum_{r=1}^{N} \chi_{\Gamma_{\ell}} P_{r} h_{i}=\sum_{r=1}^{\ell} \chi_{\Gamma_{\ell}} P_{r} h_{i} \\
& =\sum_{r=1}^{\ell} \chi_{\Gamma_{\ell}}\left(P_{r} v-\sum_{j<i} P_{r} P_{j} v\right)=\sum_{r=1}^{\ell} \chi_{\Gamma_{\ell}}\left(P_{r} v-P_{r} v\right)=0, \tag{5.5.14}
\end{align*}
$$

where we have used (2.4.8) of Proposition 2.4.1 in the last step. Moreover, since $h_{i}=\chi_{\Gamma_{i}^{\uparrow \uparrow}} h_{i},(2.5 .13)$ and (2.4.8) yield

$$
\begin{equation*}
h_{i}=P_{i} h_{i}=P_{i} v \in \mathcal{F}(\Gamma) \tag{5.5.15}
\end{equation*}
$$

Therefore (5.5.14) also says that $\left.\left(P_{i} v\right)\right|_{\Gamma_{i}} \in \mathcal{F}\left(\Gamma_{i}\right)^{\downarrow}$ which confirms together with (2.5.13) the first relation in (2.5.14).

Thus, by (2.5.7),

$$
\begin{aligned}
\left\|P_{i} v\right\|_{\mathcal{F}(\Gamma)} & =\left\|\chi_{\Gamma_{i}^{\uparrow}} E_{i}\left(\left.h_{i}\right|_{\Gamma_{i}}\right)\right\|_{\mathcal{F}(\Gamma)}=\left\|E_{i}\left(\left.h_{i}\right|_{\Gamma_{i}}\right)\right\|_{\mathcal{F}\left(\Gamma_{i}^{\uparrow}\right) \downarrow} \\
& \lesssim\left\|\left.h_{i}\right|_{\Gamma_{i}}\right\|_{\mathcal{F}\left(\Gamma_{i}\right) \downarrow} \leq\left\|h_{i}\right\|_{\mathcal{F}(\Gamma)} \leq\left\|v-\sum_{j<i} P_{j} v\right\|_{\mathcal{F}(\Gamma)} \\
& \leq\|v\|_{\mathcal{F}(\Gamma)}+\sum_{j<i}\left\|P_{j} v\right\|_{\mathcal{F}(\Gamma)} \lesssim\|v\|_{\mathcal{F}(\Gamma)}
\end{aligned}
$$

which, by induction, confirms the first relation in (2.5.16) $\forall i=1, \ldots N$. Since by definition,

$$
\left\|\left.\left(P_{i} v\right)\right|_{\Gamma_{i}}\right\|_{\mathcal{F}\left(\Gamma_{i}\right)^{\downarrow}}=\left\|P_{i} v\right\|_{\mathcal{F}\left(\Gamma_{i}^{\downarrow}\right)} \leq\left\|P_{i} v\right\|_{\mathcal{F}(\Gamma)} ;
$$

also the first relation in $(2.5 .15)$ and hence all claims concerning the projectors $P_{i}$ have been verified.

As for the adjoints $P_{i}^{*}$, we have by $(2.4 .11),(2.4 .13)$, and (2.4.14),

$$
\begin{equation*}
P_{i}^{*} w=\left(I-\sum_{j<i} P_{j}^{*}\right) \chi_{\Gamma_{i}} E_{i}^{*}\left(\left.w\right|_{\Gamma_{i}^{\uparrow}}\right)=\sum_{j=i}^{N} P_{j}^{*} \chi_{\Gamma_{i}} E_{i}^{*}\left(\left.w\right|_{\Gamma_{i}^{\dagger}}\right)=P_{i}^{*} \chi_{\Gamma_{i}} E_{i}^{*}\left(\left.w\right|_{\Gamma_{i}^{\dagger}}\right) \tag{5.5.16}
\end{equation*}
$$

For $r \geq i$ one obtains by (2.4.14), that $\chi_{\Gamma_{r}} P_{j}^{*}=0$ whenever $j<i$, so that for $w$ replaced for simplicity by $\left.w\right|_{\Gamma_{i}^{\dagger}}$

$$
\begin{equation*}
\chi_{\Gamma_{r}} \sum_{j<i} P_{j}^{*} \chi_{\Gamma_{i}} E_{i}^{*} w=0, \quad r \geq i \tag{5.5.17}
\end{equation*}
$$

Hence we infer from (2.4.14) and (5.5.16) that

$$
\begin{equation*}
\chi_{\Gamma_{r}} P_{i}^{*} w=0, \quad r>i, \quad \chi_{\Gamma_{i}} P_{i}^{*} w=\chi_{\Gamma_{i}} E_{i}^{*} w \tag{5.5.18}
\end{equation*}
$$

which, by (2.5.8), means that

$$
\begin{equation*}
P_{i}^{*} w \in \tilde{\mathcal{F}}\left(\Gamma_{i}\right)^{\uparrow} \tag{5.5.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\left.\left(P_{i}^{*} w\right)\right|_{\Gamma_{i}^{\uparrow \uparrow}}\right\|_{\tilde{\mathcal{F}}\left(\Gamma_{i}^{\uparrow \uparrow}\right)} \lesssim\left\|\left.w\right|_{\Gamma_{i}^{\uparrow \uparrow}}\right\|_{\tilde{\mathcal{F}}\left(\Gamma_{i}^{\uparrow \uparrow}\right)} \tag{5.5.20}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\left\|\left.\left(P_{i}^{*} v\right)\right|_{\Gamma_{i}}\right\|_{\tilde{\mathcal{F}}\left(\Gamma_{i}\right)^{\uparrow}} \lesssim\|v\|_{\tilde{\mathcal{F}}\left(\Gamma_{i}^{\uparrow}\right)}, \quad v \in \tilde{\mathcal{F}}\left(\Gamma_{i}^{\uparrow}\right), i=1, \ldots, N \tag{5.5.21}
\end{equation*}
$$

whence the second parts of (2.5.14) and (2.5.15) follow.
It remains to verify the second part of (2.5.16). It suffices to show that the $P_{i}$ are bounded in $\tilde{\mathcal{F}}^{*}(\Gamma)$. To this end note first that it follows from (2.5.8) that

$$
\begin{equation*}
\left\|E_{i} w\right\|_{\tilde{\mathcal{F}}^{*}\left(\Gamma_{i}^{\dagger}\right)} \lesssim\|w\|_{\tilde{\mathcal{F}}^{*}\left(\Gamma_{i}\right)^{\downarrow}}, \quad w \in \tilde{\mathcal{F}}^{*}\left(\Gamma_{i}\right)^{\downarrow} \tag{5.5.22}
\end{equation*}
$$

In fact,

$$
\begin{aligned}
\left\|E_{i} w\right\|_{\tilde{\mathcal{F}}^{*}\left(\Gamma_{i}^{\dagger}\right)} & =\sup _{\|v\|_{\tilde{\mathcal{F}}\left(\Gamma_{i}^{\dagger}\right)}=1}\left|\left\langle E_{i} w, v\right\rangle_{\Gamma_{i}^{\top}}\right|=\sup _{\|v\|_{\tilde{\mathcal{F}}\left(\Gamma_{i}^{\dagger}\right)}=1}\left|\left\langle w, E_{i}^{*} v\right\rangle_{\Gamma_{i}}\right| \\
& \leq \sup _{\|v\|_{\tilde{\mathcal{F}}\left(\Gamma_{i}^{\dagger}\right)}=1}\|w\|_{\tilde{\mathcal{F}}^{*}\left(\Gamma_{i}\right) \downarrow}\left\|E_{i}^{*} v\right\|_{\tilde{\mathcal{F}}\left(\Gamma_{i}\right)^{\dagger}} \\
& \lesssim \sup _{\|v\|_{\tilde{\mathcal{F}}\left(\Gamma_{i}^{\dagger}\right)}=1}\|w\|_{\tilde{\mathcal{F}}^{*}\left(\Gamma_{i}\right) \downarrow}\|v\|_{\mathcal{F}\left(\tilde{\Gamma}_{i}^{\top}\right)},
\end{aligned}
$$

where we have used (2.5.8) in the last step. Now for $i=1$ the boundedness of $P_{i}$ in $\tilde{\mathcal{F}}^{*}(\Gamma)$ follows immediately from the definition and (5.5.22). Suppose that the $P_{j}$ are bounded in $\tilde{\mathcal{F}}^{*}(\Gamma)$ for $1 \leq j<i$. Thus for $v \in \tilde{\mathcal{F}}^{*}(\Gamma)$ the distribution $h_{i}=\left(v-\sum_{j<i} P_{j} v\right)$ belongs to $\tilde{\mathcal{F}}^{*}(\Gamma)$ and $\left\|h_{i}\right\|_{\tilde{\mathcal{F}}^{*}(\Gamma)} \lesssim\|v\|_{\tilde{\mathcal{F}}^{*}(\Gamma)}$. From the beginning of the proof we know that $\chi_{\Gamma_{l}} h_{i}=0$ for $l<i$ so that $\chi_{\Gamma_{i}^{\dagger \dagger}} h_{i} \in \tilde{\mathcal{F}}^{*}(\Gamma)$. The assertion follows then by (2.5.7) as before.
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#### Abstract

The stability of a regular polygon configuration of $N$ vortices with a central vortex is investigated. When the strength of the central vortex has a value within a certain interval, it is shown that the configuration is locally Liapunov stable. When the stability of the configuration changes, new configurations bifurcate. Although the $N+1$ body problem of celestial mechanics looks similar, it has been shown there that the change of stability and the bifurcation of new configurations occur for different values of the central mass.

Ever since the Adams Prize essay of Thomson, A Treatise on the Motion of Vortex Rings, it was known that the stability of the heptagon could not be decided by the linear terms. With methods from fluid mechanics G. J. Mertz had shown in 1978 that the heptagon is stable. By normalizing the Hamiltonian function we can show that except for rotational symmetry the heptagon is locally Liapunov stable.
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1. Introduction. The problem of vortices in an ideal fluid was discussed by J. J. Thomson [13] in his essay for the Adams Prize of 1882 . He placed $N$ vortices of equal strength at the vertices of a regular polygon. In a uniformly rotating coordinate system he found that the configuration could be stable for $N \leq 6$ but was unstable for $N \geq 8$. Many papers have extended the work of Thomson since then. Some of the more recent papers include those by G. Morikawa and E. Swenson [9], who studied the motion of geostrophic vortices, and $H$. Aref [1], who investigated a row of vortices and showed its relationship to the polygon configuration. The question, what happens with a heptagon, is addressed, for example, in [2] and [6].

Maxwell [5] used in his essay for the Adams Prize of 1856 regular polygon configurations for the $N+1$ body problem of celestial mechanics to explain the rings of Saturn. Many papers have been written on that subject, including [7], where bifurcations of relative equilibria in the $N+1$ body problem and $N+1$ vortex problem were studied as a purely algebraic problem without worrying about stability. Moeckel [8] studied carefully the spectral stability of Maxwell's polygon configurations. After this the second author used canonical transformations in [12] in order to explain how bifurcations and changes in stability are related. The current paper is an extension of the above methods to the vortex problem.

By using the methods developed for the problem of celestial mechanics, we are able to derive the results for the polygon configuration of $N$ equal vortices in a straightforward manner. Extending the methods to the polygon configuration with a central vortex of strength $\kappa$, that is, the $N+1$ vortex problem, we obtain the results of Thomson and others in a unified way. Actually we can show more, that is, for a

[^10]bounded range of $\kappa$ the $N+1$ vortex configuration is not only linearly stable, but it is also locally stable in the sense of Liapunov. For seven bodies this interval of stability starts when $\kappa=0$. This explains the special nature of the heptagon. By normalizing the Hamiltonian function through fourth-order terms we show that the heptagon of Thomson is also locally Liapunov stable.

Since the $N+1$ vortex problem has only $N+1$ degrees of freedom versus $2(N+1)$ for the problem in celestial mechanics, the calculations are simpler. Furthermore, polygon configuration have a lot of symmetries, which make these calculations feasible. In addition to this a Taylor series expansion for the logarithmic potential of the vortex problem can be found with the help of analytic functions, which makes it much easier to compute than the one for the Newtonian potential.

It is for this reason that we have repeated the calculations of [12] and [7], not only to work on a different problem but with the hope that the results of this paper can be used later to get some additional insight into the corresponding problem of celestial mechanics.

We consider the planar flow of an ideal incompressible fluid, which is not constrained by any boundaries. For any positively oriented, closed path, circulation is defined by

$$
\Gamma=\oint v_{s} d s
$$

where $v_{s}$ represents the component of velocity along an element of the path of length $d s$. The strength of the vortices enclosed by this path is then given by

$$
\kappa=\frac{\oint v_{s} d s}{\text { Area }}
$$

Let $N+1$ vortices be located at $q_{j}=\left(x_{j}, y_{j}\right)$ with vortex strength $\kappa_{j}$ for $j=0, \ldots, N$. Kirchhoff [3] derived the equations of motion for these vortices in the framework of Hamiltonian mechanics and these equations are

$$
\begin{aligned}
\kappa_{j} \dot{x}_{j} & =\frac{\partial U}{\partial y_{j}} \\
\kappa_{j} \dot{y}_{j} & =-\frac{\partial U}{\partial x_{j}}
\end{aligned}
$$

with the Hamiltonian function

$$
\begin{equation*}
U=-\sum_{i<j} \kappa_{i} \kappa_{j} \log \left(\left(x_{i}-x_{j}\right)^{2}+\left(y_{i}-y_{j}\right)^{2}\right)^{\frac{1}{2}} . \tag{1.1}
\end{equation*}
$$

The potential function of celestial mechanics has a similar form. Therefore, we call $U$ the logarithmic potential function and hope that it will not be confused with the velocity potential in the theory of incompressible potential flow.

With the column vector $q=\left(x_{0}, \ldots, x_{N}, y_{0}, \ldots, y_{N}\right)^{T}$, the diagonal matrix $\mathbf{M}=$ $\operatorname{diag}\left(\kappa_{0}, \ldots, \kappa_{N}, \kappa_{0}, \ldots, \kappa_{N}\right)$, and the standard symplectic matrix

$$
\mathbf{J}=\left(\begin{array}{cc}
0 & \mathbf{I} \\
-\mathbf{I} & 0
\end{array}\right)
$$

the above equation can also be written in vector form

$$
\begin{equation*}
\mathbf{M} \dot{q}=\mathbf{J} \nabla U \tag{1.2}
\end{equation*}
$$

A relative equilibrium is a configuration of vortices, which becomes stationary in a rotating coordinate system. Let $Q \in \mathcal{R}^{2(N+1)}$ be the coordinates, which rotate uniformly with angular velocity $\nu$ around the origin, so that the coordinate transformation is given by

$$
q=\mathrm{e}^{\nu \mathbf{J} t} Q
$$

The equations of motion are then

$$
\begin{equation*}
\mathbf{M} \dot{Q}=\mathbf{J}(-\nu \mathbf{M} Q+\nabla U(Q)) \tag{1.3}
\end{equation*}
$$

A stationary solution $Q_{0}$ satisfies

$$
0=-\nu \mathbf{M} Q_{0}+\nabla U\left(Q_{0}\right)
$$

Form the scalar product of the above equation with $Q_{0}$ to find for the value of $\nu$

$$
\begin{equation*}
\nu=\frac{Q_{0}^{T} \nabla U\left(Q_{0}\right)}{Q_{0}^{T} \mathbf{M} Q_{0}} \tag{1.4}
\end{equation*}
$$

Since

$$
U(\lambda Q)=-\log \lambda \sum \kappa_{i} \kappa_{j}+U(Q), \quad \lambda>0
$$

differentiating with respect to $\lambda$ and setting $\lambda=1$, we get

$$
Q^{T} \cdot \nabla U(Q)=-\sum_{i<j} \kappa_{i} \kappa_{j}
$$

which lets us find a simpler expression for the numerator in (1.4). For the $N+1$ body problem of celestial mechanics, the denominator of (1.4) would be related to the moment of inertia. We will use the same notation and write

$$
I\left(Q_{0}\right)=\frac{1}{2} Q_{0}^{T} \mathbf{M} Q_{0}=\frac{1}{2} \sum_{j=0}^{N} \kappa_{j}\left(x_{0, j}^{2}+y_{0, j}^{2}\right)
$$

The angular velocity for the uniformly rotating coordinate system is then

$$
\nu=\frac{-\sum_{i<j} \kappa_{i} \kappa_{j}}{2 I\left(Q_{0}\right)}
$$

The derivation above demonstrates the similarity of the problem of $N+1$ vortices with the $N+1$ problem of celestial mechanics. Of these two problems the vortex problem is actually simpler since the position coordinates $x_{j}$ and $y_{j}$ are already conjugate to each other. In a strict sense (1.2) is not a Hamiltonian differential equation; nevertheless, most results in Hamiltonian mechanics can be carried over, as one can consider a nonstandard symplectic structure (see [4] or [10]). Thus it is not surprising that the computations for the spectral stability of relative equilibria in the $N+1$ body problem (see [8], [12]) can also be repeated for the vortex problem. What is surprising is that the results are more degenerate than those in celestial mechanics.

In the next section we give the conditions for spectral stability of relative equilibrium and mention the problems of a ring of vortices and the ring with a central vortex. These two problems will be discussed in the following sections. We then vary the strength $\kappa$ of the central vortex and show in the last section that the change of stability occurs at those values of $\kappa$ where new relative equilibria bifurcate. The final section reports on our calculations when $N=7$; that is, we demonstrate that the heptagon configuration is locally Liapunov stable.
2. Spectral stability. In order to determine the stability of the relative equilibrium $Q_{0}$ of (1.3) we look at solutions nearby and set

$$
Q=Q_{0}+Z
$$

so that (1.3) becomes

$$
\begin{equation*}
\mathbf{M} \dot{Z}=\mathbf{J} \nabla V(Z) \tag{2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
V(Z)=-\frac{\nu}{2}\left(Q_{0}+Z\right)^{T} \mathbf{M}\left(Q_{0}+Z\right)+U\left(Q_{0}+Z\right) \tag{2.2}
\end{equation*}
$$

Since $Q_{0}$ is a stationary point, $\nabla V(0)=-\nu \mathbf{M} Q_{0}+\nabla U\left(Q_{0}\right)=0$. With $D^{2} V(0)=$ $-\nu \mathbf{M}+D^{2} U_{0}$, where $D^{2} U_{0}$ stands for the Hessian of $U$ evaluated at $Q_{0}$, the linearized form of (2.1) is

$$
\begin{equation*}
\mathbf{M} \dot{Z}=\mathbf{J}\left(-\nu \mathbf{M}+D^{2} U_{0}\right) Z \tag{2.3}
\end{equation*}
$$

Solutions of the form $Z=\mathrm{e}^{\lambda t} \zeta$ exist when the matrix

$$
\begin{equation*}
\lambda \mathbf{J}-\nu \mathbf{I}+\mathbf{M}^{-1} D^{2} U_{0} \tag{2.4}
\end{equation*}
$$

is singular.
Definition 2.1. A relative equilibrium solution $Q_{0}$ of (1.3) is spectrally stable if all roots $\lambda$ of

$$
\begin{equation*}
\left|\lambda \mathbf{J}-\nu \mathbf{I}+\mathbf{M}^{-1} D^{2} U_{0}\right|=0 \tag{2.5}
\end{equation*}
$$

are purely imaginary.
Remark. In order for the relative equilibrium to be linearly stable, we require, in addition, that all elementary divisors have simple roots; that is, the system (2.3) can be diagonalized completely.

The problem to be considered is a ring of $N$ identical vortices at the vertices of a regular $N$-gon with an additional vortex at the origin. Let $\omega=\mathrm{e}^{2 \pi \sqrt{-1} / N}$ be the $N$ th root of unity. The position of the $j$ th vortex is then $\omega^{j}$ for $j=0, \ldots, N-1$ and its strength is $\kappa_{0}$. The strength of the vortex at the origin will be $\kappa_{N}$. We write therefore for the potential function (1.1)

$$
U=\kappa_{0}^{2} U_{1}+\kappa_{0} \kappa_{N} U_{2}
$$

where the two functions are given by

$$
\begin{equation*}
U_{1}=-\sum_{0 \leq i<j<N} \log \left|Q_{i}-Q_{j}\right|=-\frac{1}{2} \sum_{i=0}^{N-1} \sum_{j=1}^{N-1} \log \left|Q_{i}-Q_{i+j}\right| \tag{2.6}
\end{equation*}
$$

with the index $i+j$ to be taken $\bmod N$ and

$$
\begin{equation*}
U_{2}=-\sum_{j=0}^{N-1} \log \left|Q_{j}-Q_{N}\right| \tag{2.7}
\end{equation*}
$$

If in (2.4) we scale $\lambda$ and $\nu$ by $\kappa_{0}$, then only the ratio of the strength of the two vortices $\kappa_{N} / \kappa_{0}$ is of significance. Thus without loss of generality we can set $\kappa_{0}=1$
and write $\kappa$ instead of $\kappa_{N}$ for the strength of the vortex at the origin. The potential function to be considered is therefore

$$
\begin{equation*}
U=U_{1}+\kappa U_{2} . \tag{2.8}
\end{equation*}
$$

The moment of inertia for the above configuration is then $I\left(Q_{0}\right)=N / 2$, and its rate of rotation is

$$
\begin{equation*}
\nu=-\frac{N-1}{2}-\kappa . \tag{2.9}
\end{equation*}
$$

3. Expansion of the Hamiltonian function $\boldsymbol{U}_{\mathbf{1}}$. Consider first the case of a ring where the $N$ vortices form a regular $N$-gon. Since $\kappa=0$, we can ignore here the $(N+1)$ st coordinate and consider the problem in $\mathcal{R}^{2 N}$. We will use a transformation which brings $D^{2} U_{1}\left(Q_{0}\right)$ into a normal form. The transformation has been used in a nonsymplectic form by Palmore [11] and others. In complex notation the transformation is $Z=\mathbf{W} z$ or

$$
\begin{equation*}
Q=Q_{0}+\mathbf{W} z \tag{3.1}
\end{equation*}
$$

with

$$
\mathbf{W}=\frac{1}{\sqrt{N}}\left(\begin{array}{cccc}
1 & 1 & \cdots & 1  \tag{3.2}\\
1 & \omega & \cdots & \omega^{N-1} \\
\vdots & \vdots & & \vdots \\
1 & \omega^{N-1} & \cdots & \omega^{(N-1)^{2}}
\end{array}\right)
$$

The matrix $\mathbf{W}$ is unitary and therefore defines a symplectic transformation in $\mathcal{R}^{2 N}$. This is seen when we keep the correspondence of the complex-valued $\omega$ with the $2 \times 2$ real submatrices

$$
\left(\begin{array}{cc}
\cos 2 \pi / N & -\sin 2 \pi / N \\
\sin 2 \pi / N & \cos 2 \pi / N
\end{array}\right)
$$

in mind. Since $\mathbf{M}$ is an identity matrix, the transformed differential equation (2.3) is

$$
\dot{z}=\left(-\nu \mathbf{J}+\mathbf{J} \mathbf{W}^{T} D^{2} U_{1} \mathbf{W}\right) z
$$

where $\mathbf{W}^{T}$ stands for the transpose of the $2 N \times 2 N$ matrix $\mathbf{W}$ written in its real form. The only task, albeit a tedious one, is the transformation of the Hessian. We accomplish it by computing partial derivatives of $U_{1}\left(Q_{0}+\mathbf{W} z\right)$ and evaluating them at $z=0$. This job is simplified by staying with complex notation as long as possible.

Consider first a function $f(z)=\log \phi(z)$ of the complex variable $z=x+\sqrt{-1} y$. The partial derivatives of the function $g(x, y)=\log |\phi|$ can be obtained from the real part of the derivative with respect to $z$ of the analytical function $f(z)$ since

$$
\begin{equation*}
\log \phi=\log |\phi|+\sqrt{-1} \arg \phi \tag{3.3}
\end{equation*}
$$

Therefore, write $z_{k}=x_{k}+\sqrt{-1} y_{k}$ for $k=0,1, \ldots, N-1$. From (3.2) we have

$$
Q_{j}=\omega^{j}+\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} \omega^{j k} z_{k}
$$

and we can write

$$
\begin{aligned}
Q_{i}-Q_{i+j} & =\omega^{i}-\omega^{i+j}+\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1}\left(\omega^{i k}-\omega^{(i+j) k}\right) z_{k} \\
& =\omega^{i}\left(d_{j}+\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} d_{j k} \omega^{i(k-1)} z_{k}\right)
\end{aligned}
$$

where we have set

$$
\begin{equation*}
d_{j}=1-\omega^{j} \tag{3.4}
\end{equation*}
$$

so that $\left|d_{j}\right|=2 \sin \pi j / N$. Since $|\omega|=1$ for $\phi$ in (3.3) use

$$
\phi=\left(Q_{i}-Q_{i+j}\right) \omega^{-i}=d_{j}+\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} d_{j k} \omega^{i(k-1)} z_{k}
$$

so that

$$
\begin{equation*}
\frac{\partial \phi}{\partial z_{k}}=\frac{d_{j k}}{\sqrt{N}} \omega^{i(k-1)} \tag{3.5}
\end{equation*}
$$

For $f=\log \phi$, we then find

$$
\begin{aligned}
\frac{\partial f}{\partial z_{r}} & =\frac{1}{\phi} \frac{\partial \phi}{\partial z_{r}} \\
\frac{\partial^{2} f}{\partial z_{r} \partial z_{s}} & =\frac{-1}{\phi^{2}} \frac{\partial \phi}{\partial z_{r}} \frac{\partial \phi}{\partial z_{s}} \\
\frac{\partial^{3} f}{\partial z_{r} \partial z_{s} \partial z_{t}} & =\frac{2}{\phi^{3}} \frac{\partial \phi}{\partial z_{r}} \frac{\partial \phi}{\partial z_{s}} \frac{\partial \phi}{\partial z_{t}}
\end{aligned}
$$

and so on. At $z=0$ we have $\phi(0)=d_{j}$ and the partial derivatives are therefore

$$
\begin{aligned}
\frac{\partial f}{\partial z_{r}} & =\frac{1}{\sqrt{N}} \omega^{i(r-1)} \frac{d_{j r}}{d_{j}} \\
\frac{\partial^{2} f}{\partial z_{r} \partial z_{s}} & =\frac{-1}{N} \omega^{i(r+s-2)} \frac{d_{j r} d_{j s}}{d_{j}^{2}} \\
\frac{\partial^{3} f}{\partial z_{r} \partial z_{s} \partial z_{t}} & =\frac{2}{N \sqrt{N}} \omega^{i(r+s+t-3)} \frac{d_{j r} d_{j s} d_{j t}}{d_{j}^{3}} \\
\frac{\partial^{4} f}{\partial z_{r} \partial z_{s} \partial z_{t} \partial z_{u}} & =\frac{-6}{N^{2}} \omega^{i(r+s+t+u-4)} \frac{d_{j r} d_{j s} d_{j t} d_{j u}}{d_{j}^{4}}
\end{aligned}
$$

and so on. We then obtain, for example, the second-order partial derivatives of $g=\log |\phi|$ to be

$$
\frac{\partial^{2} g}{\partial x_{r} \partial x_{s}}=-\frac{1}{N} \operatorname{Re}\left(\omega^{i(r+s-2)} \frac{d_{j r} d_{j s}}{d_{j}^{2}}\right)
$$

Similarly, we find

$$
\frac{\partial^{2} g}{\partial y_{r} \partial x_{s}}=\frac{1}{N} \operatorname{Im}\left(\omega^{i(r+s-2)} \frac{d_{j r} d_{j s}}{d_{j}^{2}}\right) \quad \text { and } \quad \frac{\partial^{2} g}{\partial y_{r} \partial y_{s}}=-\frac{\partial^{2} g}{\partial x_{r} \partial x_{s}}
$$

Since $\omega$ is the $N$ th root of unity,

$$
\sum_{i=0}^{N-1} \omega^{i(r+s-2)}= \begin{cases}N & \text { for } r+s=2 \bmod N \\ 0 & \text { otherwise }\end{cases}
$$

so that

$$
\frac{\partial^{2} U_{1}}{\partial x_{r} \partial x_{s}}=-\frac{1}{2} \sum_{i=0}^{N-1} \sum_{j=1}^{N-1} \frac{\partial^{2} g}{\partial x_{r} \partial x_{s}}=\frac{1}{2} \sum_{j=1}^{N-1} \operatorname{Re}\left(\frac{d_{j r} d_{j s}}{d_{j}^{2}}\right)
$$

for $r+s=2 \bmod N$ and zero otherwise. On the other hand,

$$
\sum_{j=1}^{N-1} \frac{d_{j r} d_{j s}}{d_{j}^{2}}=\sum_{j=1}^{N-1} \frac{\left(1-\omega^{j r}\right)\left(1-\omega^{j s}\right)}{\left(1-\omega^{j}\right)^{2}}
$$

hence, this sum is zero if $r=0$ or $s=0$, while in the other cases it is equal to

$$
\sum_{j=1}^{N-1}\left(1+\omega^{j}+\cdots+\omega^{j(r-1)}\right)\left(1+\omega^{j}+\cdots+\omega^{j(s-1)}\right)
$$

Since

$$
\sum_{j=1}^{N-1} \omega^{j m}=-1 \quad \text { if } \quad m \neq 0 \bmod N
$$

and denoting by $k(r, s)$ the number of pairs $(\rho, \sigma)$ such that $\rho+\sigma=0 \bmod N$, with $0 \leq \rho<r$ and $0 \leq \sigma<s$, we see that this sum is equal to

$$
k(r, s)(N-1)-(r s-k(r, s))=N k(r, s)-r s
$$

We readily see that there are only two cases, one being $r=s=1$ with $k(1,1)=1$ and the other $r+s=N+2$ when $r$ or $s$ is greater than 1 , which gives $k(r, s)=2$. Thus,

$$
\begin{equation*}
\frac{\partial^{2} U_{1}}{\partial x_{1}^{2}}=-\frac{\partial^{2} U_{1}}{\partial y_{1}^{2}}=\frac{N-1}{2} \tag{3.6}
\end{equation*}
$$

and, for $r+s=2 \bmod N, r s \neq 0$,

$$
\begin{equation*}
\frac{\partial^{2} U_{1}}{\partial x_{r} \partial x_{s}}=-\frac{\partial^{2} U_{1}}{\partial y_{r} \partial y_{s}}=\frac{2 N-r s}{2} \tag{3.7}
\end{equation*}
$$

while the derivatives are zero in all the other cases.
By summing up the terms for the third-order partial derivatives we will see, as before, that most of them cancel out and we are left, for $r+s+t=3 \bmod N$, with the expression

$$
\frac{\partial^{3} U_{1}}{\partial x_{r} \partial x_{s} \partial x_{t}}=\frac{-1}{\sqrt{N}} \operatorname{Re}\left(\sum_{j=1}^{N-1} \frac{d_{j r} d_{j s} d_{j t}}{d_{j}^{3}}\right)
$$

and this derivative is zero if $r+s+t \neq 3 \bmod N$ or if $r s t=0$. Similarly, we find that

$$
\frac{\partial^{3} U_{1}}{\partial y_{r} \partial y_{s} \partial x_{t}}=-\frac{\partial^{3} U_{1}}{\partial x_{r} \partial x_{s} \partial x_{t}}
$$

while the third-order derivatives involving one or three $y$ 's are zero.
Denoting by $k(r, s, t)$ the number of triplets $(\rho, \sigma, \tau)$ such that $\rho+\sigma+\tau=0 \bmod N$ when $0 \leq \rho<r, 0 \leq \sigma<s, 0 \leq \tau<t$, we find that

$$
\frac{\partial^{3} U_{1}}{\partial x_{r} \partial x_{s} \partial x_{t}}=-\frac{1}{\sqrt{N}}(N k(r, s, t)-r s t)
$$

We find similar expressions for the fourth-order partial derivatives of $U_{1}$, for instance,

$$
\frac{\partial^{4} U_{1}}{\partial x_{r} \partial x_{s} \partial x_{t} \partial x_{u}}=\frac{3}{N} \operatorname{Re}\left(\sum_{j=1}^{N-1} \frac{d_{j r} d_{j s} d_{j t} d_{j u}}{d_{j}^{4}}\right) \quad \text { if } \quad r+s+t+u=4 \bmod N .
$$

We compute

$$
\frac{\partial^{4} U_{1}}{\partial x_{r} \partial x_{s} \partial x_{t} \partial x_{u}}=-\frac{\partial^{4} U_{1}}{\partial x_{r} \partial x_{s} \partial y_{t} \partial y_{u}}=\frac{\partial^{4} U_{1}}{\partial y_{r} \partial y_{s} \partial y_{t} \partial y_{u}}=\frac{3}{N}(N k(r, s, t, u)-r s t u)
$$

if $r+s+t+u=4 \bmod N, r s t u \neq 0$. The remaining partial derivatives are all equal to zero.
4. Stability polynomial for a ring of vortices. Let us call the nonzero second-order derivatives of $U_{1}$ in (3.7) $c_{r}=\frac{1}{2}(2 N-r s)$, which holds when $r+s=2+N$ so that

$$
\begin{equation*}
c_{r}=-\frac{1}{2}(r-2)(N-r) \tag{4.1}
\end{equation*}
$$

for $r=2,3, \ldots$. For $r=1$, the above formula gives also the correct value of (3.6) so that (4.1) is valid for all cases. For reference we list in Table 4.1 the values of $c_{r}$ for 3 to 12 vortices. Actually only about half of the values are listed, as the remaining ones are found via symmetry from $c_{r}=c_{N+2-r}$.

Table 4.1
Values of $c_{r}$ given by (4.1) for $N$ vortices.

| $N$ | $c_{1}$ | $c_{2}$ | $c_{3}$ | $c_{4}$ | $c_{5}$ | $c_{6}$ | $c_{7}$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 3 | 1.0 | 0.0 |  |  |  |  |  |
| 4 | 1.5 | 0.0 | -0.5 |  |  |  |  |
| 5 | 2.0 | 0.0 | -1.0 |  |  |  |  |
| 6 | 2.5 | 0.0 | -1.5 | -2.0 |  |  |  |
| 7 | 3.0 | 0.0 | -2.0 | -3.0 |  |  |  |
| 8 | 3.5 | 0.0 | -2.5 | -4.0 | -4.5 |  |  |
| 9 | 4.0 | 0.0 | -3.0 | -5.0 | -6.0 |  |  |
| 10 | 4.5 | 0.0 | -3.5 | -6.0 | -7.5 | -8.0 |  |
| 11 | 5.0 | 0.0 | -4.0 | -7.0 | -9.0 | -10.0 |  |
| 12 | 5.5 | 0.0 | -4.5 | -8.0 | -10.5 | -12.0 | -12.5 |

Hence we have the matrix

$$
\mathbf{C}=\left(\frac{\partial^{2} U_{1}}{\partial x_{r} \partial x_{s}}\right)=\left(\begin{array}{cccccccc}
0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 \\
0 & c_{1} & 0 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \cdots & 0 & c_{3} \\
0 & 0 & 0 & 0 & 0 & \cdots & c_{4} & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & & \vdots & \vdots \\
0 & 0 & 0 & 0 & c_{4} & \cdots & 0 & 0 \\
0 & 0 & 0 & c_{3} & 0 & \cdots & 0 & 0
\end{array}\right) .
$$

The matrix (2.4) has thus the block form

$$
\left(\begin{array}{cc}
-\nu \mathbf{I}+\mathbf{C} & \lambda \mathbf{I}  \tag{4.2}\\
-\lambda \mathbf{I} & -\nu \mathbf{I}-\mathbf{C}
\end{array}\right)
$$

with $\mathbf{I}$ an $N \times N$ identity matrix. Due to the special nature of $\mathbf{C}$ the determinant of (4.2) decomposes into the product of $2 \times 2$ and $4 \times 4$ subdeterminants, which is easily seen by shuffling rows and columns. These cases will be referred to by the index $r$ of the coefficient in the matrix $\mathbf{C}$ and discussed now as follows.

Cases $r=0$ and $r=2$.

$$
\left|\begin{array}{cc}
-\nu & \lambda \\
-\lambda & -\nu
\end{array}\right|=\lambda^{2}+\nu^{2}=0
$$

It gives rise to two pairs of trivial solutions $\lambda= \pm \mathrm{i} \nu$, which have to be expected due to the existence of four integrals.

Case $r=1$.

$$
\left|\begin{array}{cc}
-\nu+c_{1} & \lambda \\
-\lambda & -\nu-c_{1}
\end{array}\right|=\lambda^{2}+\nu^{2}-c_{1}^{2}=\lambda^{2}=0
$$

This pair of zero roots is related to the fact that the relative equilibria are circular solutions in an inertial coordinate system and that among all solutions the circular ones are isolated. The remaining cases give the nontrivial ones.

Cases $r>2, s=N+2-r$, and $c_{r}=c_{s}$.

$$
\left|\begin{array}{cccc}
-\nu & c_{r} & \lambda & 0 \\
c_{r} & -\nu & 0 & \lambda \\
-\lambda & 0 & -\nu & -c_{r} \\
0 & -\lambda & -c_{r} & -\nu
\end{array}\right|=\left(\lambda^{2}+\nu^{2}-c_{r}^{2}\right)^{2}=0
$$

has the real double roots $\lambda= \pm \sqrt{c_{r}^{2}-\nu^{2}}$. At these values the corresponding $4 \times 4$ matrix has rank two, and therefore the system can be diagonalized completely. Finally when $N$ is even, the following determinant has to be considered.

Case $r=s=\frac{N+2}{2}$.

$$
\left|\begin{array}{cc}
-\nu+c_{r} & \lambda \\
-\lambda & -\nu-c_{r}
\end{array}\right|=\lambda^{2}+\nu^{2}-c_{r}^{2}=0
$$

which gives the simple pair of real roots $\lambda= \pm \sqrt{c_{r}^{2}-\nu^{2}}$.
Since $c_{r}^{2}-\nu^{2}=c_{r}^{2}-c_{1}^{2}=\{(r-2)(N-r)+(N-1)\}\{(r-2)(N-r)-(N-1)\} / 4$, we determine from this formula or by inspecting Table 4.1 the number of different characteristic exponents. Table 4.2 gives these numbers with the trivial characteristic exponents included in the count. As already discovered by Thomson the ring with 7 vortices is somewhat degenerate, and we will get back to this case later on.

TABLE 4.2
Number of roots of the stability polynomial for a ring with $N$ vortices.

| $N$ | Negative | Positive | Zero | Imaginary |
| :---: | :---: | :---: | :---: | :---: |
| 3 | 0 | 0 | 2 | 4 |
| 4 | 0 | 0 | 2 | 6 |
| 5 | 0 | 0 | 2 | 8 |
| 6 | 0 | 0 | 2 | 10 |
| 7 | 0 | 0 | 6 | 8 |
| $\geq 8$ | $N-5$ | $N-5$ | 2 | 8 |

5. Stability of a ring with a central vortex. When we include a central vortex we have to use the function (2.8) and have to work in $\mathcal{R}^{2 N+2}$. We can use the results of the previous section but have to add to it the contributions of the potential function $U_{2}$ given in (2.7). As an intermediate step we first determine for $0 \leq j \leq N-1$ the partial derivatives of $f=\log \phi$ at $z=0$, where

$$
\phi=\left(Q_{j}-Q_{N}\right) \omega^{-j}=1+\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} \omega^{j(k-1)} z_{k}-\omega^{-j} z_{N}
$$

with the new coordinate $Q_{N}=z_{N}$. The derivatives of first order are

$$
\frac{\partial f}{\partial z_{r}}= \begin{cases}\frac{1}{\sqrt{N}} \omega^{j(r-1)}, & 0 \leq r \leq N-1 \\ -\omega^{-j}, & r=N\end{cases}
$$

and of the second order

$$
\frac{\partial^{2} f}{\partial z_{r} \partial z_{s}}= \begin{cases}-\frac{1}{N} \omega^{j(r+s-2)}, & 0 \leq r, s \leq N-1 \\ \frac{1}{\sqrt{N}} \omega^{j(r-2)}, & 0 \leq r \leq N-1, \quad s=N \\ -\omega^{-2 j}, & r=s=N\end{cases}
$$

By summing over $j$ from 0 through $N-1$, we have that the only nonzero terms left are

$$
\frac{\partial^{2} U_{2}}{\partial x_{r} \partial x_{s}}= \begin{cases}1 & \text { for } r+s=2 \bmod N \\ -\sqrt{N} & \text { for } r=2 \text { and } s=N, \text { or } r=N \text { and } s=2 \\ 0 & \text { otherwise }\end{cases}
$$

The matrix (2.4) has again the form given in (4.2) with $\mathbf{I}$ now an $(N+1) \times(N+1)$ identity matrix, $\nu=-c_{1}-\kappa$, and after the multiplication with $\mathbf{M}^{-1}$ the matrix $\mathbf{C}$ is replaced by

$$
\mathbf{C}=\left(\begin{array}{ccccccc}
0 & 0 & \kappa & 0 & \cdots & 0 & 0 \\
0 & c_{1}+\kappa & 0 & 0 & \cdots & 0 & 0 \\
\kappa & 0 & 0 & 0 & \cdots & 0 & -\kappa \sqrt{N} \\
0 & 0 & 0 & 0 & \cdots & c_{3}+\kappa & 0 \\
\vdots & \vdots & \vdots & \vdots & & \vdots & \vdots \\
0 & 0 & 0 & c_{3}+\kappa & \cdots & 0 & 0 \\
0 & 0 & -\sqrt{N} & 0 & \cdots & 0 & 0
\end{array}\right) .
$$

The splitting of (4.2) into subdeterminants still occurs. For rows $r=0,2$, and $N$ we obtain the following subdeterminant:

$$
\left|\begin{array}{cccccc}
-\nu & \kappa & 0 & \lambda & 0 & 0 \\
\kappa & -\nu & -\kappa \sqrt{N} & 0 & \lambda & 0 \\
0 & -\sqrt{N} & -\nu & 0 & 0 & \lambda \\
-\lambda & 0 & 0 & -\nu & -\kappa & 0 \\
0 & -\lambda & 0 & -\kappa & -\nu & \kappa \sqrt{N} \\
0 & 0 & -\lambda & 0 & \sqrt{N} & -\nu
\end{array}\right|=0
$$

For block matrices the following is easily verified:

$$
\left|\begin{array}{cc}
\mathbf{A} & \lambda \mathbf{I} \\
-\lambda \mathbf{I} & \mathbf{B}
\end{array}\right|=\left|\lambda^{2} \mathbf{I}+\mathbf{A B}\right|,
$$

so that for the determinant above we find

$$
\left|\begin{array}{ccc}
\lambda^{2}+\nu^{2}-\kappa^{2} & 0 & \kappa^{2} \sqrt{N} \\
0 & \lambda^{2}+\nu^{2}-\kappa^{2}-\kappa N & 0 \\
\kappa \sqrt{N} & 0 & \lambda^{2}+\nu^{2}-\kappa N
\end{array}\right|
$$

The first factor gives the trivial exponents, whereas the second factor gives the repeated characteristic exponents

$$
\lambda= \pm \sqrt{\kappa-(N-1)^{2} / 4}
$$

Thus a change in stability occurs when

$$
\begin{equation*}
\kappa=\left(\frac{N-1}{2}\right)^{2} \tag{5.1}
\end{equation*}
$$

with the configuration becoming less stable as $\kappa$ increases. The case of $r=1$ leads to a determinant of the form

$$
\left|\begin{array}{cc}
-2 \nu & \lambda \\
-\lambda & 0
\end{array}\right|=0
$$

so that it again gives the repeated zeros. The general case $r>2$ gives with $\nu=-c_{1}-\kappa$ the $4 \times 4$ submatrix

$$
\left(\begin{array}{cccc}
c_{1}+\kappa & c_{r}+\kappa & \lambda & 0  \tag{5.2}\\
c_{r}+\kappa & c_{1}+\kappa & 0 & \lambda \\
-\lambda & 0 & c_{1}+\kappa & -c_{r}-\kappa \\
0 & -\lambda & -c_{r}-\kappa & c_{1}+\kappa
\end{array}\right)
$$

whose determinant could be evaluated as above. Instead we use an additional symplectic transformation; that is, we perform the rotation

$$
\binom{x_{r}}{x_{s}} \leftarrow \frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & 1 \\
-1 & 1
\end{array}\right)\binom{x_{r}}{x_{s}}, \quad\binom{y_{r}}{y_{s}} \leftarrow \frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & 1 \\
-1 & 1
\end{array}\right)\binom{y_{r}}{y_{s}}
$$

The matrix (5.2) then becomes and reads

$$
\left(\begin{array}{cccc}
c_{1}-c_{r} & 0 & \lambda & 0 \\
0 & c_{1}+c_{r}+2 \kappa & 0 & \lambda \\
-\lambda & 0 & c_{1}+c_{r}+2 \kappa & 0 \\
0 & -\lambda & 0 & c_{1}-c_{r}
\end{array}\right)
$$

from where we obtain the repeated characteristic exponents

$$
\begin{equation*}
\lambda= \pm \sqrt{\left(c_{r}-c_{1}\right)\left(2 \kappa+c_{r}+c_{1}\right)} \tag{5.3}
\end{equation*}
$$

A change of stability occurs when

$$
\begin{equation*}
\kappa=-\frac{c_{r}+c_{1}}{2} \tag{5.4}
\end{equation*}
$$

with the configuration becoming more stable as $\kappa$ increases. Finally we consider the case when $N$ is even and a $2 \times 2$ subdeterminant occurs for $r=s=(N+2) / 2$ :

$$
\left|\begin{array}{cc}
c_{1}+c_{r}+2 \kappa & \lambda \\
-\lambda & c_{1}-c_{r}
\end{array}\right|=0
$$

It gives rise to characteristic exponents that have the same form as in (5.3), except that they are now simple.

A change of stability occurs at values of $\kappa$ given in (5.1) and (5.4). Since these values do not depend only on $r$ but also on $N$, we denote them by

$$
\kappa(r, N)= \begin{cases}-\frac{c_{r}+c_{1}}{2} & \text { for } 2<r \leq(N+2) / 2  \tag{5.5}\\ \left(\frac{N-1}{2}\right)^{2} & \text { for } r=2\end{cases}
$$

The ordering of the values where the stability of the $N+1$ vortex configuration changes is

$$
-0.5=\kappa(3, N)<\kappa(4, N)<\cdots<\kappa\left(\left\lfloor\frac{N+2}{2}\right\rfloor, N\right)<\kappa(2, N)=(N-1)^{2} / 4
$$

Values for the $\kappa(r, N)$ are listed in this order in Table 5.1. Also listed under $\kappa_{v=0}$ is the value of $\kappa$, where the rate of rotation $\nu$ of the coordinate system is zero.

Table 5.1
Critical values for $\kappa(r, N)$ for a ring with a central vortex.

| $N$ | $\kappa_{\nu=0}$ | $\kappa(3, N)$ | $\kappa(4, N)$ | $\kappa(5, N)$ | $\kappa(6, N)$ | $\kappa(7, N)$ | $\kappa(2, N)$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 3 | -1.0 |  |  |  |  |  | 1.00 |
| 4 | -1.5 | -0.5 |  |  |  | 2.25 |  |
| 5 | -2.0 | -0.5 |  |  |  | 4.00 |  |
| 6 | -2.5 | -0.5 | -0.25 |  |  | 6.25 |  |
| 7 | -3.0 | -0.5 | 0.00 |  |  | 9.00 |  |
| 8 | -3.5 | -0.5 | 0.25 | 0.50 |  | 12.25 |  |
| 9 | -4.0 | -0.5 | 0.50 | 1.00 |  | 16.00 |  |
| 10 | -4.5 | -0.5 | 0.75 | 1.50 | 1.75 |  | 20.25 |
| 11 | -5.0 | -0.5 | 1.00 | 2.00 | 2.50 |  | 25.00 |
| 12 | -5.5 | -0.5 | 1.25 | 2.50 | 3.25 | 3.50 | 30.25 |

Furthermore, (5.3) shows that the configuration becomes more stable as $\kappa$ passes through one of the values $\kappa(r, N)$ for $r>2$, since we have $c_{r}-c_{1}<0$. On the other hand (5.1) shows that we lose stability when $\kappa>\kappa(2, N)$. This contradicts the claim made in [6] that a very strong central vortex could make the configuration stable. This happens in the $N+1$ body problem of celestial mechanics with a large mass of the central body when $N>7$. For the $N+1$ vortex configuration, spectral stability can occur only for values for the central vortex in the interval $\kappa(\lfloor(N+2) / 2\rfloor, N) \leq$ $\kappa \leq \kappa(2, N)$. We can prove even more in Theorem 5.1.

THEOREM 5.1. The $N+1$ vortex configuration with the central vortex of size $\kappa$ is Liapunov stable for
$\left(N^{2}-8 N+8\right) / 16<\kappa<(N-1)^{2} / 4 \quad$ when $N$ is even, and
$\left(N^{2}-8 N+7\right) / 16<\kappa<(N-1)^{2} / 4 \quad$ when $N$ is odd.
Proof. The values on the left-hand side of the above inequalities are those of $\kappa(\lfloor(N+2) / 2\rfloor)$ and on the right-hand side those of $\kappa(2, N)$. As was shown above only in this interval are all nontrivial roots of the characteristic polynomial purely imaginary. We will now show that in this interval the quadratic part of the Hamiltonian is positive definite and can serve as a Liapunov function.

After a sequence of symplectic transformations, including the rotation mentioned above, the original system of equations (1.2) was transformed to represent the motion near the equilibrium by

$$
\mathbf{M} \dot{z}=\mathbf{J} \nabla H(z)
$$

with the column vector $z=(x, y)^{T}$ in $\mathcal{R}^{2(N+1)}$. The Hamiltonian $H(z)$ starts with the second-order terms:

$$
H_{2}(z)=\frac{1}{2}\left(x^{T} \mathbf{A} x+y^{T} \mathbf{B} y\right)
$$

Since the matrices $\mathbf{A}$ and $\mathbf{B}$ are mostly diagonal, we will not display them but write down the Hamiltonian with the components as they were used in the discussion of the different cases

$$
\begin{aligned}
H_{2}(z)= & \frac{1}{2}\left[x_{0}, x_{2}, x_{N}\right]\left[\begin{array}{ccc}
c_{1}+\kappa & \kappa & 0 \\
\kappa & c_{1}+\kappa & -\kappa \sqrt{N} \\
0 & -\sqrt{N} & c_{1}+\kappa
\end{array}\right]\left[\begin{array}{c}
x_{0} \\
x_{2} \\
x_{N}
\end{array}\right]+\left(c_{1}+\kappa\right) x_{1}^{2} \\
& +\frac{c_{1}+c_{3}+2 \kappa}{2} x_{3}^{2}+\frac{c_{1}+c_{4}+2 \kappa}{2} x_{4}^{2}+\cdots+\frac{c_{1}-c_{4}}{2} x_{N-2}^{2}+\frac{c_{1}-c_{3}}{2} x_{N-1}^{2} \\
& +\frac{1}{2}\left[y_{0}, y_{2}, y_{N}\right]\left[\begin{array}{ccc}
c_{1}+\kappa & -\kappa & 0 \\
-\kappa & c_{1}+\kappa & \kappa \sqrt{N} \\
0 & \sqrt{N} & c_{1}+\kappa
\end{array}\right]\left[\begin{array}{c}
y_{0} \\
y_{2} \\
y_{N}
\end{array}\right] \\
+ & \frac{c_{1}-c_{3}}{2} y_{3}^{2}+\frac{c_{1}-c_{4}}{2} y_{4}^{2}+\cdots+\frac{c_{1}+c_{4}+2 \kappa}{2} y_{N-2}^{2}+\frac{c_{1}+c_{3}+2 \kappa}{2} y_{N-1}^{2} .
\end{aligned}
$$

In the given interval for $\kappa$ all coefficients of the quadratic terms are positive. It remains to show that the two quadratic forms are also positive definite. The reason why these matrices are not diagonalized and left as they are has to do with the fact that a transformation matrix has also to commute with M. Nevertheless, their three eigenvalues are easily computed and they are

$$
\begin{equation*}
c_{1}+\kappa, \quad c_{1}+\kappa+\sqrt{\kappa(\kappa+N)}, \quad c_{1}+\kappa-\sqrt{\kappa(\kappa+N)} . \tag{5.6}
\end{equation*}
$$

For $0<\kappa<(N-1)^{2}$ only the sign of the last eigenvalue is questionable. With $c_{1}=(N-1) / 2$ consider therefore the function

$$
\lambda(\kappa)=(N-1) / 2+\kappa-\sqrt{\kappa(\kappa+N)}
$$

With

$$
\lambda^{\prime}(\kappa)=1-\frac{2 \kappa+N}{2 \sqrt{\kappa(\kappa+N)}}<0 \quad \text { for } \quad \kappa>0
$$

and $\lambda(0)>0$ we look for a positive root of $\lambda(\kappa)=0$ by squaring

$$
(N-1) / 2+\kappa=\sqrt{\kappa(\kappa+N)}
$$

We find this value to be $\kappa=(N-1)^{2} / 4=c_{1}^{2}$, which coincides with the upper limit of the interval under consideration.

For $N<7$ the given intervals for $\kappa$ allow negative values for the central vortex. These intervals are

$$
\begin{array}{lll}
N=3, & -1.0<\kappa<1.00, & c_{1}=1.0 \\
N=4, & -0.5<\kappa<2.25, & c_{1}=1.5 \\
N=5, & -0.5<\kappa<4.00, & c_{1}=2.0 \\
N=6, & -0.25<\kappa<6.25, & c_{1}=2.5
\end{array}
$$

with the value of $c_{1}$ listed in each case. Since the real part of the eigenvalues (5.6) are positive, it follows that the quadratic forms are positive definite.
6. Degenerate relative equilibria. Relative equilibria are characterized as the extrema of the potential function $U$ under the condition that the moment of inertia is kept constant. In [7] it was shown that degenerate relative equilibria lead to new configurations. Since the discussion in that paper is somewhat terse and its notation different, we will repeat the arguments here.

A configuration is called degenerate if it is not isolated in a reduced space. The configurations discussed so far are not isolated in a trivial manner, since we can move the center of vorticity by a finite amount and find another one. We could also rotate the configuration around its center by a finite angle. In order to remove these trivial degeneracies one has to work in a quotient space that removes these actions. Keeping the center of vorticity at the origin gives in our coordinates

$$
z_{0}=-\frac{\kappa}{\sqrt{N}} z_{N}
$$

The rotation is removed by requiring that $z_{1}$ is real; i.e., $y_{1}=0$. The moment of inertia of the unperturbed $N$-gon is $N / 2$, and keeping it fixed leads to the equation

$$
0=2 \sqrt{N} x_{1}+x_{1}^{2}+\sum_{k=2}^{N-1}\left(x_{k}^{2}+y_{k}^{2}\right)+\frac{\kappa}{N}(N+\kappa)\left(x_{N}^{2}+y_{N}^{2}\right)
$$

By the implicit function theorem this equation can be solved to give

$$
x_{1}=x_{1}\left(x_{2}, \ldots, x_{N}, y_{2}, \ldots, y_{N}\right)
$$

near the origin. All of its first-order and most of its second-order partial derivatives are zero with the exception of

$$
\frac{\partial^{2} x_{1}}{\partial x_{r}^{2}}=\frac{\partial^{2} x_{1}}{\partial y_{r}^{2}}=-\frac{1}{\sqrt{N}} \quad \text { for } \quad 2 \leq r \leq N-1
$$

and

$$
\frac{\partial^{2} x_{1}}{\partial x_{N}^{2}}=\frac{\partial^{2} x_{1}}{\partial y_{N}^{2}}=-\frac{\kappa}{\sqrt{N}}\left(1+\frac{\kappa}{N}\right)
$$

If $\tilde{U}$ is the restriction of $U$ given by these formulas, that is,

$$
\tilde{U}\left(x_{2}, \ldots, y_{N}\right)=U\left(-\frac{\kappa x_{N}}{\sqrt{N}}, x_{1}, x_{2}, \ldots, x_{N},-\frac{\kappa y_{N}}{\sqrt{N}}, 0, y_{2}, \ldots, y_{N}\right)
$$

then to compute its Hessian at $z=0$, we also need that for $z=0$,

$$
\frac{\partial U}{\partial x_{r}}=\frac{\partial U}{\partial y_{r}}= \begin{cases}-\sqrt{N} \nu & \text { for } r=1 \\ 0 & \text { otherwise }\end{cases}
$$

The Hessian is found to be of the form

$$
D^{2} \tilde{U}\left(Q_{0}\right)=\left(\begin{array}{cc}
\mathbf{B}+\mathbf{C} & \mathbf{0} \\
\mathbf{0} & \mathbf{B}-\mathbf{C}
\end{array}\right)
$$

with

$$
\mathbf{B}+\mathbf{C}=\left(\begin{array}{ccccc}
c_{1}+\kappa & 0 & \cdots & 0 & -\frac{\kappa}{\sqrt{N}}(N+\kappa) \\
0 & c_{1}+\kappa & \cdots & c_{3}+\kappa & 0 \\
\vdots & \vdots & & \vdots & \vdots \\
0 & c_{3}+\kappa & \cdots & c_{1}+\kappa & 0 \\
-\frac{\kappa}{\sqrt{N}}(N+\kappa) & 0 & \cdots & 0 & \frac{\kappa}{N}\left(c_{1}+\kappa\right)(N+\kappa)
\end{array}\right)
$$

Since $\mathbf{B}-\mathbf{C}$ has the same form with the cross diagonal terms having the opposite sign, it suffices to investigate where the above matrix is singular and with it the Hessian of $\tilde{U}$. The determinant decomposes nicely into $2 \times 2$ subdeterminants plus into a single term in case the two diagonals cross when $N$ is even. These subdeterminants are zero exactly at those values of $\kappa$ given in (5.5) where the stability changes. The following theorem now follows easily.

Theorem 6.1. The Hessian of the reduced potential function $\tilde{U}$ is degenerate when the spectral stability of the ring with a central vortex changes, that is, for $\kappa=$ $\kappa(r, N)$ with $2 \leq r \leq(N+2) / 2$. The ordering of these critical values is

$$
-0.5=\kappa(3, N)<\kappa(4, N)<\cdots<\kappa(2, N)=(N-1)^{2} / 4
$$

Whenever $\kappa$ is varied and passes through one of the critical values $\kappa(r, N)$ two pairs of exponents come from the imaginary axis, meet at the origin, and then one pair moves to the positive real axis, the other pair to the negative axis. The only exception is the case $r=(N+2) / 2$ when $N$ is even, where we have just one pair moving from the imaginary to the real axis.

Despite the similarities between the Newtonian potential and the logarithmic potential in the vortex problem, the results concerning the stability and bifurcation
from a regular polygon configuration are different. In the Newtonian case the change in stability and the bifurcation occur for different values of the central mass. For the rotating vortices, these phenomena happen at the same value for the central vortex. It makes this problem more degenerate, but it also allowed the complete analysis of the spectral stability of regular polygon configurations, except in the case of the heptagon, which will be considered next.
7. The stability of the Thomson heptagon. For the heptagon configuration of Thomson, that is, for $N=7$ with no central vortex, we now carry out the expansion of the Hamiltonian function as it was outlined in section 3. With the notation of that section we have

$$
k(1,1)=1, \quad k(3,6)=k(4,5)=k(4,5)=k(6,3)=2
$$

and for the quadratic part of $U_{1}$ we have

$$
U_{1}^{(2)}=\frac{1}{2} \operatorname{Re}\left(\sum_{r+s=2 \bmod 7} \frac{7 k(r, s)-r s}{2} z_{r} z_{s}\right)
$$

so that

$$
U_{1}^{(2)}=\frac{1}{2} \operatorname{Re}\left(3 z_{1}^{2}-4 z_{3} z_{6}-6 z_{4} z_{5}\right)
$$

In real variables, $z_{j}=x_{j}+\sqrt{-1} y_{j}, j=1, \ldots, 6$, we have then

$$
U_{1}^{(2)}=\frac{1}{2}\left(3\left(x_{1}^{2}-y_{1}^{2}\right)-4\left(x_{3} x_{6}-y_{3} y_{6}\right)-6\left(x_{4} x_{5}-y_{4} y_{5}\right)\right)
$$

For the cubic terms, we notice that the values of $k(r, s, t)$ are given by $k(1,1,1)=1$, $k(r, s, t)=2$ if $r+s+t=10$ and $k(r, s, t)=26$ if $r+s+t=17$. Then we find that for the homogeneous cubic part of $U_{1}$,
$U_{1}^{(3)}=\frac{-1}{\sqrt{7}} \operatorname{Re}\left(z_{1}^{3}-4 z_{1} z_{3} z_{6}-6 z_{1} z_{4} z_{5}-5 z_{2}^{2} z_{6}-16 z_{2} z_{3} z_{5}-9 z_{2} z_{4}^{2}-11 z_{3}^{2} z_{4}+z_{5} z_{6}^{2}\right)$.
For the fourth-degree terms, we first compute $k(r, s, t, u)$ (recall that $r s t u \neq 0$ ): $k(1,1,1,1)=1$, and when $r+s+t+u=11$,

$$
\begin{aligned}
k(1,1,3,6) & =k(1,1,4,5)=k(1,2,2,6)=k(1,2,3,5)=k(1,2,4,4) \\
& =k(1,3,3,4)=k(2,2,2,5)=k(2,2,3,4)=k(2,3,3,3)=2
\end{aligned}
$$

while for $r+s+t+u=18$ we have the possibilities

$$
\begin{array}{lll}
k(1,5,6,6)=26, & k(2,4,6,6)=42, & k(2,5,5,6)=44 \\
k(3,3,6,6)=48, & k(3,4,5,6)=54, & k(3,5,5,5)=57 \\
k(4,4,4,6)=58, & k(4,4,5,5)=62, &
\end{array}
$$

and these values are the same for $k(r, s, t, u)$ under a permutation of $(r, s, t, u)$.
Then, for the coefficients of $C_{r s t u}=C_{x_{r} x_{s} x_{t} x_{u}}=C_{y_{r} y_{s} y_{t} y_{u}}=-C_{x_{r} x_{s} y_{t} y_{u}}$ of the Taylor expansion of $U_{1}$, we have

$$
C_{r s t u}=\frac{3}{7}(7 k(r, s, t, u)-r s t u)
$$

We find that

$$
\begin{aligned}
U_{1}^{(4)}= & \frac{3}{7} \operatorname{Re}\left(\frac{1}{4} z_{1}^{4}-2 z_{1}^{2} z_{3} z_{6}-3 z_{1}^{2} z_{4} z_{5}-5 z_{1} z_{2}^{2} z_{6}-16 z_{1} z_{2} z_{3} z_{5}-9 z_{1} z_{2} z_{4}^{2}\right. \\
& -11 z_{1} z_{3}^{2} z_{4}+z_{1} z_{5} z_{6}^{2}-\frac{13}{3} z_{2}^{3} z_{5}-17 z_{2}^{2} z_{3} z_{4}-\frac{20}{3} z_{2} z_{3}^{3}+3 z_{2} z_{4} z_{6}^{2}+4 z_{2} z_{5}^{2} z_{6} \\
& \left.+3 z_{3}^{2} z_{6}^{2}+18 z_{3} z_{4} z_{5} z_{6}+4 z_{3} z_{5}^{3}+\frac{11}{3} z_{4}^{3} z_{6}+\frac{17}{2} z_{4}^{2} z_{5}^{2}\right)
\end{aligned}
$$

The complex variables $z_{j}=x_{j}+\sqrt{-1} y_{j}$ were useful for finding the expansion, but for the system of Hamiltonian differential equations we have to use the position variables $x_{j}$ and the momenta $y_{j}$ for $j=0,1, \ldots, 6$. After adding the terms, due to the rotation with $\nu=-3$, the Hamiltonian function (2.1) reads

$$
V=\frac{3}{2} \sum_{j=0}^{6}\left(x_{j}^{2}+y_{j}^{2}\right)+U_{1}^{(2)}+U_{1}^{(3)}+U_{1}^{(4)}+\cdots
$$

Since $x_{0}$ and $y_{0}$ occur only in the sum and setting $x_{0}=y_{0}=0$ corresponds to fixing the center of vorticity at the origin, we can ignore these two variables from now on. The quadratic terms for the heptagon are therefore

$$
\begin{aligned}
V_{2}= & 3 x_{1}^{2}+\frac{3}{2}\left(x_{2}^{2}+y_{2}^{2}\right) \\
& +\frac{3}{2} x_{3}^{2}-2 x_{3} x_{6}+\frac{3}{2} x_{6}^{2}+\frac{3}{2} x_{4}^{2}-3 x_{4} x_{5}+\frac{3}{2} x_{5}^{2} \\
& +\frac{3}{2} y_{3}^{2}+2 y_{3} y_{6}+\frac{3}{2} y_{6}^{2}+\frac{3}{2} y_{4}^{2}+3 y_{4} y_{5}+\frac{3}{2} y_{5}^{2} .
\end{aligned}
$$

The quadratic terms can be simplified further by the rotation used already with (5.2) to give

$$
V_{2}=3 x_{1}^{2}+\frac{3}{2}\left(x_{2}^{2}+y_{2}^{2}\right)+\frac{5}{2} x_{3}^{2}+3 x_{4}^{2}+\frac{1}{2} x_{6}^{2}+\frac{1}{2} y_{3}^{2}+3 y_{5}^{2}+\frac{5}{2} y_{6}^{2}
$$

In order to normalize the higher-order terms of the Hamiltonian function the linearized system should be in diagonal form as much as possible and we need one more symplectic transformation to complex-valued position and momenta variables given by

$$
\begin{array}{ll}
x_{1}=\xi_{1}, & y_{1}=i \eta_{1} \\
x_{2}=\frac{1}{\sqrt{2}}\left(\xi_{2}+\eta_{2}\right), & y_{2}=\frac{i}{\sqrt{2}}\left(-\xi_{2}+\eta_{2}\right) \\
x_{3}=\frac{1}{\sqrt{2 \sqrt{5}}}\left(\xi_{3}+\eta_{3}\right), & y_{3}=i \sqrt{\frac{\sqrt{5}}{2}}\left(-\xi_{3}+\eta_{3}\right), \\
x_{4}=\xi_{4}, & y_{4}=i \eta_{4} \\
x_{5}=\xi_{5}, & y_{5}=i \eta_{5} \\
x_{6}=\sqrt{\frac{\sqrt{5}}{2}}\left(\xi_{6}+\eta_{6}\right), & y_{6}=\frac{i}{\sqrt{2 \sqrt{5}}}\left(-\xi_{6}+\eta_{6}\right)
\end{array}
$$

All momenta were changed so that the transformation is symplectic with multiplier $\sqrt{-1}$. The resulting Hamiltonian function is then written in a form so that the Lie transformation of Deprit can be applied:

$$
\begin{equation*}
H=-i\left(H_{0}+H_{1}+\frac{1}{2!} H_{2}+\frac{1}{3!} H_{3}+\cdots\right) \tag{7.1}
\end{equation*}
$$

where $H_{k}$ consists of homogeneous polynomials of degree $k+2$. The quadratic terms are given by

$$
H_{0}=3 \xi_{1}^{2}+3 \xi_{2} \eta_{2}+\sqrt{5} \xi_{3} \eta_{3}+3 \xi_{4}^{2}-3 \eta_{5}^{2}+\sqrt{5} \xi_{6} \eta_{6}
$$

The higher-order terms have to be subjected to the same sequence of transformations. It results in 110 nonzero terms of degree three in $H_{1}$ and 595 of these of degree four in $H_{2}$. The Lie transformation lets us eliminate all terms that are in the range of the operator

$$
\begin{aligned}
L_{W} H_{0}= & \sum_{j=1}^{6} \frac{\partial H_{0}}{\partial \xi_{j}} \frac{\partial W}{\partial \eta_{j}}-\frac{\partial H_{0}}{\partial \eta_{j}} \frac{\partial W}{\partial \xi_{j}} \\
= & 6\left(\xi_{1} \frac{\partial W}{\partial \eta_{1}}+\xi_{4} \frac{\partial W}{\partial \eta_{4}}+\eta_{5} \frac{\partial W}{\partial \xi_{5}}\right)+3\left(\eta_{2} \frac{\partial W}{\partial \eta_{2}}-\xi_{2} \frac{\partial W}{\partial \xi_{2}}\right) \\
& +\sqrt{5}\left(\eta_{3} \frac{\partial W}{\partial \eta_{3}}-\xi_{3} \frac{\partial W}{\partial \xi_{3}}+\eta_{6} \frac{\partial W}{\partial \eta_{6}}-\xi_{6} \frac{\partial W}{\partial \xi_{6}}\right) .
\end{aligned}
$$

Due to the degeneracy of the problems with respect to the variables with indices one, four, and five, and due to the resonance between the variables with indices three and six, the complement of the range of the above operator is fairly large. The second author used his program called POLYPACK for the efficient manipulation of polynomials in several variables to carry out this normalization by machine. The calculations were performed with the coefficients stored as floating point numbers. After having obtained the answer, the computations were then checked in part with the help of Mathematica.

Without going into the details of these computations, the results were that at order three the following four terms were left over in the complex form of $H_{1}$ :

$$
H_{1}=2 \sqrt{10 / 7}\left[\left(-\xi_{3} \eta_{3}+\xi_{6} \eta_{6}\right) \xi_{5}+\left(\xi_{6} \eta_{3}-\xi_{3} \eta_{6}\right) \eta_{4}\right]
$$

At the next order there were 46 nonzero terms left over, and there are too many to be listed here. Since the main purpose of the normalization is to investigate the stability of the origin, we will use polar variables where appropriate and return to the real variables in the other cases:

$$
\begin{array}{lll}
\xi_{j}=r_{j} \mathrm{e}^{i \phi_{j}}, & \eta_{j}=r_{j} \mathrm{e}^{-i \phi_{j}} & \text { for } j=2,3, \text { and } 6 \\
\xi_{j}=x_{j}, & \eta_{j}=i y_{j} & \text { for } j=1,4, \text { and } 5
\end{array}
$$

The quadratic part of the Hamiltonian for the heptagon is then

$$
H_{0}=3 x_{1}^{2}+3 r_{2}^{2}+\sqrt{5}\left(r_{3}^{2}+r_{6}^{2}\right)+3 x_{4}^{2}+3 y_{5}^{2} .
$$

The function is obviously indefinite as far as the variables $y_{1}, y_{4}$, and $x_{5}$ are concerned. The third-order terms in the normal form are then

$$
H_{1}=\sqrt{10 / 7}\left[2 x_{5}\left(r_{6}^{2}-r_{3}^{2}\right)-y_{4} r_{3} r_{6} \sin \left(\phi_{6}-\phi_{3}\right)\right]
$$

They do not exclude Liapunov stability of the origin since they are dominated by the quadratic terms $\sqrt{5}\left(r_{3}^{2}+r_{6}^{2}\right)$ near the origin. Therefore, we have to look at terms of
degree four in the normalized $H_{2}$. All terms containing a factor $r_{2}^{2}, r_{3}^{2}$, or $r_{6}^{2}$ are of no interest since they cannot change the positive definiteness of the Hamiltonian near the origin. The terms in the normalized $H_{2} / 2$ !, which do not meet that criteria, are

$$
\frac{9}{4}\left(x_{5}^{2}+y_{4}^{2}\right)^{2}-17\left(x_{4} x_{5}+y_{4} y_{5}\right)^{2}
$$

Another term with $x_{5} y_{4}\left(x_{4} x_{5}+y_{4} y_{5}\right)$ could have appeared in the normal form, but due to the symmetry of our problem its coefficient turns out to be zero. Since the coefficient of the first term, that is, of $\left(x_{5}^{2}+y_{4}^{2}\right)^{2}$, is positive, we cannot make the Hamiltonian negative by choosing any values of $x_{5}$ and $y_{4}$ near zero. The coefficient of the second term is negative, but it cannot make the entire Hamiltonian negative near the origin, since each of its terms is dominated by the quadratic terms $3 x_{4}^{2}+3 y_{5}^{2}$ in $H_{0}$. No information is available with respect to the variable $y_{1}$, and we have to expect that the Hamiltonian remains indefinite in that direction. Actually this could have been predicted since fixing $y_{1}$ selects one of the relative equilibria from the rotational symmetry. Except for the extensive numerical computations by machine we have thus shown the following theorem.

Theorem 7.1. Except for the rotational symmetry the Thomson heptagon is locally Liapunov stable.

The result corresponds to the one of Mertz in [6], which was obtained by a completely different method. It also agrees with what is observed when a careful numerical integration of the problem is performed. It differs from the results in [2], which predicted instability with the appearance of third-order terms in the normalized Hamiltonian function. To be precise the normalization for the heptagon is not given in that paper, and the statement about instability concerns a Hamiltonian whose quadratic part can be diagonalized. As shown above the appearance of terms of third degree in the Hamiltonian does not necessarily destroy the local stability of the origin. The effect of the third-order terms on the global stability is, of course, another issue.
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#### Abstract

A model of filtration in a multispecies porous medium with mechanical and chemical interaction between the flow and the porous matrix is presented. The species removed by the medium are transported either as solids or as solutes. The accumulation of the migrating particles in proximity of the outflow surface gives rise to the growth of a compact layer, with high hydraulic resistance.

The corresponding mathematical problem is a free boundary problem for parabolic and hyperbolic partial differential equations. Existence and uniqueness globally in time are proved.
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1. The physical problem. This paper is in the framework of a research which was promoted years ago by illycaffè s.p.a. (Trieste, Italy) aimed at describing the extremely complex set of phenomena taking place during the filtration of water through ground coffee in the espresso-coffee machine. For a review of the main results previously obtained on the espresso-coffee problem and other related models, see [6]. The studies performed so far have pointed out various aspects of the process, whose analysis has been carried out separately due to the relevant difficulties of the corresponding mathematical models. The present paper is the conclusive effort in providing a comprehensive description of the process, taking into account mechanical and chemical interactions between the flow and the porous matrix.

Our aim is to combine the model presented in [9] for the removal and transport of a single family of particles building up a low conductivity compact layer, and the models of [8], [13], in which several species are transported by the flow (either as solutes or as solid particles) but are allowed to leave the system. At the same time we try to keep the model as close as possible to reality, removing some simplifying assumptions introduced in previous investigations (see, e.g., the choice of a uniform and constant porosity in [9]).

Here we will not deal with the first stage of the process, in which the initially dry medium is penetrated by water. We recall however that invasion problems have been considered rather extensively in this context [7], [10], [4]. In addition we remark that in this paper we allow for nonuniform distribution of the removable species at the time $t=0$ (a nontrivial extension of [9]), so that the initial conditions could be those determined at the end of the invasion process. One feature of [8] not incorporated here is the deformability of the porous matrix, since there is very little hope to obtain any experimental information on it. However, this would not represent a

[^11]major complication from a mathematical point of view. More could be done in the field on nonisothermal flows, in the spirit of the studies performed in [1], [2] for flow processes in the manufacturing of composite materials.

Let us come to the description of our paper.
We are going to formulate a mathematical model for a process of multispecies flow through a saturated porous medium occupying a layer of given thickness. A positive pressure is imposed at the inflow surface and during the filtration through the pores some components of the layer are removed by the action of the flow. The main features of the model are the following:
(i) The flow is able to extract mass in various ways from the porous matrix. The removed components are both sufficiently fine solid particles, which are transported convectively by the flow (and eventually accumulated in a compactlayer), and substances which may also diffuse in the liquid (typically as solutes).
(ii) The porosity is affected by the removal process, but here we neglect additional effects such as mechanical compression of the porous matrix by the flow.
(iii) The removal rate depends on the concentration of the particles still bound to the porous matrix and on the liquid flux intensity.
(iv) The hydraulic permeability in the part of the layer where the removal process takes place depends on the concentration of each species and on the porosity, while it is much lower and constant in the compact layer.
(v) The fine particles do not leave the system but they accumulate in the vicinity of the outflow surface, giving rise to a compact layer, whose structure depends on the history of the flow.
(vi) Effects of gravity and interdiffusion can be neglected.

In sections 2 and 3 we will introduce the mathematical model corresponding to (i)(vi). Under the hypotheses listed in section 4 we will show existence and uniqueness for the solution of the mathematical problem, provided that the dependence of the removal rate on the particle's concentrations and on the liquid flux (cf. point (iii)) is sufficiently mild. Finally, in section 6 we will discuss some qualitative properties of the solution.
2. The equations governing the displacement of each species. The model we are going to present may look exceedingly complicated because of the large number of quantities involved and the complexity of the phenomena taking place simultaneously. Nevertheless, as we shall see, it is not too difficult to find a way through it, although the existence proof is necessarily technical, since the basic unknowns are just the overall volumetric velocity (as a function of time and space) and the thickness of the compact layer. All the other quantities can be calculated using these two unknowns as input.

Different from previous attempts, based on heuristic simplifications, and therefore of limited applicability, here we set up a completely rigorous model. In such a way, not only do we have a reliable description of the whole process, but we also provide a basis for the analysis of all physical situations involving flows through porous media with movable or soluble components.

First, we define the concentrations of the various components entering the process.
As in [13], we denote by $b_{i}$ and $m_{i}$ the concentration of the $i$-species, $i=1, \ldots, n$, (mass per unit volume of the total system) when it is bound to the porous matrix and when it is moving, respectively.

After defining $\rho_{i}^{(\ell)}, \ell=b, m$, as the densities of each species (i.e., mass per unit
volume of that component), we find it convenient to introduce also the specific volumes of the species in the system:

$$
\begin{cases}\theta_{i}=b_{i} / \rho_{i}^{(b)}, & i=1, \ldots, n  \tag{2.1}\\ \eta_{i}=m_{i} / \rho_{i}^{(m)}, & i=1, \ldots, n \\ \eta_{w}=m_{w} / \rho_{w} & \text { water. }\end{cases}
$$

We introduce the following distinction among the components:

- $b_{i}, i=1, \ldots, k<n$, refers to fine solid particles bound to the porous matrix (typical diameters $1-10 \mu$ );
- $m_{i}, i=1, \ldots, k<n$, are the concentrations of the particles moving in the flow;
- $b_{i}, i=k+1, \ldots, n$, refers to substances in the porous matrix which once removed are dissolved in the fluid as solutes or as droplets;
- $m_{i}, i=k+1, \ldots, n$, refers to dissolved substances.

Let us denote by $V_{i}$ and $V_{w}$ the molecular velocities of the species $m_{i}$ and of the water, respectively.

We define the following quantities:

$$
\begin{align*}
& \varepsilon=\eta_{(s)}+\eta_{w} \text { porosity, } \quad \eta_{(s)}=\sum_{i=k+1}^{n} \eta_{i}  \tag{2.2}\\
& q=\eta_{w} V_{w}+\sum_{i=k+1}^{n} \eta_{i} V_{i} \quad \text { volumetric compound velocity. } \tag{2.3}
\end{align*}
$$

The meaning of (2.2) is that since the medium is constantly saturated, the pore volume is entirely occupied by the fluid and the partition between the volume fractions of water $\left(\eta_{w}\right)$ and solutes $\left(\eta_{(s)}\right)$ is emphasized. The necessity of introducing (2.3) comes from the fact that $q$ is precisely the quantity which obeys Darcy's law (see (3.3)). We also define the cumulative volume fractions

$$
\begin{equation*}
\eta_{(p)}=\sum_{i=1}^{k} \eta_{i}, \quad \theta_{(p)}=\sum_{i=1}^{k} \theta_{i}, \quad \theta_{(s)}=\sum_{i=k+1}^{n} \theta_{i} \tag{2.4}
\end{equation*}
$$

and $\theta_{0}=\theta_{0}(x)$ as the volume fraction (with respect to the unit volume of the total system) of the rigid porous skeleton. The part of unit volume complementary to (2.2) and occupied by solid components is partitioned as follows:

$$
\begin{equation*}
1-\varepsilon=\eta_{(p)}+\theta_{0}+\theta_{(s)}+\theta_{(p)} \tag{2.5}
\end{equation*}
$$

where we see the contribution of the nondeformable matrix $\left(\theta_{0}\right)$ of the solid moving $\left(\eta_{(p)}\right)$ or movable $\left(\theta_{(p)}\right)$ particles and of the soluble substances at the solid state $\left(\theta_{(s)}\right)$.

As in [13], we start from the conservation laws of each species:

$$
\begin{align*}
& \frac{\partial m_{i}}{\partial t}+\frac{\partial}{\partial x}\left(m_{i} V_{i}\right)=-\frac{\partial b_{i}}{\partial t}, i=1, \ldots, n  \tag{2.6}\\
& \frac{\partial m_{w}}{\partial t}+\frac{\partial}{\partial x}\left(m_{w} V_{w}\right)=0 \tag{2.7}
\end{align*}
$$

The boundary $s(t)$, whose position is unknown a priori, separates the region $0<$ $x<s(t)$, where the removal process occurs, from the region $s(t)<x<1$, where the particles accumulate, forming the compact layer.

Arguing in the same way as in [12], we see that the mass balances at the boundary $s(t)$, obtained by integration of (2.6) and (2.7) are

$$
\begin{align*}
& {\left[\left[m_{i}+b_{i}\right]\right] \dot{s}(t)-\left[\left[m_{i} V_{i}\right]\right]=0, \quad i=1, \ldots, n}  \tag{2.8}\\
& {\left[\left[m_{w}\right]\right] \dot{s}(t)-\left[\left[m_{w} V_{w}\right]\right]=0} \tag{2.9}
\end{align*}
$$

where [[ $\chi]]$ (here and throughout the paper) denotes the jump of $\chi$ at $s(t)$ :

$$
\begin{equation*}
[[\chi]]=\lim _{x \rightarrow s(t)^{+}} \chi(x, t)-\lim _{x \rightarrow s(t)^{-}} \chi(x, t) \tag{2.10}
\end{equation*}
$$

Denoting by

$$
V=q / \varepsilon
$$

the average velocity of the liquid and assuming (cf. [6], [13]) that

$$
\begin{equation*}
V_{i}=\alpha_{i} V, \quad 0<\alpha_{i} \leq 1, i=1, \ldots, k \tag{2.11}
\end{equation*}
$$

where $\alpha_{i}$ are slowing factors due to the shocks, we get from (2.8)

$$
\begin{equation*}
\left[\left[m_{i}+b_{i}\right]\right] \dot{s}(t)-\alpha_{i}\left[\left[\frac{q}{\varepsilon} m_{i}\right]\right]=0, i=1, \ldots, k \tag{2.12}
\end{equation*}
$$

On the other hand, for the dissolved species $i=k+1, \ldots, n$ and for water we introduce the molecular diffusive flux with respect to the average (i.e., over all species) velocity $V=q / \varepsilon:$

$$
\begin{equation*}
J_{i}=\frac{m_{i}}{\varepsilon}\left(V_{i}-V\right), i=k+1, \ldots, n, \quad J_{w}=\frac{m_{w}}{\varepsilon}\left(V_{w}-V\right) \tag{2.13}
\end{equation*}
$$

The diffusive flux (2.13) is related to the concentration of the species in the liquid in the following way (cf., e.g., [5]):

$$
\begin{equation*}
J_{i}=-D_{i} \nabla\left(m_{i} / \varepsilon\right), \quad i=k+1, \ldots, n \tag{2.14}
\end{equation*}
$$

where $D_{i}$ are the diffusion coefficients and $m_{i} / \varepsilon$ represents concentrations in the flow. In (2.14) interdiffusion is neglected, according to assumption (vi) of section 1.

From (2.13) and (2.14) we obtain the following expression for the partial mass fluxes $m_{i} V_{i}$ :

$$
\begin{equation*}
m_{i} V_{i}=m_{i} V-\varepsilon D_{i} \frac{\partial}{\partial x}\left(\frac{m_{i}}{\varepsilon}\right), i=k+1, \ldots, n \tag{2.15}
\end{equation*}
$$

The concentration of the $i$-species, $i=k+1, \ldots, n$, in the flowing liquid and the concentration $b_{i}, i=k+1, \ldots, n$, are supposed to be continuous across the boundary $s$ :

$$
\begin{equation*}
\left[\left[\frac{m_{i}(s(t), t)}{\varepsilon(s(t), t)}\right]\right]=\left[\left[b_{i}(s(t), t)\right]\right]=0, i=k+1, \ldots, n \tag{2.16}
\end{equation*}
$$

It is worth noticing that by summing up (2.8), $i=k+1, \ldots, n$, and (2.9) and recalling (2.1)-(2.3) and (2.16) we get the following condition at $s=s(t)$ :

$$
\begin{equation*}
[[\varepsilon]] \dot{s}(t)=[[q]] \tag{2.17}
\end{equation*}
$$

(If $\varepsilon$ jumps, $q$ has to jump in order to preserve saturation.) Concerning the migrating particles, if we assume, as it appears quite natural, that the solid particles are no longer mobile in the compact layer, i.e.,

$$
\begin{equation*}
m_{i}\left(s(t)^{+}, t\right)=0, \quad i=1, \ldots, k \tag{2.18}
\end{equation*}
$$

then mass balances (2.12) become

$$
\begin{align*}
& \left\{b_{i}\left(s(t)^{+}, t\right)-\left(m_{i}\left(s(t)^{-}, t\right)+\left(b_{i}\left(s(t)^{-}, t\right)\right)\right\} \dot{s}(t)\right.  \tag{2.19}\\
& =-\alpha_{i} \frac{q(s(t), t)}{\varepsilon(s(t), t)} m_{i}\left(s(t)^{-}, t\right), i=1, \ldots, k
\end{align*}
$$

Let us denote now by $M_{i}, i=1, \ldots, k$, the concentration of the $i$-species in the compact layer $s(t)<x \leq 1$.

If (2.18) holds throughout the compact layer (i.e., $M_{i}=b_{i}$ in $s(t)<x<1$, $i=1, \ldots, k)$, we obviously have

$$
\begin{equation*}
\frac{\partial M_{i}}{\partial t}(x, t)=0, \quad i=1, \ldots, k, s(t)<x<1 \tag{2.20}
\end{equation*}
$$

but the functions $M_{i}(x)$ are not known. The structure of the compact layer, corresponding to a sequence $M_{1}, \ldots, M_{k}$ depends on the history of the process, since it depends on the incoming flux of particles.

In order to model the formation of the compact layer, a constraint $f$ for the concentrations $M_{i}$ must be assigned, defining a packing configuration

$$
\begin{equation*}
f\left(M_{1}, \ldots, M_{k}\right)=0 \tag{2.21}
\end{equation*}
$$

$f$ being a $C^{1}$ function such that $\partial f / \partial M_{i}>0, i=1, \ldots, k$.
Since in (2.19) we identify $M_{i}$ with $b_{i}\left(s(t)^{+}, t\right), i=1, \ldots, k$, from (2.21), we get

$$
\begin{equation*}
f\left(-\frac{1}{\dot{s}} \alpha_{1} \frac{q}{\varepsilon} m_{1}^{-}+m_{1}^{-}+b_{1}^{-}, \cdots,-\frac{1}{\dot{s}} \alpha_{k} \frac{q}{\varepsilon} m_{k}^{-}+m_{k}^{-}+b_{k}^{-}\right)=0 \tag{2.22}
\end{equation*}
$$

where $r^{-}$stands for $r\left(s(t)^{-}, t\right)$. The solvability of (2.22) with respect to $\dot{s}$ is guaranteed by the condition

$$
\begin{equation*}
\frac{q}{\varepsilon} \sum_{i=1}^{k} \alpha_{i} m_{i}^{-} \frac{\partial f}{\partial M_{i}} \neq 0 \tag{2.23}
\end{equation*}
$$

A simple but reasonable way to prescribe the packing configuration (2.21) is the following, which refers to the specific volumes of the species:

$$
\begin{equation*}
\sum_{i=1}^{k} \frac{M_{i}}{\rho_{i}}=\Theta \tag{2.24}
\end{equation*}
$$

where $\rho_{i}$ is the density of $M_{i}$ and $\Theta$ is a known quantity. Equation (2.24) shows that the layer is compact when the incoming particles occupy the maximum specific volume at their disposal, represented by $\Theta$.

If only one species of fine particles is present (i.e., $k=1$ ), condition (2.24) implies the knowledge of the particle concentration in the compact layer, as in [9].
3. The complete mathematical model. The removal process (species $i=$ $1, \ldots, k)$ occurs only in the region $D_{T}=\{(x, t): 0<x<s(t), 0<t<T\}$. On the other hand, the extraction process (species $i=k+1, \ldots, n$ ) may take place also in the compact layer $R_{T}=\{(x, t): s(t)<x<1,0<t<T\}$. The governing equations, which will be noted just below (together with the new symbols introduced), are

$$
\begin{align*}
& \frac{\partial m_{i}}{\partial t}+\frac{\partial}{\partial x}\left(\alpha_{i} m_{i} \frac{q}{\varepsilon}\right)=-\frac{\partial b_{i}}{\partial t}, i=1, \ldots, k,(x, t) \in D_{T}  \tag{3.1}\\
& \frac{\partial m_{i}}{\partial t}+\frac{\partial}{\partial x}\left(-D_{i} \varepsilon \frac{\partial}{\partial x} \frac{m_{i}}{\varepsilon}\right)+\frac{\partial}{\partial x}\left(m_{i} \frac{q}{\varepsilon}\right)=-\frac{\partial b_{i}}{\partial t}  \tag{3.2}\\
& i=k+1, \ldots, n \quad(x, t) \in D_{T} \cup R_{T} \\
& q=-K(b, m, \varepsilon) \frac{\partial p}{\partial x}, \quad(x, t) \in D_{T} \cup R_{T},  \tag{3.3}\\
& \frac{\partial b_{i}}{\partial t}=-F_{i}(q, b) G_{i}\left[b_{i}-\beta_{i}(q, b)\right]^{+}, \quad i=1, \ldots, k, \quad(x, t) \in D_{T}  \tag{3.4}\\
& \frac{\partial b_{i}}{\partial t}=-H_{i}(q, b), \quad i=k+1, \ldots, n, \quad(x, t) \in D_{T} \cup R_{T}  \tag{3.5}\\
& \frac{\partial \varepsilon}{\partial t}+\frac{\partial q}{\partial x}=-\frac{\partial}{\partial t} \theta_{(s)}, \quad(x, t) \in D_{T} \cup R_{T},  \tag{3.6}\\
& \frac{\partial q}{\partial x}+\frac{\partial}{\partial x} \sum_{i=1}^{k}\left(\alpha_{i} \eta_{i} \frac{q}{\varepsilon}\right)=0, \quad(x, t) \in D_{T} \cup R_{T}, \tag{3.7}
\end{align*}
$$

together with the initial and boundary conditions

$$
\begin{align*}
& m_{i}(x, 0)=m_{i, 0}(x), \quad i=1, \ldots, n, \quad x \in[0,1]  \tag{3.8}\\
& \varepsilon(x, 0)=\varepsilon_{0}(x), \quad x \in[0,1],  \tag{3.9}\\
& b_{i}(x, 0)=b_{i, 0}(x), \quad i=1, \ldots, n, \quad x \in[0,1]  \tag{3.10}\\
& m_{i}(0, t)=0, \quad i=1, \ldots, k, \quad 0 \leq t \leq T,  \tag{3.11}\\
& D_{i} \varepsilon(0, t) \frac{\partial m_{i}}{\partial x}(0, t)=\frac{q(0, t) m_{i}(0, t)}{\varepsilon(0, t)},  \tag{3.12}\\
& i=k+1, \ldots, n, 0<t<T, \\
& {[[p]]=0, \quad x=s(t),}  \tag{3.13}\\
& {\left[\left[\frac{m_{i}}{\varepsilon}\right]\right]=0, \quad x=s(t), \quad i=k+1, \ldots, n,}  \tag{3.14}\\
& {\left[\left[D_{i} \varepsilon \frac{\partial}{\partial x} \frac{m_{i}}{\varepsilon}\right]\right]=0, \quad x=s(t), \quad i=k+1, \ldots, n,}  \tag{3.15}\\
& \left(\Theta-\left(\eta_{(p)}+\theta_{(p)}\right)\right) \dot{s}=-\frac{q}{\varepsilon} \sum_{i=1}^{k} \alpha_{i} \eta_{i}, \quad x=s(t), 0 \leq t \leq T,  \tag{3.16}\\
& \frac{\partial}{\partial x} \frac{m_{i}}{\varepsilon}(1, t)=0, \quad i=k+1, \ldots, n,  \tag{3.17}\\
& p(0, t)=p_{0}(t)>0, \quad p(1, t)=0, \quad 0 \leq t \leq T,  \tag{3.18}\\
& s(0)=1 . \tag{3.19}
\end{align*}
$$

The unknown quantities for (3.1)-(3.19) are the concentrations $b_{i}(x, t), m_{i}(x, t), i=$ $1, \ldots, n$ (or the specific volumes $\theta_{i}, \eta_{i}, i=1, \ldots, n$; see (2.1)), the liquid flux $q(x, t)$, the porosity $\varepsilon(x, t)$, the liquid pressure $p(x, t)$, and the free boundary $s(t)$.

Equations (3.1) and (3.2) are the mass balances (2.6) according to assumption (i) of section 1 with the specification of $V_{i}$ (see (2.11) and (2.15)). Equation (3.3) gives the liquid flux $q$ (see definition (2.3)), while (3.4) and (3.5) regulate the release of particles or substances from the porous matrix (see [6] and [8] for a more detailed explanation of the physical model). The functions $\beta_{i}(q, b)$ are threshold concentrations for the removal of the species $i=1, \ldots, k$ (fine particles). As pointed out in [9] they play a crucial role in explaining some qualitative features of the process.

In (3.3)-(3.5) by $b$ and $m$ we mean the vectors $\left(b_{1}, \ldots, b_{n}\right)$ and $\left(m_{1}, \ldots, m_{n}\right)$, respectively. We will also consider (3.4) and (3.5) in terms of volumetric contents by introducing the functions $\hat{\Phi}_{i}=\Phi_{i} / \rho_{i}\left(q, \rho_{1} \theta_{1}, \ldots, \rho_{n} \theta_{n}\right)$ and $\hat{H}_{i}$ defined analogously and by considering the removal laws

$$
\begin{array}{ll}
\frac{\partial \theta_{i}}{\partial t}=-\hat{\Phi}_{i}(q, \theta), \quad i=1, \ldots, k \\
\frac{\partial \theta_{i}}{\partial t}=-\hat{H}_{i}(q, \theta), \quad i=k+1, \ldots, n \tag{3.21}
\end{array}
$$

The global conservation laws (3.6) and (3.7) have been introduced in [13], under the hypothesis (which will be assumed true from now on) $\rho_{i}^{(b)}=\rho_{i}^{(m)}=\rho_{i}, i=1, \ldots, n$. Equation (3.6), which expresses incompressibility and saturation of the system, is obtained by replacing in (2.7) (divided by $\rho_{w}$ ) the quantities $\eta_{w}$ and $\eta_{w} V_{w}$ deduced from (2.2) and (2.3), respectively, and by taking into account (2.6) for $i=k+1, \ldots, n$. There is an easy way of reading (3.6): the divergence of the flux must compensate the possible unbalance between the pore volume created by dissolution and the volume previously occupied in the solid matrix by the dissolved substances (the two extremes being $\varepsilon+\theta_{(s)}=$ constant, or $\partial \theta_{(s)} / \partial t$ negligible in comparison to $\partial \varepsilon / \partial t$, which is the approach used in [9]).

Equation (3.7) comes from summing up (2.6) (divided by $\rho_{i}$ ), for $i=1, \ldots, n$ and (2.7) (divided by $\rho_{w}$ ). The terms containing the time-derivatives eliminate by virtue of (2.2) and (2.5), and using (2.3) gives the final form (3.7). The balance (3.7) states that the global volumetric flux of all the moving components (water and species $\eta_{i}$, $i=1, \ldots, n)$ is constant at each time $t$.

In writing (3.12) we assume that the velocity of the $i$-species, $i=k+1, \ldots, n$ vanishes at $x=0$ (cf. (2.15)). Equation (3.14) is (2.16), while (3.15) comes from (2.8), (2.15), (2.16), and (2.17) and expresses the continuity of the diffusive flux of each species at the interface. By condition (3.17) we assume that the effect of diffusion is negligible at the outflow surface $x=1$. Finally, the free boundary condition (3.16) is obtained by assuming the configuration constraint (2.24) and by summing up (2.19) with respect to $i$.

Note that the function $\theta_{0}(x)$, which gives the volume fraction of the porous skeleton (cfr. (2.5)), can be calculated by means of (3.8)-(3.10):

$$
\begin{equation*}
\theta_{0}(x)=1-\left(\varepsilon_{0}(x)+\eta_{(k), 0}(x)+\theta_{(k), 0}(x)+\eta_{(s)_{0}}(x)\right) . \tag{3.22}
\end{equation*}
$$

Obviously, the initial given functions appearing on the right-hand side of (3.22) are physically consistent only if $0<\theta_{0}(x)<1$.

We conclude this section by remarking that the water volume fraction $\eta_{w}$ and the water velocity $V_{w}$ can be computed a posteriori by means of (2.2), (2.3), and (2.11) once problem (3.1)-(3.19) has been solved.
4. List of assumptions. We assume that $K(b, m, \varepsilon), F_{i}(q, b), G_{i}(\eta), \beta_{i}(q, b)$, $i=1, \ldots, k, H_{i}(q, b), i=k+1, \ldots, n$, are $C^{1}$-functions of their respective arguments
and each first derivative is Lipschitz continuous. The given functions $\varepsilon_{0}(x), m_{i, 0}(x)$, $b_{i, 0}(x), i=1, \ldots, n$, and $p_{0}(t)$ are assumed to be $C^{1}$ with respect to their argument with bounded derivatives. Moreover, we will assume that there exist positive constants $K_{m}, K_{M}, p_{0}^{m}, p_{0}^{M}$, and $m_{0}$ such that

$$
\begin{align*}
& 0<K_{m} \leq K(b, m, \varepsilon) \leq K_{M} \quad \forall b, m, \varepsilon  \tag{4.1}\\
& 0<p_{0}^{m} \leq p_{0}(t) \leq p_{0}^{M}, \quad t \geq 0 \tag{4.2}
\end{align*}
$$

The initial distribution of the various species must satisfy

$$
\begin{align*}
& m_{i, 0}(x) \not \equiv 0, \quad b_{i, 0}(x) \not \equiv 0, \quad x \in[0,1]  \tag{4.3}\\
& \eta_{(k), 0}(x)+\theta_{(k), 0}(x)<\Theta<1-\left(\theta_{0}(x)+\theta_{(s)_{0}}(x)\right), \quad x \in[0,1] \tag{4.4}
\end{align*}
$$

Moreover, for simplicity we take the compatibility conditions

$$
\begin{equation*}
m_{i, 0}(0)=0, \quad i=1, \ldots, k \tag{4.5}
\end{equation*}
$$

Remark 4.1. Combining (4.4) with (2.5) and recalling (3.22) we get the following restriction for the initial data:

$$
\begin{equation*}
1-\left(\Theta+\theta_{0}(x)+\theta_{(s)_{0}}(x)\right)<\varepsilon_{0}(x)<1-\theta_{0}(x), \quad x \in[0,1] \tag{4.6}
\end{equation*}
$$

We set

$$
\left\{\begin{array}{l}
\varepsilon_{0}^{m}=\min _{x \in[0,1]}\left(1-\left(\Theta+\theta_{0}(x)+\theta_{(s)_{0}}(x)\right)\right)  \tag{4.7}\\
\varepsilon_{0}^{M}=\max _{x \in[0,1]}\left(1-\theta_{0}(x)\right)
\end{array}\right.
$$

(note that $0<\varepsilon_{0}^{m}<\varepsilon_{0}^{M}<1$ ). From (4.6) and (4.7), we deduce

$$
\begin{equation*}
0<\varepsilon_{0}^{m}<\varepsilon_{0}(x)<\varepsilon_{0}^{M}<1, \quad x \in[0,1] . \tag{4.8}
\end{equation*}
$$

The functions introduced in the removal laws (3.4) and (3.5) have the properties
(4.9) $\quad F_{i}\left(q, b_{1}, \ldots, b_{n}\right) \geq 0, i=1, \ldots, k \quad \forall q \geq 0,0 \leq b_{j} \leq b_{j, 0}, 1 \leq j \leq n$,
(4.10) $H_{i}\left(q, b_{1}, \ldots, b_{n}\right) \geq 0, i=k+1, \ldots, n \quad \forall q \geq 0,0 \leq b_{j} \leq b_{j, 0}, 1 \leq j \leq n$, $H_{i}(q, 0, \ldots, 0)=0, i=k+1, \ldots, n \quad \forall q \geq 0$,
(4.11) $\frac{\partial \beta_{i}}{\partial q}\left(q, b_{1}, \ldots, n\right) \leq 0, i=1, \ldots, k \quad \forall q \geq 0,0 \leq b_{j} \leq b_{j, 0}, 1 \leq j \leq n$.

Moreover, setting

$$
\begin{equation*}
\Phi=\sum_{i=1}^{k} \Phi_{i}=\sum_{i=1}^{k} F_{i} G_{i}, \quad H=\sum_{i=k+1}^{n} H_{i} \tag{4.12}
\end{equation*}
$$

and defining the norm

$$
\begin{equation*}
\|\Psi\|=\sup _{q \geq 0,0 \leq b_{i} \leq b_{i, 0}}|\Psi(q, b)| \tag{4.13}
\end{equation*}
$$

we assume that

$$
\begin{equation*}
\|\Phi\|<\infty, \quad\|H\|<\infty \tag{4.14}
\end{equation*}
$$

For a function $g(\cdot),\|g\|$ will denote the sup-norm. For a vector $v(t)=\left(v_{1}(t), \ldots, v_{n}(t)\right)$, we define

$$
\begin{equation*}
\|v\|_{T}=\max _{1 \leq i \leq n} \sup _{0 \leq t \leq T}\left|v_{i}(t)\right| . \tag{4.15}
\end{equation*}
$$

We will denote by $L_{g}^{z}$ the Lipschitz constant of the function $g$ with respect to the variable $z$. (In the case $z=x$ we write simply $L_{g}$.) In particular, defining the vector

$$
\begin{equation*}
S=\left(S_{1}, \ldots, S_{n}\right)=\left(\Phi_{1}, \ldots, \Phi_{k}, H_{k+1}, \ldots, H_{n}\right) \tag{4.16}
\end{equation*}
$$

we will assume that positive constant values $L_{S_{i}}^{q}, L_{S_{i}}^{b}, L_{S_{i_{q}}}^{q}, L_{S_{i_{j}}}^{b}, i, j=1, \ldots, n$, exist such that

$$
\begin{align*}
& \left|S_{i}\left(q_{1}, b\right)-S_{i}\left(q_{2}, b\right)\right| \leq L_{S_{i}}^{q}\left|q_{1}-q_{2}\right|  \tag{4.17}\\
& \left|S_{i}\left(q, b^{(1)}\right)-S_{i}\left(q, b^{(2)}\right)\right| \leq L_{S_{i}}^{b} \max _{1 \leq j \leq n}\left|b_{j}^{(1)}-b_{j}^{(2)}\right| \\
& \left|\frac{\partial S_{i}}{\partial q}\left(q_{1}, b\right)-\frac{\partial S_{i}}{\partial q}\left(q_{2}, b\right)\right| \leq L_{S_{i q}}^{q}\left|q_{1}-q_{2}\right| \\
& \left|\frac{\partial S_{i}\left(q, b^{(1)}\right)}{\partial b_{j}}-\frac{\partial S_{i}\left(q, b^{(2)}\right)}{\partial b_{j}}\right| \leq L_{S_{i b_{j}}}^{b} \max _{1 \leq r \leq n}\left|b_{r}^{(1)}-b_{r}^{(2)}\right|
\end{align*}
$$

where $q, q_{1}, q_{2}$ are nonnegative real numbers and $b, b^{(1)}, b^{(2)}$ are vectors in $\mathbb{R}^{n}$ whose components belong to the intervals $\left[0, b_{j, 0}\right], j=1, \ldots, n$.

We introduce also the vector $\hat{S}$ defined as (cf. (3.20) and (3.21))

$$
\begin{equation*}
\hat{S}=\left(\hat{S}_{1}, \ldots, \hat{S}_{n}\right)=\left(\hat{\Phi}_{1}, \ldots, \hat{\Phi}_{k}, \hat{H}_{k+1}, \ldots, \hat{H}_{n}\right) \tag{4.18}
\end{equation*}
$$

We will denote by $L_{\hat{S}_{i}}^{q}, L_{\hat{S}_{i}}^{\theta}, L_{\hat{S}_{i} q}^{q}, L_{\hat{S}_{i} \theta_{j}}{ }^{\theta}, i, j=1, \ldots, n$, the Lipschitz constant of $\hat{S}_{i}$, $\partial \hat{S}_{i} / \partial q, \partial \hat{S}_{i} / \partial \theta_{j}$ defined in the same way as in (4.17).
5. Existence and uniqueness of the solution. We will show the existence of solutions of (3.1)-(3.19) basing our proof on the Schauder's fixed point theorem. Our first aim is to calculate the volumetric flux for $t=0$.
5.1. Determination of $\boldsymbol{q}(\boldsymbol{x}, \mathbf{0})$. Let us integrate (3.3) with respect to $x$ :

$$
\begin{equation*}
\int_{0}^{s(t)} \frac{q(\xi, t)}{K(b(\xi, t), m(\xi, t), \varepsilon(\xi, t))} d \xi=p_{0}(t)-p\left(s(t)^{-}, t\right) \tag{5.1}
\end{equation*}
$$

We notice that the liquid flux in the compact layer is a function of time only as it can be deduced from (3.7). It will be denoted by $q_{c}(t)$. In the compact layer we have $q_{c}(t)(1-s(t)) / K_{0}=p\left(s(t)^{+}, t\right)$ (see assumption (iv) of section 1, (2.20), and (3.18)), where $K_{0}$ is the hydraulic conductivity.

According to (3.13), we have

$$
\begin{equation*}
\int_{0}^{s(t)} \frac{q(\xi, t)}{K(b(\xi, t), m(\xi, t), \varepsilon(\xi, t))} d \xi=p_{0}(t)-(1-s(t)) \frac{q_{c}(t)}{K_{0}} \tag{5.2}
\end{equation*}
$$

Define now

$$
\begin{equation*}
l(x, t)=\frac{\sum_{i=1}^{k} \alpha_{i} \eta_{i}(x, t)}{\varepsilon(x, t)}, \quad l_{0}(x)=l(x, 0) \tag{5.3}
\end{equation*}
$$

Equation (3.7) yields

$$
\begin{equation*}
q(x, t)=f(t) \frac{1}{1+l(x, t)}, \quad 0 \leq x \leq s(t) \tag{5.4}
\end{equation*}
$$

where $f(t)=q(0, t)$ (owing to (3.11)). Assuming that the functions we are using have the regularity requested by the following computations and evaluating (5.4) and (5.2) for $t=0$, we find

$$
\begin{equation*}
q_{0}(x)=q(x, 0)=Q_{0} \frac{1}{1+l_{0}(x)}, \quad 0 \leq x \leq 1 \tag{5.5}
\end{equation*}
$$

where $Q_{0}$ is the known constant

$$
Q_{0}=\frac{p_{0}(0)}{\int_{0}^{1} \frac{1}{1+l_{0}(\xi)} \frac{1}{K\left(b_{0}(\xi), m_{0}(\xi), \varepsilon_{0}(\xi)\right)} d \xi}
$$

Owing to (2.5), (2.16), and (3.16), we have

$$
\begin{equation*}
[[\varepsilon]] \dot{s}=\left(\left.\left(\eta_{(p)}+\theta_{(p)}\right)\right|_{\left(s(t)^{-}, t\right)}-\Theta\right) \dot{s}=\left.(q l)\right|_{\left(s(t)^{-}, t\right)} \tag{5.6}
\end{equation*}
$$

Hence, from (2.17) we get

$$
\begin{equation*}
q_{c}(t)=q\left(s(t)^{-}, t\right)\left(1+l\left(s(t)^{-}, t\right)\right) . \tag{5.7}
\end{equation*}
$$

By combining (5.2) with (5.4) and by taking into account (5.7), we get the following expression for $f(t)$ :

$$
\begin{equation*}
f(t)=q(0, t)=\frac{p_{0}(t)}{\int_{0}^{s(t)} \frac{1}{1+l(\xi, t)} \frac{1}{K(\xi, t)} d \xi+\frac{1-s(t)}{K_{0}}} \tag{5.8}
\end{equation*}
$$

where we abridged $K(b(\xi, t), m(\xi, t), \varepsilon(\xi, t))$ by $K(\xi, t)$. Note that both $K(\xi, t)$ and $l(\xi, t)$ are still unknown.
5.2. The fixed point procedure. For the sake of simplicity, we will discuss the case $\alpha_{i}=1, i=1, \ldots, k$, observing that the general case $\alpha_{i}<1$ can be treated with slight modifications.

We start with the following remark. Assume that a pair $(q(x, t), s(t))$ is known to solve the problem. Then, all the other quantities can be computed. Indeed, the species $b_{i}(x, t)$ are calculated by integrating (3.4) and (3.5); then, $\varepsilon(x, t)$ can be found by means of (3.6). Moreover, the functions $m_{i}, i=1, \ldots, n$ are computed by means of (3.1) and (3.2). (We will discuss this point with more details in subsection 5.4.) Finally, $p(x, t)$ is found by integrating (3.3).

This argument can be summarized in the following points:

- fix a pair $(q, s)$ in a suitable space;
- solve the problem (3.1)-(3.6), (3.8)-(3.15), (3.17), and (3.18) for $(b, m, \varepsilon, p)$ with special adjustments for (3.1) and (3.2), as it will be discussed in detail in subsection 5.4;
- define a new guess $(\tilde{q}, \tilde{s})$ in such a way that if it happens that $\tilde{q}=q, \tilde{s}=s$, then (3.7) and (3.16) are satisfied.
Such a procedure is performed in the next subsections.
5.3. Auxiliary estimates. Let us consider the set

$$
\begin{align*}
& \mathcal{E}_{T}\left(u_{1}, u_{2}, A_{y}, A_{t}, M_{y}, M_{t}, s_{0}, A_{s}, M_{s}\right)  \tag{5.9}\\
& =\left\{(u(y, t), s(t)) \mid u \in C^{1,1}\left(\bar{B}_{T}\right)\right. \\
& u(y, 0)=q_{0}(y), 0 \leq y \leq 1,0<u_{1} \leq u(y, t) \leq u_{2} \\
& \left|\frac{\partial u}{\partial y}(y, t)\right| \leq A_{y},\left|\frac{\partial u}{\partial t}(y, t)\right| \leq A_{t},(y, t) \in \bar{B}_{T} \\
& \left|\frac{\partial}{\partial y} u\left(y_{1}, t\right)-\frac{\partial}{\partial y} u\left(y_{2}, t\right)\right| \leq M_{y}\left|y_{1}-y_{2}\right| \forall y_{1}, y_{2} \in[0,1] \\
& \left|\frac{\partial}{\partial t} u\left(y_{1}, t\right)-\frac{\partial}{\partial t} u\left(y_{2}, t\right)\right| \leq M_{t}\left|y_{1}-y_{2}\right| \forall y_{1}, y_{2} \in[0,1] \\
& s \in C^{1}[0, T], s(0)=1, \quad 0<s_{0} \leq s(t) \leq 1 \\
& -A_{s} \leq \dot{s}(t) \leq 0, \quad 0 \leq t \leq 1, \\
& \left.\left|\dot{s}\left(t_{1}\right)-\dot{s}\left(t_{2}\right)\right| \leq M_{s}\left|t_{1}-t_{2}\right| \quad \forall t_{1}, t_{2} \in[0, T]\right\}
\end{align*}
$$

where $B_{T}=(0,1) \times(0, T)$ and $u_{1}>0, u_{2}>u_{1}, A_{y}, A_{t}, M_{y}, M_{t}, s_{0}, A_{s}$, and $M_{s}$ are positive constant values to be specified later.

For a pair $(u, s) \in \mathcal{E}_{T}$, we set

$$
\begin{equation*}
q(x, t)=u\left(\frac{x}{s(t)}, t\right), \quad(x, t) \in \bar{D}_{T} \tag{5.10}
\end{equation*}
$$

Once problem (3.1)-(3.6), (3.8)-(3.15), (3.17), and (3.18) is solved, we can introduce the mapping $\mathcal{F}$ on $\mathcal{E}_{T}$ defined as $\mathcal{F}(u, s)=(\tilde{u}, \tilde{s})$, where

$$
\begin{align*}
& \tilde{u}(y, t)=f(t) \frac{1}{1+l(s(t) y, t)}, \quad(y, t) \in B_{T}  \tag{5.11}\\
& \tilde{s}(t)=1-\int_{0}^{t} \frac{l(s(\tau), \tau) q(s(\tau), \tau)}{\Theta-\left(\eta_{(p)}(s(\tau), \tau)+\theta_{(p)}(s(\tau), \tau)\right)} d \tau, \quad t \in[0, T] \tag{5.12}
\end{align*}
$$

inspired by (5.4) (i.e., (3.7)) and (3.16), respectively. In (5.11) the function $f(t)$ is calculated by using (5.8) and $l=\eta_{(p)} / \varepsilon(\operatorname{cfr} .(5.3))$.

Once $(\tilde{u}, \tilde{s})$ is calculated, the new guess $\tilde{q}$ for problem (3.1)-(3.6), (3.8)-(3.15), (3.17), and (3.18) is $\tilde{q}(x, t)=\tilde{u}(x / \tilde{s}(t), t)$ defined in the domain $\{(x, t): x \in[0, \tilde{s}(t)]$, $t \in[0, T]\}$. It is easily checked that if $(\bar{u}, \bar{s})$ is a fixed point of $\mathcal{F}$ in $\mathcal{E}_{T}$, then $\bar{q}=$ $\bar{u}(x / \bar{s}, t)$ and $\bar{s}$ fulfills (3.7) and (3.16).

Proposition 5.1. Let $(u, s) \in \mathcal{E}_{T}, A_{y}<s_{0} \varepsilon_{0}^{m} / T$ (see (4.8)), with $T$ arbitrarily fixed, and set

$$
\left\{\begin{array}{l}
\epsilon_{1}=\varepsilon_{0}^{m}-A_{y} T / s_{0}  \tag{5.13}\\
\epsilon_{2}=\varepsilon_{0}^{M}+\varepsilon_{0}^{m}+\left\|\theta_{0}^{(k)}\right\| \\
C_{1}=\left\|\eta_{(k), 0}\right\| / \varepsilon_{0}^{m}+\|\hat{\Phi}\| u_{2} / \epsilon_{1}, \quad K_{\min }=\min \left\{K_{0}, K_{m}\right\}
\end{array}\right.
$$

(see (3.20) for the definition of $\hat{\Phi}$ ). Then, for $(x, t) \in D_{T}$,

$$
\begin{align*}
& 0<\epsilon_{1}<\varepsilon(x, t)<\epsilon_{2}  \tag{5.14}\\
& 0 \leq l(x, t) \leq C_{1}  \tag{5.15}\\
& 0<K_{\min } p_{0}^{m} \leq f(t) \leq K_{M} p_{0}^{M}\left(1+C_{1}\right) \tag{5.16}
\end{align*}
$$

Proof. Inequalities (5.14) follow immediately from the hypotheses and from (3.6), (4.10), and (3.21). As to (5.15), we notice that the function $l$ defined by (5.3) satisfies the following equation in $D_{T}$ :

$$
\left\{\begin{array}{l}
\varepsilon \frac{\partial l}{\partial t}+q \frac{\partial l}{\partial x}=l \frac{\partial \theta_{(s)}}{\partial t}-\frac{\partial \theta_{(p)}}{\partial t}  \tag{5.17}\\
l(x, 0)=l_{0}(x)=\frac{\eta_{(k), 0}(x)}{\varepsilon_{0}(x)}, \quad l(0, t)=0
\end{array}\right.
$$

Equation (5.17) is obtained by differentiating formally $\eta_{(p)} / \varepsilon$ and by taking into account (3.6) and

$$
\begin{equation*}
\frac{\partial \eta_{(p)}}{\partial t}=-\frac{\partial(l q)}{\partial x}-\frac{\partial \theta_{(p)}}{\partial t} \tag{5.18}
\end{equation*}
$$

which is the sum of (3.1) with respect to $i, i=1, \ldots, k$. The initial and boundary conditions in (5.17) come from (3.8), (3.9), and (3.11).

If we denote by $\Gamma$ any of the characteristic curves of (5.17), it is easy to see that the slope $d \Gamma(t) / d t=q(\Gamma(t), t) / \varepsilon(\Gamma(t), t)$ is uniformly bounded by

$$
\begin{equation*}
0<\frac{u_{1}}{\epsilon_{2}} \leq \frac{d}{d t} \Gamma(t) \leq \frac{u_{2}}{\epsilon_{1}} \tag{5.19}
\end{equation*}
$$

The starting points in $D_{T}$ for the curves $\Gamma$ are either the points $\left(x_{0}, 0\right)$, with $x_{0} \in(0,1)$, and the points $\left(0, t_{0}\right)$, with $t_{0} \geq 0$. Correspondingly, the initial value $l\left(\Gamma\left(t_{0}\right), t_{0}\right)$ is $l_{0}(x), x \in[0,1)$, if $t_{0}=0$ or 0 if $t_{0}>0$. The estimate (5.15) is a consequence of (4.9), (4.10), and (5.19). Finally, the bounds (5.16) for $f$ (see (5.8)) follow from (4.1), (4.2), (4.9), (4.10), and (5.15).

Proposition 5.2. If $(u, s) \in \mathcal{E}_{T}$, then the functions $l$, $\partial l / \partial x$, and $\partial l / \partial t$ are Lipschitz continuous with respect to $x$ in $\bar{D}_{T}$.

Proof. By virtue of the Gronwall's lemma (cf., e.g., [3, Lemma 8.4.1]) and of assumption (4.17), we get

$$
\begin{equation*}
\left\|\theta\left(x^{\prime}, t\right)-\theta\left(x^{\prime \prime}, t\right)\right\|_{T} \leq L_{\theta}\left|x^{\prime}-x^{\prime \prime}\right|, \quad L_{\theta}=L_{1} e^{L_{2} T} \tag{5.20}
\end{equation*}
$$

with $L_{1}=\max _{1 \leq i \leq n} L_{\theta_{i, 0}}+\max _{1 \leq i \leq n} L_{\hat{S}_{i}}^{q} A_{y} T / s_{0}, L_{2}=\max _{1 \leq i \leq n} L_{\hat{S}_{i}}^{\theta}$.
At this point, it is useful to remark that $q / \varepsilon$ is Lipschitz continuous with respect to $x$ with constant

$$
\begin{equation*}
L_{q / \varepsilon}=\frac{1}{\epsilon_{1}^{2}}\left(\epsilon_{2} \frac{A_{y}}{s_{0}}+u_{2}\left(L_{\varepsilon_{0}+\theta_{0}^{(k)}}+\frac{1}{s_{0}^{2}} M_{y} T\right)\right) \tag{5.21}
\end{equation*}
$$

In order to prove the Lipschitz continuity of $l$, we consider the two characteristic curves $\Gamma_{1}$ and $\Gamma_{2}$ passing through $\left(x^{\prime}, t\right)$ and ( $x^{\prime \prime}, t$ ), respectively. Recalling (5.20), we easily find

$$
\begin{equation*}
\left|l\left(x^{\prime}, t\right)-l\left(x^{\prime \prime}, t\right)\right| \leq \omega \lambda\left|x^{\prime}-x^{\prime \prime}\right|, \quad t_{0} \leq \tau \leq t \tag{5.22}
\end{equation*}
$$

where $t_{0}$ is the max between the initial times of $\Gamma_{1}$ and $\Gamma_{2}$,

$$
\begin{equation*}
\omega=e^{L_{q / \varepsilon} T}, \quad \lambda=\left(T\left(\frac{A_{y}}{s_{0}} \tilde{L}_{1}+\tilde{L}_{2} L_{\theta}\right)+L_{l_{0}}\right) \tag{5.23}
\end{equation*}
$$

and $\tilde{L}_{1}, \tilde{L}_{2}$ depend only on $\|\Phi\|, \max _{0 \leq x \leq 1} l_{0}(x), L_{\hat{H}_{i}}^{q}+\sum_{i=1}^{k}, L_{\hat{\Phi}_{i}}^{q}, L_{\hat{H}_{i}}^{\theta}+\sum_{i=1}^{k}, L_{\hat{\Phi}_{i}}^{\theta}$ (cf. also (4.17)).

It is worth noticing that (5.22) with (5.17) provides the following bounds for the derivatives of $l$ :

$$
\begin{equation*}
\left|\frac{\partial l}{\partial x}\right| \leq \omega \lambda, \quad\left|\frac{\partial l}{\partial t}\right| \leq \frac{1}{\epsilon_{1}}\left(u_{2} \omega \lambda+\max \left\{C_{1}\|\hat{\Phi}\|,\|\hat{H}\|\right\}\right) . \tag{5.24}
\end{equation*}
$$

The Lipschitz continuity of $\partial l / \partial t$, with respect to $x$ can be established arguing in the same way as before. We first remark that $l_{t}=\partial l / \partial t$ satisfies the following equation along the characteristic curves:

$$
\begin{align*}
& \varepsilon(\Gamma(t), t) \frac{\partial}{\partial t} l_{t}(\Gamma(t), t)+q(\Gamma(t), t) \frac{\partial}{\partial x} l_{t}(\Gamma(t), t)  \tag{5.25}\\
& =w_{1}(\Gamma(t), t) l_{t}(\Gamma(t), t)+w_{2}(\Gamma(t), t)
\end{align*}
$$

where

$$
\begin{equation*}
w_{1}=-\frac{\partial \varepsilon}{\partial t}-\frac{\varepsilon}{q} \frac{\partial q}{\partial t} \quad w_{2}=\frac{1}{q} \frac{\partial q}{\partial t}(l \hat{H}-\hat{\Phi})-\left(l \frac{\partial \hat{H}}{\partial t}-\frac{\partial \hat{\Phi}}{\partial t}\right) \tag{5.26}
\end{equation*}
$$

It can be seen that the Lipschitz constant $L_{l_{t}}$ is such that

$$
\begin{equation*}
\left.L_{l_{t}} \leq \omega\left\{L_{l_{t}(x, 0)}+L_{w_{2}}\right) e^{\bar{w}_{1} T}+\left(\bar{l}_{t, 0}+T \bar{w}_{2}\right) L_{w_{1}} T\right\} \tag{5.27}
\end{equation*}
$$

where $\bar{w}_{i}=\max _{(x, t) \in \bar{D}_{T}}\left|w_{i}(x, t)\right|, \bar{l}_{t, 0}=\max _{0 \leq x \leq 1}\left|l_{t}(x, 0)\right|$. (Note that $l_{t}(x, 0)$ is a known function obtained from (5.17), (3.8), (3.9), (3.4), and (3.5).) It is not difficult to realize that $\bar{w}_{i}, i=1,2$, does not depend on $M_{y}, M_{t}$.

In order to stress the dependence of $L_{w_{i}}, i=1,2$ on $M_{y}, M_{t}$ we write the following formula, which can be obtained after some calculations by recalling (3.6) and (5.21):

$$
\left\{\begin{array}{l}
L_{w_{1}} \leq \alpha_{1} M_{y}+\beta_{1} M_{t}+\gamma_{1}  \tag{5.28}\\
L_{w_{2}} \leq \alpha_{2} M_{y}+\beta_{2} M_{t}+\gamma_{2}+\delta_{2} \omega
\end{array}\right.
$$

Although we avoid writing, for the sake of simplicity, the lengthy expressions of the coefficients $\alpha_{i}, \beta_{i}, \gamma_{i}, i=1,2,3$, and $\delta_{2}$, it is important to remark that they depend only on $A_{y}, A_{t}, A_{s}, s_{0}, u_{1}, u_{2}, T, L_{l_{0}}, L_{l_{t}(x, 0)}$ and on the Lipschitz constants appearing in (4.17).

Owing to (5.28), we finally write

$$
\begin{equation*}
L_{l_{t}} \leq \omega\left(\alpha_{3} M_{y}+\beta_{3} M_{y}+\gamma_{3}+\delta_{3} \omega\right) \tag{5.29}
\end{equation*}
$$

with

$$
\left\{\begin{array}{l}
\alpha_{3}=\alpha_{1} T\left(L_{l_{0}}+T \bar{w}_{2}\right)+\alpha_{2} T e^{\bar{w}_{1} T}  \tag{5.30}\\
\beta_{3}=\beta_{1} T\left(L_{l_{0}}+T \bar{w}_{2}\right)+\beta_{2} T e^{\bar{w}_{1} T} \\
\gamma_{3}=L_{l_{t}(x, 0)} e^{\bar{w}_{1} T}+\gamma_{1} T\left(L_{l_{0}}+T \bar{w}_{2}\right)+\gamma_{2} T e^{\bar{w}_{1} T} \\
\delta_{3}=\delta_{2} T e^{\bar{w}_{1} T}
\end{array}\right.
$$

Note that the values defined in (5.30) do not depend on $M_{y}, M_{t}$.

We conclude the proof of this lemma by remarking that the Lipschitz continuity of $\partial l / \partial x$ with respect to $x$ comes directly from (5.17):

$$
\begin{align*}
L_{l_{x}} & \leq\left(\frac{\epsilon_{1}}{u_{1}}\right)^{2} \max _{(x, t) \in \bar{D}_{t}}\left|l_{t}(x, t)\right|+\frac{\epsilon_{2}}{u_{1}} L_{l_{t}}+\lambda \frac{\|\hat{H}\|}{u_{1}} \omega  \tag{5.31}\\
& +\frac{1}{u_{1}}\left\{C_{1} L_{\left.\theta_{(s)}\right)}+L_{\theta_{(p) t}}+\frac{A_{y}}{s_{0} u_{1}}\left(C_{1}\|\hat{H}\|+\|\hat{\Phi}\|\right)\right\}
\end{align*}
$$

where $\left|l_{t}\right|$ is estimated by means of (5.24).
5.4. Determination of the concentrations. In order to calculate $f(t)$ by means of (5.8), it is necessary to find the concentration of each species separately, because of the dependence of $f$ on $\theta_{i}, \eta_{i}, i=1, \ldots, n$, through the hydraulic conductivity $K$.

Problem (3.1), (3.8), and (3.11) involves the $x$-derivative of $q / \varepsilon$, which does not necessarily exist, since (see (3.6)) $\varepsilon$ may not be differentiable with respect to $x$. Hence, we formally consider the following equation, which comes from (3.7) and (5.4) and is of course applicable to the solution of the original problem only:

$$
\begin{equation*}
\frac{\partial \varepsilon}{\partial x}=\varepsilon\left(\frac{1}{q} \frac{\partial q}{\partial x}+\frac{1}{\varepsilon+\eta_{(p)}} \frac{\partial}{\partial x}\left(\varepsilon+\eta_{(p)}\right)\right) \tag{5.32}
\end{equation*}
$$

If we recall (2.5), we can replace the $x$-derivative of $\varepsilon+\eta_{(p)}$ on the right-hand side by $-\theta_{0}^{\prime}(x)-\partial / \partial x\left(\theta_{(p)}+\theta_{(s)}\right)$, which is computed by introducing the vector

$$
\zeta=\frac{\partial}{\partial x}\left(\theta_{1}, \ldots, \theta_{n}\right)
$$

and by solving the ODEs

$$
\begin{cases}\frac{\partial \zeta_{i}}{\partial t}=-\frac{\partial \hat{S}_{i}}{\partial q} \frac{\partial q}{\partial x}-\nabla_{\theta} \hat{S}_{i} \cdot \zeta & \text { for } i=1, \ldots, n  \tag{5.33}\\ \zeta(x, 0)=\zeta_{0}(x)=\left(\theta_{1}^{\prime}(x), \ldots, \theta_{n}^{\prime}(x)\right)\end{cases}
$$

Having in mind (5.32), we modify (3.1) replacing $\partial / \partial x(q / \varepsilon)$ by the $x$-derivative of a function $E$ such that

$$
\begin{equation*}
\frac{\partial E}{\partial x}=\frac{1}{\varepsilon+\eta_{(p)}} \frac{q}{\varepsilon}\left(\zeta_{0}+\sum_{i=1}^{n} \zeta_{i}\right) \tag{5.34}
\end{equation*}
$$

The Lipschitz continuity of $\zeta_{i}$ (hence that of $\partial E / \partial x$ ) can be easily checked by examining (5.33). Thus, for the components $i=1, \ldots, k$ we consider the following modified problem, to be solved in the given domain $D_{T}=\{(x, t): 0<x<s(t), 0<t<T\}$ together with (3.8) and (3.11):

$$
\begin{equation*}
\frac{\partial \eta_{i}}{\partial t}+\alpha_{i} \eta_{i} \frac{\partial E}{\partial x}+\alpha_{i} \frac{q}{\varepsilon} \frac{\partial \eta_{i}}{\partial x}=-\frac{\partial \theta_{i}}{\partial t}, \quad i=1, \ldots, k \tag{5.35}
\end{equation*}
$$

As for the remaining species $i=k+1, \ldots, n$, we define

$$
c_{i}=\frac{m_{i}}{\varepsilon}, \quad i=k+1, \ldots, n
$$

as the concentration of the $i$-component in the solute. Owing to (3.2) and (3.6), we see that in the original problem $c_{i}$ must satisfy the following equation in $D_{T} \cup R_{T}$ :

$$
\begin{align*}
& \varepsilon \frac{\partial c_{i}}{\partial t}+\frac{\partial}{\partial x}\left(-\varepsilon D_{i} \frac{\partial c_{i}}{\partial x}\right)+q \frac{\partial c_{i}}{\partial x}  \tag{5.36}\\
& -c_{i} \frac{\partial \theta_{(s)}}{\partial t}=H_{i}, i=k+1, \ldots, n
\end{align*}
$$

Actually, here too we use a modified equation, replacing $\partial \varepsilon / \partial x$ with

$$
\frac{\varepsilon}{q}\left(\frac{\partial q}{\partial x}-\varepsilon \frac{\partial E}{\partial x}\right)
$$

The modified equation replacing (5.36) is therefore

$$
\begin{align*}
& \varepsilon \frac{\partial c_{i}}{\partial t}+\varepsilon \frac{\partial}{\partial x}\left(-D_{i} \frac{\partial c_{i}}{\partial x}\right)+\left(q-D_{i} \frac{\varepsilon}{q}\left(\frac{\partial q}{\partial x}-\varepsilon \frac{\partial E}{\partial x}\right)\right) \frac{\partial c_{i}}{\partial x}  \tag{5.37}\\
& -c_{i} \frac{\partial \theta_{(s)}}{\partial t}=H_{i}, \quad i=k+1, \ldots, n
\end{align*}
$$

The initial and boundary conditions associated to (5.36) come from (3.8), (3.9), (3.14), (3.15), and (3.17), namely,

$$
\begin{align*}
& c_{i}(x, 0)=m_{i, 0}(x) / \varepsilon_{0}(x), \quad i=k+1, \ldots, n  \tag{5.38}\\
& {\left[\left[c_{i}\right]\right]=0, \quad x=s(t) \quad i=k+1, \ldots, n}  \tag{5.39}\\
& {\left[\left[\varepsilon D_{i} \frac{\partial c_{i}}{\partial x}\right]\right]=0 \quad x=s(t), \quad i=k+1, \ldots, n}  \tag{5.40}\\
& \frac{\partial c_{i}}{\partial x}(1, t)=0, \quad 0<t<T, \quad i=k+1, \ldots, n \tag{5.41}
\end{align*}
$$

Existence for the diffraction problem (5.37)-(5.41) is guaranteed by Theorem 13.1, page 227 , of [11].
5.5. The property $\mathcal{F}\left(\mathcal{E}_{\boldsymbol{T}}\right) \subseteq \mathcal{E}_{\boldsymbol{T}}$. In order to simplify the mathematical presentation, it can be assumed that the dependence of $K$ on $m_{i}$ occurs through $q$ (i.e., $K=K(q, b, \varepsilon))$. Even if we are going to make such an assumption, it must be said that it plays a very marginal role in the proof of the proposition we are going to show.

Proposition 5.3. There exists at least one set of positive values $\left\{T, u_{1}, u_{2}>\right.$ $\left.\left.u_{1}, A_{y}, A_{t}, M_{y}, M_{t}, s_{0}, A_{s}, M_{s}\right)\right\}$ so that, if $(u, s) \in \mathcal{E}_{T}\left(u_{1}, u_{2}, A_{y}, A_{t}, M_{y}, M_{t}\right.$, $s_{0}, A_{s}, M_{s}$ ), then $(\tilde{u}, \tilde{s}) \in \mathcal{E}_{T}$, provided that (see (5.13) for the definition of $C_{1}$ )
(i)

$$
\begin{equation*}
\epsilon_{2} C_{1}+\left\|\theta_{(k), 0}\right\|<\Theta \tag{5.42}
\end{equation*}
$$

(ii)

$$
\begin{equation*}
\frac{\|\hat{\Phi}\|}{\epsilon_{1}} K_{M} p_{0}^{M}<1, \quad p_{0}^{M}\left(1+C_{1}\right)^{2}\left|\frac{\partial K}{\partial q}\right|<1 \tag{5.43}
\end{equation*}
$$

(iii) the Lipschitz constants with respect to $x$ of the given functions $\varepsilon_{0}, \eta_{(k), 0}, \eta_{0}^{(k)}$, $\varepsilon_{0}^{\prime}, \eta_{(k), 0}^{\prime}$, and the Lipschitz constants $L_{\hat{S}_{i}}^{q}, L_{\hat{S}_{i}}^{\theta}, i=1, \ldots, n$, of the removal functions are small enough, in the sense that will be specified more precisely through the proof of the proposition.

Proof. It is easy to check that $\tilde{u}(y, 0)=u(y, 0)=q_{0}(y), 0 \leq y \leq 1$, where $q_{0}$ is given by (5.5). From (5.11), (5.15), and (5.16) we see that

$$
\begin{equation*}
\frac{1}{1+C_{1}} K_{m} p_{0}^{m} \leq \tilde{u}(x, t) \leq K_{M} p_{0}^{M}\left(1+C_{1}\right) \tag{5.44}
\end{equation*}
$$

Recalling (5.13) and owing to the first inequality in (5.43), it is possible to find $u_{2}$ sufficiently large so that $K_{M} p_{0}^{M}\left(1+C_{1}\right) \leq u_{2}$. On the other hand, it is sufficient to take $u_{1}=\left(1+C_{1}\right)^{-1}\left(K_{m} p_{0}^{m}\right)$ in order to have $\tilde{u}$ bounded within the interval $\left[u_{1}, u_{2}\right.$ ]. From (5.15), (5.14), and (4.10) we see that

$$
\begin{equation*}
1 \geq \tilde{s} \geq 1-\frac{K_{M} p_{0}^{M} C_{1}\left(1+C_{1}\right) T}{\Theta-\left(\epsilon_{2} C_{1}+\sup _{0 \leq x \leq 1} \theta_{(k), 0}(x)\right)} \tag{5.45}
\end{equation*}
$$

By virtue of (5.42) and taking $T$ sufficiently small, we see that the boundary $\tilde{s}$ is uniformly bounded by a constant $s_{0}>0$.

If we calculate explicitly the $y$-derivative of $\tilde{u}$ and we recall (5.16) and (5.24), we can easily realize that

$$
\begin{equation*}
\left|\frac{\partial \tilde{u}}{\partial y}\right| \leq\left(1+C_{1}\right) K_{M} p_{0}^{M} \omega \lambda \tag{5.46}
\end{equation*}
$$

Recalling (5.23), it can be seen that two values $A_{y_{1}}$ and $A_{y_{2}}, 0<A_{y_{1}}<A_{y_{2}}$ can be found such that the right-hand side of (5.46) is smaller than $A_{y}$ for $A_{y} \in\left[A_{y_{1}}, A_{y_{2}}\right]$, provided that $\tilde{L}_{1}$ and $\tilde{L}_{2}$ are taken sufficiently small. Note that $\tilde{L}_{1}$ and $\tilde{L}_{2}$ depend only on the quantities mentioned in assumption (iii) of the statement of the present proposition. It is useful to observe that $A_{y_{1}}$ tends to zero if $\tilde{L}_{1}$ and $\tilde{L}_{2}$ tend to vanish.

As to the $t$-derivative of $\tilde{u}$, we have from (5.24) and (5.46)

$$
\begin{equation*}
\left|\frac{\partial \tilde{u}}{\partial t}\right| \leq \max _{0 \leq t \leq T}|\dot{f}(t)|+\left(1+C_{1}\right) K_{M} p_{0}^{M}\left(\omega \lambda\left(A_{s}+\frac{u_{2}}{\epsilon_{1}}\right)+\frac{1}{\epsilon_{1}} \max \left\{C_{1}\|\hat{\Phi}\|,\|\hat{H}\|\right\}\right) \tag{5.47}
\end{equation*}
$$

Recalling (5.13) and (5.22), we see that the second term on the right-hand side of (5.47) is independent of $A_{t}$. On the other hand, when we calculate $\dot{f}$ explicitly, it is easy to find a bound for it of the type $c_{1} A_{t}+c_{2}$, where $c_{1}$ is exactly the left-hand side of (5.43), the second inequality, and $c_{2}$ is independent of $A_{t}$. Hence, $c_{1}<1$ entails that $|\partial \tilde{u} / \partial t| \leq A_{t}$ for $A_{t}>c_{2}\left(1-c_{1}\right)^{-1}$.

We now pass evaluating the Lipschitz constants $L_{\tilde{u}_{y}}$ and $L_{\tilde{u}_{t}}$ with respect to $y$ of the derivatives of $\tilde{u}$. We find (cf. $(5.22),(5.27),(5.31)$, and (5.24))

$$
\begin{align*}
L_{\tilde{u}_{y}} & \leq K_{M} p_{0}^{M}\left(1+C_{1}\right)^{2}\left(\left(1+C_{1}\right) L_{l_{x}}+2 \omega^{2} \lambda^{2}\right)  \tag{5.48}\\
L_{\tilde{u}_{t}} & \leq \max _{0 \leq t \leq T}\|\dot{f}\|+K_{M} p_{0}^{M}\left(1+C_{1}\right)^{2}\left[\left(1+C_{1}\right)\left(L_{l_{x}} A_{s}+L_{l_{t}}\right)\right.  \tag{5.49}\\
& \left.+2 \omega \lambda\left(\omega \lambda A_{s}+\frac{1}{\epsilon_{1}}\left(u_{2} \omega \lambda+C_{1}\|\hat{\Phi}\|+\|\hat{H}\|\right)\right)\right]
\end{align*}
$$

We first remark that $\max _{0 \leq t \leq T}|\dot{f}|$ can be expressed in the form $\gamma_{f}+\delta_{f} \omega$, where $\gamma_{f}$ and $\delta_{f}$ depend also on the norm of $|\partial K / \partial q|,|\partial K / \partial \varepsilon|,\left|\dot{p}_{0}\right|$, but not on $M_{y}, M_{t}$.

Imposing that the right-hand sides of (5.48) and (5.49) are not greater than $M_{y}$ and $M_{t}$, respectively, and taking account of the estimates (5.29) and (5.31), we arrive at the following system of inequalities:

$$
\left\{\begin{array}{l}
\left(\mu_{1} \omega+\mu_{2}\right) M_{y}+\mu_{3} \omega M_{t}+\mu_{4} \omega^{2}+\mu_{5} \omega \leq M_{y}  \tag{5.50}\\
A_{s}\left(\left(\mu_{1} \omega+\mu_{2}\right) M_{y}+\mu_{3} \omega M_{t}\right)+\mu_{6} \omega^{2}+\left(\mu_{7}+\delta_{f}\right) \omega+\gamma_{f} \leq M_{t}
\end{array}\right.
$$

where (see also (5.30))

$$
\left\{\begin{array}{l}
\mu_{1}=\left(1+C_{1}\right) \nu_{0}\left(\frac{\epsilon_{2}}{u_{1}} \alpha_{3}+\frac{\epsilon_{1} r_{2}}{u_{1}^{2}} \lambda\right)  \tag{5.51}\\
\mu_{2}=\left(1+C_{1}\right) \nu_{0} \frac{1}{\epsilon_{1} u_{1}^{2} s_{0}^{2}}\left(C_{1}\|\hat{\Phi}\|+\|\hat{H}\|\right) T \\
\mu_{3}= \\
\nu_{0} \frac{\epsilon_{2}}{u_{1}} \beta_{3}, \\
\mu_{4}= \\
=\nu_{0}\left\{\left[\left(1+C_{1}\right) \frac{\epsilon_{2}}{u_{1}} \delta_{3}\right]+2 \frac{\epsilon_{2}}{\epsilon_{1} u_{2}} \lambda^{2}\right\} \\
\mu_{5}=\frac{\nu_{0}}{u_{1}}\left\{\left(1+C_{1}\right)\left[\gamma_{3} \epsilon_{2} u_{1}+\lambda\|\hat{H}\|+\frac{u_{2} \epsilon_{1} r_{1} \lambda}{u_{1}}\right]\right. \\
\left.\quad+2 \lambda\left(\left(1+\frac{\epsilon_{2}}{\epsilon_{1}}\right)\left(C_{1}\|\hat{\Phi}\|+\|\hat{H}\|\right)\right)\right\}
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\nu_{0}=K_{M} p_{0}^{M}\left(1+C_{1}\right)^{2}  \tag{5.52}\\
r_{1}=\frac{1}{\epsilon_{1}^{2}}\left(\epsilon_{2} \frac{A_{y}}{s_{0}}+u_{2} L_{\varepsilon_{0}+\theta_{0}^{(k)}}\right) T \\
r_{2}=\frac{u_{2}}{\epsilon_{1}^{2} s_{0}^{2}} T^{2}
\end{array}\right.
$$

The coefficient $\mu_{6}$ (resp., $\mu_{7}$ ) is similar to $\mu_{4}$ (resp., $\mu_{5}$ ), with the only difference being that $A_{s}$ multiplies the term in square brackets. We recall that $\omega$ depends on $M_{y}$ through $L_{q / \varepsilon}(c f .(5.21)$ and (5.23)), namely,

$$
\omega=e^{r_{1}+r_{2} M_{y}} .
$$

Now, fix any $Y>1$. Owing to (5.51) and (5.52) (see also (5.30) for the definition of $\alpha_{3}$ ), we easily realize that a positive value $T_{0}$ can be found such that

$$
\begin{equation*}
e^{r_{1}(T)}<Y<\frac{1-\mu_{1}(T)}{\mu_{2}(T)} \tag{5.53}
\end{equation*}
$$

for any $T \in\left(0, T_{0}\right]$. Second, we define

$$
\begin{equation*}
Z=3\left(\delta_{f} e^{r_{1}\left(T_{0}\right)+r_{2}\left(T_{0}\right) Y}+\gamma_{f}\right) \tag{5.54}
\end{equation*}
$$

(we recall that $\gamma_{f}$ and $\delta_{f}$ have been introduced just above (5.49)) and we pass to solve the first inequality in $(5.50)$ setting $M_{t}=Z$. We find it convenient to write such an
inequality in the following form:

$$
\left\{\begin{array}{l}
\phi_{1}(\omega, T) \geq \phi_{2}(\omega, T)  \tag{5.55}\\
\phi_{1}(\omega, T)=\frac{\ln \omega-r_{1}}{r_{2}} \\
\phi_{2}(\omega, T)=\frac{\left(\mu_{3} M_{t}+\mu_{5}\right) \omega+\mu_{4} \omega^{2}}{1-\mu_{1} \omega-\mu_{2}}
\end{array}\right.
$$

The dependence of $\phi_{1}$ and $\phi_{2}$ on $T$ is through the coefficients $\mu_{i}, i=1, \ldots, 5$, and $r_{1}$, $r_{2}$. It can be seen, by simply examining the functions $\phi_{1}$ and $\phi_{2}$ and the coefficients defined in (5.51) and (5.52), that two positive values $T_{1} \leq T_{0}$ and $\omega_{0}>e^{r_{1}\left(T_{0}\right)}$ can be found such that (5.55) is satisfied for $0<T \leq T_{1}$ and $\omega_{0} \leq \omega \leq Y$.

On the other hand, we rewrite the second inequality in (5.50) as

$$
\left\{\begin{array}{l}
Z \geq \phi_{3}(\omega, T)+\phi_{4}(\omega, T)  \tag{5.56}\\
\phi_{3}(\omega, T)=\frac{A_{s}\left(\mu_{1} \omega+\mu_{2}\right) \phi_{1}(\omega, T)+\mu_{6} \omega^{2}+\mu_{7} \omega}{1-A_{s} \mu_{3} \omega} \\
\phi_{4}(\omega, T)=\frac{\delta_{f} \omega+\gamma_{f}}{1-A_{s} \mu_{3} \omega}
\end{array}\right.
$$

Note that $\phi_{3}(\omega, T) \leq \phi_{3}(Y, T)$ for $\omega \in\left[\omega_{0}, Y\right]$. Recalling also (5.30) and (5.51), we see that it is possible to find a positive $T_{2} \leq T_{1}$ so that

$$
1-A_{s} \mu_{3} \geq \frac{1}{2}, \quad \phi_{3}(Y, T) \leq \frac{1}{3} Z .
$$

Since $\phi_{4}(\omega, T) \leq \frac{2}{3} Z($ see $(5.54))$ for $T \in\left(0, T_{2}\right]$ and $\omega \in\left[\omega_{0}, Y\right]$, we conclude that (5.56) (hence (5.50) with $M_{t}=Z$ ) holds for $T$ and $\omega$ belonging to the same intervals.

By definition (5.12) and estimate (5.15) we immediately see that the boundary velocity $\dot{\tilde{s}}$ is uniformly bounded as follows:

$$
\begin{equation*}
-\frac{u_{2} C_{1}}{\Theta-\left(\epsilon_{2} C_{1}+\left\|\theta_{(k), 0}\right\|\right)} \leq \dot{\tilde{s}}(t) \leq 0 \tag{5.57}
\end{equation*}
$$

Hence, it is sufficient to take $A_{s} \geq u_{2} C_{1}\left(\Theta-\left(\epsilon_{2} C_{1}+\| \theta_{(k), 0}\right) \|\right)^{-1}$ in order to have a uniform bound for $\dot{\tilde{s}}(t)$. Note that $A_{s}>0$ because of (5.42).

Finally, we discuss the Lipschitz continuity of $\dot{\tilde{s}}$. We take $0 \leq t_{1}<t_{2}$ and we consider the point $\left(\Gamma_{2}\left(t_{1}\right), t_{1}\right)$, where $\Gamma_{2}$ is the characteristic curve passing by $\left(\tilde{s}\left(t_{2}\right), t_{2}\right)$. Calling

$$
\sigma(t)=\frac{l\left(\Gamma_{2}(t), t\right) q\left(\Gamma_{2}(t), t\right)}{\Theta-\left(\eta_{(p)}(s(t), t)+\theta_{(p)}(s(t), t)\right)}
$$

we see that

$$
\begin{align*}
& \left|\dot{\tilde{s}}\left(t_{1}\right)-\dot{\tilde{s}}\left(t_{2}\right)\right| \leq\left|\dot{\tilde{s}}\left(t_{1}\right)-\sigma\left(t_{1}\right)\right|+\left|\sigma\left(t_{1}\right)-\dot{\tilde{s}}\left(t_{2}\right)\right|  \tag{5.58}\\
& \leq \frac{1}{\left(A_{y} T\right)^{2}}\left(\left(\Theta+C_{1} u_{2} L_{\left.\eta_{(p)}+\theta_{(p)}\right)}\right)\left|\Gamma_{2}\left(t_{1}\right)-\tilde{s}\left(t_{1}\right)\right|\right. \\
& +\Theta|(l q)|_{\left(\Gamma_{2}\left(t_{1}\right), t_{1}\right)}-\left.(l q)\right|_{\left(\Gamma_{2}\left(t_{1}\right), t_{1}\right)} \mid \\
& \left.+C_{1} u_{2}\left|\left(\eta_{(p)}+\theta_{(p)}\right)\right|_{\left(\Gamma_{2}\left(t_{1}\right), t_{1}\right)}-\left.\left(\eta_{(p)}+\theta_{(p)}\right)\right|_{\left(\Gamma_{2}\left(t_{2}\right), t_{2}\right)} \mid\right)
\end{align*}
$$

By virtue of (5.19) we easily get

$$
\begin{equation*}
\left|\tilde{s}\left(t_{1}\right)-\Gamma_{2}\left(t_{1}\right)\right| \leq\left(A_{s}+\frac{u_{2}}{\epsilon_{1}}\right)\left|t_{1}-t_{2}\right| . \tag{5.59}
\end{equation*}
$$

On the other hand, the functions $q, l, \eta_{(p)}$, and $\theta_{(p)}$ are easily estimated along a characteristic curve. Eventually, the right-hand side of (5.58) is bounded by a term of the type $C_{2}\left|t_{1}-t_{2}\right|$, with $C_{2}$ independent of $M_{s}$.
5.6. The main result. We start by the following local result. Second, it will be extended globally in time (see Proposition 5.5).

Proposition 5.4. Under the same hypotheses as in Propositions 5.1 and 5.3, $\mathcal{F}$ has at exactly one fixed point in $\mathcal{E}_{T}$, for some $T>0$.

Proof. Concerning existence, we make use of the Schauder's fixed point theorem. It is easily checked that the set $\mathcal{E}_{T}$ is bounded, closed, and convex. By virtue of Proposition 5.3, there exists $T>0$ so that $\mathcal{F}\left(\mathcal{E}_{T}\right) \subseteq \mathcal{E}_{T}$. As to the continuity of $\mathcal{F}$, we take two points $\left(u_{1}, s_{1}\right),\left(u_{2}, s_{2}\right) \in \mathcal{E}_{T}$ and the two groups of calculated functions $\left(\varepsilon_{1}, \theta_{1}^{(1)}, \ldots, \theta_{n}^{(1)}, \eta_{1}^{(1)}, \ldots, \eta_{n}^{(1)}\right),\left(\varepsilon_{2}, \theta_{1}^{(2)}, \ldots, \theta_{n}^{(2)}, \eta_{1}^{(2)}, \ldots, \eta_{n}^{(2)}\right)$. If $\left\|u_{1}-u_{2}\right\|_{C^{1,1}}$ $+\left\|s_{1}-s_{2}\right\|_{C^{1}}$ is sufficiently small, it is not difficult to see that $\left|\varepsilon_{1}-\varepsilon_{2}\right|, \| \theta^{(1)}-$ $\theta^{(2)} \|_{T}$, and $\left\|\eta^{(1)}-\eta^{(2)}\right\|_{T}$ are arbitrarily small (of course, we have to restrict $x$ in [ $0, \min _{i=1,2} s_{i}(t)$, for each $t \in[0, T]$ ). The same property is true for the derivatives of $u$ with respect to $y$ and $t$ and for the $t$-derivative of $s$. Eventually, it can be obtained that $\left\|\tilde{u}_{1}-\tilde{u}_{2}\right\|_{C^{1,1}}+\left\|\tilde{s}_{1}-\tilde{s}_{2}\right\|_{C^{1}} \rightarrow 0$ for $\left\|u_{1}-u_{2}\right\|_{C^{1,1}}$ and $\left\|s_{1}-s_{2}\right\|_{C^{1}}$ tending to zero.

Finally, the precompactness of $\mathcal{F}\left(\mathcal{E}_{T}\right)$ follows from what was proved in Propositions 5.2 and 5.3 and from observing that $\partial \tilde{u} / \partial t$ is Lipschitz continuous also with respect to $t$. Indeed, for any pair $\left(y, t_{1}\right),\left(y, t_{2}\right), 0 \leq t_{1}<t_{2}, 0 \leq y \leq 1$, we consider the points $P_{1} \equiv\left(s\left(t_{1}\right) y, t_{1}\right), P_{2} \equiv\left(s\left(t_{2}\right) y, t_{2}\right)$ and $P_{3} \equiv\left(\Gamma_{2}\left(t_{1}\right), t_{1}\right)$ with $\Gamma_{2}$ characteristic curve passing by $P_{2}$. By examining (5.25), it can be seen that $l_{t}\left(\Gamma_{2}(t), t\right)$ (hence $l_{x}$ ) is Lipschitz continuous with respect to $t$ along the characteristic $\widehat{P_{2} P_{3}}$. On the other hand, the Lipschitz continuity (with respect to $y$ ) along the horizontal segment $\overline{P_{1} P_{3}}$ has been already proved. Moreover, for any $y \in[0,1], 0 \leq t_{1}<t_{2}$ we have (cf. (5.19))

$$
\left|y-y^{\prime}\right| \leq \frac{u_{2}}{s_{0} \epsilon_{1}}\left|t_{1}-t_{2}\right|, \quad y^{\prime}=\Gamma_{2}\left(t_{1}\right) .
$$

As to uniqueness, we observe that the mapping is a contraction if $T$ is chosen sufficiently small. By means of an iteration argument, we can extend uniqueness with no limitation in time. This concludes the proof of Proposition 5.4.

We now define

$$
\begin{equation*}
\beta=\frac{\|\hat{\Phi}\| K_{M} p_{0}^{M}}{\varepsilon_{0}^{m}}, \quad \epsilon_{2}=\varepsilon_{0}^{M}+\varepsilon_{0}^{m}+\left\|\theta_{0}^{(k)}\right\|, \tag{5.60}
\end{equation*}
$$

where the norm is the sup-norm and we take $\bar{C}_{1}$ as any constant such that

$$
\frac{\frac{\left\|\eta_{(p, 0}\right\|}{\varepsilon_{0}^{m}}+\beta}{1-\beta}<C_{1}<\frac{\left\|\theta_{(p, 0)}\right\|}{\epsilon_{2}} .
$$

Proposition 5.5. Under assumptions
(i) $a \beta<1, \frac{\epsilon_{2} / \varepsilon_{0}^{m}}{1-\beta}\left\|\eta_{(p), 0}\right\|+\left\|\theta_{(k), 0}\right\|+\epsilon_{2} \frac{1}{1-\beta}<\Theta$,
(ii) a $p_{0}^{M}\left(1+\bar{C}_{1}\right)^{2}\left|\frac{\partial K}{\partial q}\right|<1$,
and assumption (iii) of Proposition 5.3, system (3.1)-(3.19) has exactly one solution for any $t \geq 0$.

Proof. It is immediate to see that if (i) part a and (ii) part a hold, then a positive $T$ can be found such that assumptions (i) and (ii) of Proposition 5.3 are fulfilled.

We also remark the following important property of the solution found by means of Proposition 5.4. By integrating (3.1) in the domain $D_{t}, 0<t \leq T$, by using the Gauss-Green formula, and by taking into account of the boundary condition (3.16) we get the following balance:

$$
\begin{align*}
& \int_{0}^{s(t)}\left(\eta_{(p)}(x, t)+\theta_{(p)}(x, t)\right) d x+\Theta(1-s(t))  \tag{5.61}\\
& =\int_{0}^{1}\left(\eta_{(k), 0}(x)+\theta_{(k), 0}(x)\right) d x
\end{align*}
$$

The physical meaning of (5.61) is evident: the initial concentration of the $i$-species, $i=1, \ldots, k$, is partitioned between the porous medium and the compact layer. When the first term in the left-hand side of (5.61) vanishes, we get the minimum possible value $s_{\text {min }}$ for the boundary $s(t)$ :

$$
\begin{equation*}
s_{\min }=1-\frac{\bar{m}_{0}}{\Theta}, \quad \bar{m}_{0}=\int_{0}^{1}\left(\eta_{(k), 0}+\theta_{(k), 0}\right) d x \tag{5.62}
\end{equation*}
$$

In (5.62) $\bar{m}_{0}$ is the initial volume occupied by the particles. Note that $0<s_{\min }<1$, by virtue of (4.3).

An important consequence of (5.61) is that $s$ is bounded by a quantity depending only on the data of the problem and independently of $T$. A second property of the solution is

$$
\begin{equation*}
\eta_{(p)}+\theta_{(p)}<\Theta, \quad(x, t) \in D_{T} \tag{5.63}
\end{equation*}
$$

Inequality (5.63) follows immediately from (5.15), (5.14), (4.9), and (5.42) and will be commented in the following section.

Assume now that $\eta_{(p)}(x, T) \not \equiv 0, x \in[0, s(T)]$. (Otherwise, the removal process stops, as will be stated more precisely in subsection 6.1.) Using (2.5) (note that this equation is a consequence of (3.1), (3.6), (3.7), and (3.22)) and taking into account (5.63) and the fact that $\theta_{(p)}$ and $\theta_{(s)}$ are decreasing functions with respect to $t$, we can estimate the porosity at the time $t=T$ as follows:

$$
\begin{align*}
& 1-\left(\Theta+\theta_{0}(x)+\theta_{(s)_{0}}(x)\right)<\varepsilon(x, T)  \tag{5.64}\\
& <1-\theta_{0}(x), \quad x \in[0, s(T)] \tag{5.65}
\end{align*}
$$

We remark that $s(T)>0$ owing to (5.62). Recalling (4.7) and (4.8), we see that

$$
\begin{equation*}
\varepsilon_{0}^{m}<\varepsilon(x, T)<\varepsilon_{0}^{M}, \quad x \in[0, s(T)] . \tag{5.66}
\end{equation*}
$$

Let us consider now the interval $[T, 2 T]$. Arguing as in Proposition 5.1, we see that $l(x, t)$ is bounded by the same constant $C_{1}$ for $T \leq t \leq 2 T$. (Note that $\epsilon_{1}$ and $\epsilon_{2}$ have the same value as for $t \in[0, T]$, by virtue of (5.66).) This in turn implies that assumptions (i)-(iii) are still valid for $t=T$, so that the result stated in Proposition 5.4 still holds for $t \in[T, 2 T]$. Iterating the procedure, we get existence and uniqueness globally in time.
6. Qualitative properties of the solution. Let us define

$$
D=\{(x, t): 0<x<s(t), t>0\} .
$$

We start by commenting (5.63), which prevents the formation of new compact layers in the region $D$. First, we remark that condition (5.42), which is fundamental in order to get (5.63), is more restrictive than the first inequality in (4.4), since it can be written in the following form (cf. (5.13)):

$$
\begin{align*}
& \left(1+\frac{\varepsilon_{0}^{M}+\left\|\theta_{0}^{(k)}\right\|}{\varepsilon_{0}^{m}}\right)\left\|\eta_{(k), 0}\right\|+\left\|\theta_{(k), 0}\right\|  \tag{6.1}\\
& +\left(\varepsilon_{0}^{m}+\varepsilon_{0}^{M}+\left\|\eta_{(s)}\right\|\right)\|\hat{\Phi}\| \frac{u_{2}}{\epsilon_{1}}<\Theta . \tag{6.2}
\end{align*}
$$

It is worth noticing that (6.1) is a condition either on the initial distribution of particles $\theta_{(k), 0}, \eta_{(k), 0}$ or on the removal rate of the particles $\|\hat{\Phi}\|$.

If a uniform distribution of $m_{i}, b_{i}, i=1, \ldots, k$, is assumed for $t=0$ (as in $[6$, part 1]), where the case $k=1$ is discussed), a condition like $\eta_{(k), 0}+\theta_{(k), 0}<\Theta$ is sufficient in order to guarantee (5.63) for $t>0$. However, in the present case it is not difficult to exhibit nonuniform initial distributions of $m_{i}$ and $b_{i}$ (even if $k=1$ ) such that $\eta_{(p)}+\theta_{(p)}=\Theta$ for some point in $D$. In such a case, a new compact layer will develop.
6.1. Growth of the compact layer. We start by remarking that, by virtue of (4.8), (4.2), and (5.5), we have that $\dot{s}(t)=0$ if and only if $\eta_{(p)}(s(t), t)=0$.

We now introduce the set

$$
\begin{equation*}
\mathcal{S}=\left\{(x, t) \in D \mid b_{i}(x, t) \leq \beta_{i}(q, b), i=1, \ldots, k\right\}, \tag{6.3}
\end{equation*}
$$

where $\beta_{i}$ are the functions appearing in (4.9). Furthermore, we set $\mathcal{R}=D / \mathcal{S}$.
Proposition 6.1. If a characteristic curve $\Gamma$ with $t_{0}>0$ is such that $\Gamma \subset \mathcal{S}$, then $\dot{s}(\tau)=0$, where $\tau$ is the time when the curve $\Gamma$ intersects the boundary s.

Proof. It is a consequence of the following formula, which comes from integrating along a characteristic curve $\Gamma$ :

$$
\begin{align*}
& l(\Gamma(t), t)=l\left(\Gamma\left(t_{0}\right), t_{0}\right) e^{-\int_{t_{0}}^{t} \hat{H}(q(\Gamma(\tau), \tau), \theta(\Gamma(\tau), \tau)) d \tau}  \tag{6.4}\\
& +\int_{t_{0}}^{t} \hat{\Phi}(q(\Gamma(\tau), \tau), \theta(\Gamma(\tau), \tau)) e^{-\int_{\tau}^{t} \hat{H}(q(\Gamma(\sigma), \sigma), \theta(\Gamma(\sigma), \sigma)) d \sigma} d \tau
\end{align*}
$$

The first term in the right-hand side of $(6.4)$ is zero, since $\Gamma\left(t_{0}\right)=0$; moreover, the second term (due to the removal of particles) vanishes owing to (cfr. (3.20). Note that $\tau$ is certainly finite, because of (5.19).

A further consequence of (6.4) is that if $\Gamma \bigcap \mathcal{R} \neq \emptyset$, then $\dot{s}(\tau)<0$, with $\tau$ defined as above. The profile of the characteristic curves and of the free boundary $s(t)$ is sketched in Figure 6.1.

We consider now the region $\mathcal{S}_{1}=\bigcup_{\Gamma \in \mathcal{S}} \Gamma \subseteq D$. Since $\eta_{(p)}=0, \theta_{(p)}$ is constant in that region, from Proposition 6.1, (3.7), and (5.18)

$$
\begin{equation*}
\frac{\partial q}{\partial x}(x, t)=0, \quad \dot{s}(t)=0, \quad(x, t) \in \mathcal{S}_{1} \tag{6.5}
\end{equation*}
$$



Fig. 6.1. The characteristic curves $\Gamma_{1}$ and $\Gamma_{2}$ are totally or partially contained in $\mathcal{R}$; hence $\dot{s}\left(\tau_{1}\right)$ and $\dot{s}\left(\tau_{2}\right)$ are negative; $\Gamma_{3}$ is contained in $\mathcal{S}$; hence $\dot{s}\left(\tau_{3}\right)=0$. The curve $\bar{\beta}$ separates $\mathcal{S}$ from $\mathcal{R}$, while the curve $\Gamma_{\ell}$ is the lower boundary of the region $\mathcal{S}_{1}$. For $t \geq \tau_{\ell}$, we have $\dot{s}(t)=0$.

The value of $s$ in $\mathcal{S}_{1}$ is obtained by solving the equation (cf. (5.8))

$$
\begin{equation*}
q_{c}(t)\left(\frac{1-s}{K_{0}}+\int_{0}^{s} \frac{1}{K(\xi, t)} d \xi\right)=p_{0}(t) \tag{6.6}
\end{equation*}
$$

Notice that $K(\xi, t)$ changes with respect to $t$ in $\mathcal{S}_{1}$ only if $\varepsilon$ varies. Moreover,

$$
\begin{equation*}
\frac{\partial K}{\partial t}=-\frac{\partial K}{\partial \varepsilon} \frac{\partial \theta_{(s)}}{\partial t}, \quad(x, t) \in \mathcal{S}_{1} \tag{6.7}
\end{equation*}
$$

Equation (6.7) comes from (3.6) and (6.5). Owing to (6.7), (6.6) and recalling (4.10), (4.11) we can conclude that

- if $\partial K / \partial \varepsilon \geq 0$, then the water flux $q_{c}(t)$ increases (and also $q$ because of (6.5)) if $p_{0}(t)$ increases and the removal process may restart $(\dot{s}<0)$;
- if $\partial K / \partial \varepsilon \leq 0$ and $p_{0}(t)$ does not increase, then $q_{c}(t)$ is a nonincreasing function and the removal process cannot occur again.
If we neglect the dependence of $K$ on $\varepsilon$, we have simply that $q_{c}(t)$ increases if and only if $p_{0}(t)$ increases; thus, only in that case the removal process can occur a second time.

Owing to (5.62), the limit of $s(t)$ for $t$ tending to $\infty$ is a positive value not smaller than $s_{\text {min }}$.
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# ANALYSIS AND CONSTRUCTION OF OPTIMAL MULTIVARIATE BIORTHOGONAL WAVELETS WITH COMPACT SUPPORT* 
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#### Abstract

In applications, it is well known that high smoothness, small support, and high vanishing moments are the three most important properties of a biorthogonal wavelet. In this paper, we shall investigate the mutual relations among these three properties. A characterization of $L_{p}(1 \leq p \leq \infty)$ smoothness of multivariate refinable functions is presented. It is well known that there is a close relation between a fundamental refinable function and a biorthogonal wavelet. We shall demonstrate that any fundamental refinable function, whose mask is supported on $[1-2 r, 2 r-1]^{s}$ for some positive integer $r$ and satisfies the sum rules of optimal order $2 r$, has $L_{p}$ smoothness not exceeding that of the univariate fundamental refinable function with the mask $b_{r}$. Here the sequence $b_{r}$ on $\mathbb{Z}$ is the unique univariate interpolatory refinement mask which is supported on $[1-2 r, 2 r-1]$ and satisfies the sum rules of order $2 r$. Based on a similar idea, we shall prove that any orthogonal scaling function, whose mask is supported on $[0,2 r-1]^{s}$ for some positive integer $r$ and satisfies the sum rules of optimal order $r$, has $L_{p}$ smoothness not exceeding that of the univariate Daubechies orthogonal scaling function whose mask is supported on $[0,2 r-1]$. We also demonstrate that a similar result holds true for biorthogonal wavelets. Examples are provided to illustrate the general theory. Finally, a general CBC (cosets by cosets) algorithm is presented to construct all the dual refinement masks of any given interpolatory refinement mask with the dual masks satisfying arbitrary order of sum rules. Thus, for any scaling function which is fundamental, this algorithm can be employed to generate a dual scaling function with arbitrary approximation order. This CBC algorithm can be easily implemented. As a particular application of the general CBC algorithm, a TCBC (triangle cosets by cosets) algorithm is proposed. For any positive integer $k$ and any interpolatory refinement mask $a$ such that $a$ is symmetric about all the coordinate axes, such a TCBC algorithm provides us with a dual mask of $a$ such that the dual mask satisfies the sum rules of order $2 k$ and is also symmetric about all the coordinate axes. As an application of this TCBC algorithm, a family of optimal bivariate biorthogonal wavelets is presented with the scaling function being a spline function.
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1. Introduction. Based on the work $[25,26]$, the present paper deals with the analysis and construction of multivariate biorthogonal wavelets with some desired properties. It is well known that in various applications high smoothness, small support, and high vanishing moments are the three most important properties of a (bi)orthogonal wavelet. On the other hand, there is no $C^{\infty}$ (bi)orthogonal wavelet with compact support. In this paper, we shall investigate the mutual relations among these three properties.

Compactly supported (bi)orthogonal wavelets on the real line have been found to be very useful in applications such as signal processing and image compression; for examples, see $[1,16,36,37]$. In [10], Cohen, Daubechies, and Feauveau proposed a general way of constructing univariate biorthogonal wavelets. Although the tensor product (bi)orthogonal wavelets provide a family of multivariate (bi)orthogonal

[^12]wavelets to deal with problems in high dimensions in applications, it has its own advantages and disadvantages. Therefore, as noted in many papers [5, 9, 12, 24, 27, 37, 42] and references cited there, it is of interest in its own right to construct nontensor product (bi)orthogonal wavelets in the high dimensions. In the current literature, there are many papers on constructing multivariate biorthogonal wavelets, especially bivariate biorthogonal wavelets. To mention only a few here, see [9, 12, 24, 27, 37, 42] and references therein. Bivariate compactly supported quincunx biorthogonal wavelets were constructed by Cohen and Daubechies in [9]. In [42], a family of bivariate biorthogonal wavelets with the scaling function being a box spline was given by Riemenschneider and Shen.

Usually, a biorthogonal wavelet is derived from a multiresolution analysis generated by a pair consisting of a scaling function and its dual scaling function. The construction of wavelets in the multivariate setting is more challenging than its univariate counterpart; see $[3,10,16,24,27,33,35,38,42]$ and references therein on construction of (bi)orthogonal wavelets from a multiresolution analysis. To obtain a biorthogonal wavelet, we have to find two refinable functions with some desired properties. A function $\phi$ is said to be refinable if it satisfies the following refinement equation:

$$
\begin{equation*}
\phi=\sum_{\beta \in \mathbb{Z}^{s}} a(\beta) \phi(2 \cdot-\beta) \tag{1.1}
\end{equation*}
$$

where $a$ is a finitely supported sequence on $\mathbb{Z}^{s}$, called the refinement mask. If $a$ satisfies $\sum_{\beta \in \mathbb{Z}^{s}} a(\beta)=2^{s}$, then it is known (see [4]) that there exists a unique compactly supported distribution $\phi$ satisfying the refinement equation (1.1) subject to the condition $\widehat{\phi}(0)=1$. This distribution is said to be the normalized solution of the refinement equation (1.1). Throughout this paper we shall use $\phi_{a}$ to denote the normalized solution of the refinement equation (1.1) with the mask $a$.

The concepts of linear independence and approximation order of a function play an important role in the study of biorthogonal wavelets. The shifts of a compactly supported function $\phi: \mathbb{R}^{s} \rightarrow \mathbb{C}$ are said to be linearly independent if for any $z \in \mathbb{C}^{s}$, there exists a multi-integer $\beta$ in $\mathbb{Z}^{s}$ such that $\widehat{\phi}(z+2 \pi \beta) \neq 0$. If for any $\xi \in \mathbb{R}^{s}$, there exists a multi-integer $\beta$ in $\mathbb{Z}^{s}$ such that $\widehat{\phi}(\xi+2 \pi \beta) \neq 0$, then the shifts of $\phi$ are said to be stable. See [34] for discussion on linear independence and stability.

By $\ell\left(\mathbb{Z}^{s}\right)$ we denote the linear space of all sequences on $\mathbb{Z}^{s}$. For a compactly supported function $\phi$ in $L_{p}\left(\mathbb{R}^{s}\right)(1 \leq p \leq \infty)$, we define

$$
S(\phi):=\left\{\sum_{\alpha \in \mathbb{Z}^{s}} \phi(\cdot-\alpha) b(\alpha): b \in \ell\left(\mathbb{Z}^{s}\right)\right\}
$$

and call it the shift-invariant space generated by $\phi$. For $h>0$, the scaled space $S^{h}$ is defined by $S^{h}:=\{f(\cdot / h): f \in S(\phi)\}$. For a positive integer $k$, we say that $S(\phi)$ provides approximation order $k$ if for each sufficiently smooth function $f$ in $L_{p}\left(\mathbb{R}^{s}\right)$, there exists a positive constant $C$ such that

$$
\inf _{g \in S^{h}}\|f-g\|_{p} \leq C h^{k} \quad \forall h>0
$$

The general procedure of constructing a biorthogonal wavelet is the following. First, find a refinable function $\phi$ in $L_{2}\left(\mathbb{R}^{s}\right)$ such that $\phi$ satisfies the refinement equation (1.1) with a finitely supported refinement mask $a$ and the shifts of $\phi$ are linearly
independent; such a function $\phi$ is called a scaling function. The next step is to find a refinable function $\phi^{d}$ in $L_{2}\left(\mathbb{R}^{s}\right)$ such that $\phi^{d}$ satisfies

$$
\begin{equation*}
\phi^{d}=\sum_{\beta \in \mathbb{Z}^{s}} a^{d}(\beta) \phi^{d}(2 \cdot-\beta) \tag{1.2}
\end{equation*}
$$

where $a^{d}$ is a finitely supported sequence on $\mathbb{Z}^{s}$ and $\phi^{d}$ satisfies the following biorthogonal relation

$$
\begin{equation*}
\int_{\mathbb{R}^{s}} \overline{\phi(t-\alpha)} \phi^{d}(t) d t=\delta(\alpha) \quad \forall \alpha \in \mathbb{Z}^{s} \tag{1.3}
\end{equation*}
$$

where $\delta(0)=1$ and $\delta(\alpha)=0 \forall \alpha \in \mathbb{Z}^{s} \backslash\{0\}$. This function $\phi^{d}$ is called a dual scaling function of $\phi$. If $\phi$ is the dual scaling function of itself, $\phi$ is called an orthogonal scaling function. Finally, a biorthogonal wavelet is derived from the above $\phi, \phi^{d}, a$, and $a^{d}$. The reader is referred to $[5,6,7,10,16,24,27,33,35,38,42]$ for detail on the construction of a biorthogonal wavelet from a pair consisting of a scaling function and its dual scaling function. It is well known that the smoothness of the scaling function and its dual scaling function will determine the smoothness of their derived wavelets, and the approximation orders of the scaling function and its dual scaling function will determine the vanishing moments of their derived wavelets. For more detail on (bi)orthogonal wavelets, the reader is referred to $[3,5,6,7,9,10,12,13,14$, $16,24,27,33,35,37,42,44]$ and references therein.

By $\Omega$ we denote the set of the vertices of the unit cube $[0,1]^{s}$. For a positive integer $k$, we say that a sequence $a$ on $\mathbb{Z}^{s}$ satisfies the sum rules of order $k$ if

$$
\begin{equation*}
\sum_{\beta \in \mathbb{Z}^{s}} a(2 \beta+\varepsilon) p(2 \beta+\varepsilon)=\sum_{\beta \in \mathbb{Z}^{s}} a(2 \beta) p(2 \beta) \quad \forall \varepsilon \in \Omega, p \in \Pi_{k-1} \tag{1.4}
\end{equation*}
$$

where $\Pi_{k-1}$ is the set of polynomials with total degree less than $k$. Let a function $\phi$ be a refinable function with a mask $a$. It was proved by Jia in [30, 31] that if the shifts of $\phi$ are stable, then $S(\phi)$ provides approximation order $k$ if and only if the mask $a$ satisfies the sum rules of order $k$. Therefore, it is evident that $S(\phi)$ (or $S\left(\phi^{d}\right)$ ) provides approximation order $k$ if and only if the mask $a$ (or $a^{d}$ ) satisfies the sum rules of order $k$.

Now it is natural to ask the following question: Given a scaling function with compact support, does a dual scaling function with compact support exist? As noted by Lemarié-Rieusset [39], the answer is yes at least in the univariate case. More precisely, given a scaling function with compact support, a dual scaling function always exists with compact support and arbitrarily high smoothness. Therefore, it is valuable to ask that for a scaling function, if we fix the size of the support of a dual scaling function, then what is the highest approximation order and the highest smoothness of a dual scaling function that we can expect? Based on our previous work on interpolatory subdivision schemes $[25,26]$, we shall answer the above question in this paper.

Here is an outline of this paper. In section 2, given a scaling function, we shall study the relation between the approximation order of its dual scaling function and the support of its dual scaling function. In section 3, a characterization of $L_{p}$ smoothness of a multivariate refinable function is given. In section 4, we shall prove that any orthogonal scaling function, whose mask is supported on $[0,2 r-1]^{s}(r \in \mathbb{N})$ and satisfies the sum rules of optimal order $r$, has $L_{p}$ smoothness not exceeding that of
the univariate Daubechies orthogonal scaling function whose mask is supported on $[0,2 r-1]$. An example will be provided to illustrate our result. In section 5 , we first study the optimal $L_{p}$ smoothness of a fundamental refinable function if its mask is supported on $[1-2 r, 2 r-1]^{s}$ and satisfies the sum rules of optimal order $2 r$. Next, for any given scaling function, we shall study the optimal smoothness of a dual scaling function if its support is fixed and it attains the optimal approximation order. Finally, in section 6, a general CBC (cosets by cosets) algorithm is presented to generate all the dual masks of a given interpolatory refinement mask. This algorithm can be easily implemented. In particular, as an application of this general construction, we shall propose a TCBC (triangle cosets by cosets) algorithm such that for any bivariate interpolatory mask which is symmetric about the two coordinate axes, we can construct a family of dual masks with arbitrary order of sum rules and symmetry about the two coordinate axes. At the end of this paper, a family of optimal bivariate biorthogonal wavelets is constructed from a spline scaling function.
2. Optimal approximation order of a dual scaling function. In this section, we shall first introduce some notation. For a given scaling function, we shall study the relation between the approximation order of a dual scaling function and the support of a dual scaling function.

In order to solve the refinement equation (1.1), we start with an initial function $\phi_{0}$ given by

$$
\phi_{0}\left(x_{1}, \ldots, x_{s}\right):=\prod_{j=1}^{s} \chi\left(x_{j}\right), \quad\left(x_{1}, \ldots, x_{s}\right) \in \mathbb{R}^{s}
$$

where $\chi$ is the univariate hat function defined by

$$
\chi(x):=\max \{1-|x|, 0\}, \quad x \in \mathbb{R}
$$

Then we employ the iteration scheme $Q_{a}^{n} \phi_{0}, n=0,1,2, \ldots$, where $Q_{a}$ is the bounded linear operator on $L_{p}\left(\mathbb{R}^{s}\right)(1 \leq p \leq \infty)$ given by

$$
\begin{equation*}
Q_{a} f:=\sum_{\beta \in \mathbb{Z}^{s}} a(\beta) f(2 \cdot-\beta), \quad f \in L_{p}\left(\mathbb{R}^{s}\right) \tag{2.1}
\end{equation*}
$$

This iteration scheme is called a subdivision scheme or a cascade algorithm associated with the mask $a$ (see $[4,17]$ ). For any $p$ such that $1 \leq p \leq \infty$, we say that the subdivision scheme associated with a mask $a$ converges in the $L_{p}$ norm if there exists a function $f$ in $L_{p}\left(\mathbb{R}^{s}\right)$ such that $\lim _{n \rightarrow \infty}\left\|Q_{a}^{n} \phi_{0}-f\right\|_{p}=0$. If this is the case, then the limit function $f$ must be the normalized solution of the refinement equation (1.1) with the refinement mask $a$.

Before proceeding further, we introduce some notation. By $\ell\left(\mathbb{Z}^{s}\right)$ we denote the space of all sequences on $\mathbb{Z}^{s}$ and by $\ell_{0}\left(\mathbb{Z}^{s}\right)$ the linear space of all finitely supported sequences on $\mathbb{Z}^{s}$. By $\delta$ we denote the element given by $\delta(0)=1$ and $\delta(\beta)=0$ $\forall \beta \in \mathbb{Z}^{s} \backslash\{0\}$. For $j=1, \ldots, s$, let $e_{j}$ be the $j$ th coordinate unit vector. The difference operator $\nabla_{j}$ on $\ell\left(\mathbb{Z}^{s}\right)$ is defined by $\nabla_{j} \lambda:=\lambda-\lambda\left(\cdot-e_{j}\right), \lambda \in \ell\left(\mathbb{Z}^{s}\right)$.

The subdivision operator associated with a mask $a$ is defined by

$$
\begin{equation*}
S_{a} \lambda(\alpha):=\sum_{\beta \in \mathbb{Z}^{s}} a(\alpha-2 \beta) \lambda(\beta), \quad \alpha \in \mathbb{Z}^{s} \tag{2.2}
\end{equation*}
$$

where $\lambda \in \ell_{0}\left(\mathbb{Z}^{s}\right)$. It was proved in [25] that the subdivision scheme associated with a mask $a$ converges in the $L_{p}$ norm if and only if

$$
\lim _{n \rightarrow \infty} \max \left\{\left\|\nabla_{j} S_{a}^{n} \delta\right\|_{p}^{1 / n}: j=1, \ldots, s\right\}<2^{s / p}
$$

It is well known that there is a close relation between biorthogonal wavelets and fundamental refinable functions. A function $\phi$ is said to be fundamental if $\phi$ is continuous, $\phi(0)=1$, and $\phi(\alpha)=0 \forall \alpha \in \mathbb{Z}^{s} \backslash\{0\}$. If $\phi$ is a fundamental refinable function with a mask $a$, then it is necessary that

$$
a(0)=1 \quad \text { and } \quad a(2 \beta)=0 \quad \forall \beta \in \mathbb{Z}^{s} \backslash\{0\}
$$

A mask that satisfies the above condition is called an interpolatory refinement mask.
The following fact is well known (see $[8,16,40]$ ) and reveals the relation between a biorthogonal wavelet and a fundamental refinable function.

Lemma 2.1. Let a function $\phi$ be a scaling function with a mask $a$ and let $\phi^{d}$ be $a$ dual scaling function of $\phi$ with a mask $a^{d}$. Define

$$
\begin{equation*}
\Phi(x):=\int_{\mathbb{R}^{s}} \overline{\phi(t-x)} \phi^{d}(t) d t, \quad x \in \mathbb{R}^{s} \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
b(\alpha):=2^{-s} \sum_{\beta \in \mathbb{Z}^{s}} \overline{a(\beta-\alpha)} a^{d}(\beta), \quad \alpha \in \mathbb{Z}^{s} \tag{2.4}
\end{equation*}
$$

Then the function $\Phi$ is a fundamental refinable function satisfying the refinement equation (1.1) with the interpolatory mask $b$. In other words, the mask $a$ and $a^{d}$ satisfy the following well-known discrete biorthogonal relation:

$$
\begin{equation*}
\sum_{\beta \in \mathbb{Z}^{s}} \overline{a(\beta-2 \alpha)} a^{d}(\beta)=2^{s} \delta(\alpha) \quad \forall \alpha \in \mathbb{Z}^{s} \tag{2.5}
\end{equation*}
$$

Conversely, if the masks a and $a^{d}$ satisfy the above discrete biorthogonal relation (2.5) and the subdivision schemes associated with a and a converge in the $L_{2}$ norm, respectively, then the functions $\phi$ and $\phi^{d}$ lie in $L_{2}\left(\mathbb{R}^{s}\right)$ and satisfy the biorthogonal relation (1.3) where the functions $\phi$ and $\phi^{d}$ are the normalized solutions of the refinement equations (1.1) with the masks $a$ and $a^{d}$, respectively. Therefore, the function $\phi$ is $a$ scaling function and $\phi^{d}$ is a dual scaling function of $\phi$.

If two sequences $a$ and $a^{d}$ on $\mathbb{Z}^{s}$ satisfy the discrete biorthogonal relation (2.5), then the mask $a^{d}$ is called a dual mask of the mask $a$. Throughout this paper, we shall use the following notation:

$$
\mathbb{T}^{s}:=\left\{\left(z_{1}, \ldots, z_{s}\right) \in \mathbb{C}^{s}:\left|z_{1}\right|=\cdots=\left|z_{s}\right|=1\right\}
$$

For any sequence $\lambda$ in $\ell_{0}\left(\mathbb{Z}^{s}\right)$, its symbol $\tilde{\lambda}$ is given by

$$
\begin{equation*}
\tilde{\lambda}(z):=\sum_{\beta \in \mathbb{Z}^{s}} \lambda(\beta) z^{\beta}, \quad z \in \mathbb{T}^{s} \tag{2.6}
\end{equation*}
$$

By Lemma 2.1, we have $\widehat{\Phi}(\xi)=\overline{\widehat{\phi}(\xi)} \widehat{\phi^{d}}(\xi), \xi \in \mathbb{R}^{s}$ and $\widetilde{b}(z)=2^{-s} \overline{\widetilde{a}(z)} \widetilde{a^{d}}(z), z \in \mathbb{T}^{s}$. The following result was proved in [26] and will be needed later.

ThEOREM 2.2 (see [26, Theorems 2.1 and 2.2]). Suppose that a is an interpolatory mask supported on $\mathbb{Z}^{s} \cap \Pi_{j=1}^{s}\left[-L_{j}, H_{j}\right]$ for some nonnegative integers $L_{j}$ and $H_{j}$. If the mask a satisfies the sum rules of order $k$, then

$$
k \leq \min _{1 \leq j \leq s}\left(\left\lfloor\frac{L_{j}+1}{2}\right\rfloor+\left\lfloor\frac{H_{j}+1}{2}\right\rfloor\right)
$$

where $\lfloor\cdot\rfloor$ is the floor function. Moreover, when $s=1$, there exists a unique interpolatory refinement mask supported on $\left[-L_{1}, H_{1}\right]$ and satisfying the sum rules of order $\left\lfloor\frac{L_{1}+1}{2}\right\rfloor+\left\lfloor\frac{H_{1}+1}{2}\right\rfloor$.

By the above theorem, in the univariate case $(s=1)$, there is a unique interpolatory mask supported on $[1-2 r, 2 r-1]$ and satisfying the sum rules of order $2 r$. This is the same interpolatory mask as given by Deslauriers and Dubuc in [18], and will be denoted by $b_{r}$ throughout this paper. In the multivariate case $(s>1)$, such interpolatory masks are not unique. Let $t_{r}$ be the sequence on $\mathbb{Z}^{s}$ given by

$$
\begin{equation*}
t_{r}\left(\alpha_{1}, \ldots, \alpha_{s}\right):=b_{r}\left(\alpha_{1}\right) \cdots b_{r}\left(\alpha_{s}\right), \quad\left(\alpha_{1}, \ldots, \alpha_{s}\right) \in \mathbb{Z}^{s} \tag{2.7}
\end{equation*}
$$

Then $t_{r}$ is a tensor product interpolatory refinement mask supported on $[1-2 r, 2 r-1]^{s}$ and it satisfies the sum rules of the optimal order $2 r$.

Based on the above results, we have the following theorem.
Theorem 2.3. Let $\phi$ be a scaling function with its refinement mask a supported on $\Pi_{j=1}^{s}\left[-l_{j}, h_{j}\right]$ for some nonnegative integers $l_{j}$ and $h_{j}$, and let $\phi^{d}$ be its dual scaling function with its mask $a^{d}$ supported on $\Pi_{j=1}^{s}\left[-L_{j}, H_{j}\right]$ for some nonnegative integers $L_{j}$ and $H_{j}$. Suppose that a satisfies the sum rules of order $k$; then $a^{d}$ can satisfy the sum rules of order at most

$$
\min _{1 \leq j \leq s}\left(\left\lfloor\frac{h_{j}+L_{j}+1}{2}\right\rfloor+\left\lfloor\frac{l_{j}+H_{j}+1}{2}\right\rfloor\right)-k
$$

where $\lfloor\cdot\rfloor$ is the floor function.
Proof. Let $b$ be the sequence defined in (2.4). Then by Lemma 2.1, $b$ is an interpolatory mask and $b$ is supported on $\Pi_{j=1}^{s}\left[-h_{j}-L_{j}, l_{j}+H_{j}\right]$. From Theorem 2.2 , we see that $b$ can satisfy the sum rules of order at most $\min _{1 \leq j \leq s}\left(\left\lfloor\frac{h_{j}+L_{j}+1}{2}\right\rfloor+\right.$ $\left.\left\lfloor\frac{l_{j}+H_{j}+1}{2}\right\rfloor\right)$. To complete the proof, it suffices to prove that if the mask $a^{d}$ satisfies the sum rules of order $\widetilde{k}$, then $b$ will satisfy the sum rules of order at least $k+\widetilde{k}$. Denote

$$
\mathbb{Z}_{+}^{s}:=\left\{\left(\alpha_{1}, \ldots, \alpha_{s}\right) \in \mathbb{Z}^{s}: \alpha_{j} \geq 0 \quad \forall j=1, \ldots, s\right\}
$$

and $|\mu|:=\mu_{1}+\cdots+\mu_{s}$ for $\mu=\left(\mu_{1}, \ldots, \mu_{s}\right) \in \mathbb{Z}_{+}^{s}$ and $\alpha^{\mu}:=\alpha_{1}^{\mu_{1}} \cdots \alpha_{s}^{\mu_{s}}$ for $\alpha=$ $\left(\alpha_{1}, \ldots, \alpha_{s}\right) \in \mathbb{Z}^{s}$. Thus, by the definition of the sum rules given in (1.4), it suffices to prove that

$$
\sum_{\alpha \in \mathbb{Z}^{s}} b(2 \alpha+\varepsilon)(2 \alpha+\varepsilon)^{\mu}=\sum_{\alpha \in \mathbb{Z}^{s}} b(2 \alpha)(2 \alpha)^{\mu} \quad \forall \mu \in \mathbb{Z}_{+}^{s},|\mu|<k+\widetilde{k}, \varepsilon \in \Omega
$$

By the definition of the sequence $b$ given in (2.4), we can rewrite the above equality as follows: for any $\varepsilon \in \Omega$ and $\mu \in \mathbb{Z}_{+}^{s}$ such that $|\mu|<k+\widetilde{k}$,

$$
\sum_{\alpha \in \mathbb{Z}^{s}} \sum_{\beta \in \mathbb{Z}^{s}} \overline{a(\beta-2 \alpha-\varepsilon)} a^{d}(\beta)(2 \alpha+\varepsilon)^{\mu}=\sum_{\alpha \in \mathbb{Z}^{s}} \sum_{\beta \in \mathbb{Z}^{s}} \overline{a(\beta-2 \alpha)} a^{d}(\beta)(2 \alpha)^{\mu}
$$

Therefore, it suffices to prove that the left side of the above equality

$$
C_{\varepsilon}:=\sum_{\varepsilon^{\prime} \in \Omega} \sum_{\alpha \in \mathbb{Z}^{s}} \sum_{\beta \in \mathbb{Z}^{s}} \overline{a\left(2 \beta+\varepsilon^{\prime}-2 \alpha-\varepsilon\right)} a^{d}\left(2 \beta+\varepsilon^{\prime}\right)(2 \alpha+\varepsilon)^{\mu}
$$

does not depend on $\varepsilon$ for any $\mu \in \mathbb{Z}_{+}^{s}$ such that $|\mu|<k+\widetilde{k}$. On the other hand,

$$
\begin{aligned}
(2 \alpha+\varepsilon)^{\mu} & =\left(\left(2 \beta+\varepsilon^{\prime}\right)-\left(2 \beta+\varepsilon^{\prime}-2 \alpha-\varepsilon\right)\right)^{\mu} \\
& =\sum_{0 \leq \nu \leq \mu}(-1)^{|\nu|} \frac{\mu!}{\nu!(\mu-\nu)!}\left(2 \beta+\varepsilon^{\prime}-2 \alpha-\varepsilon\right)^{\nu}\left(2 \beta+\varepsilon^{\prime}\right)^{\mu-\nu}
\end{aligned}
$$

where $\mu!:=\mu_{1}!\cdots \mu_{s}$ ! for $\mu=\left(\mu_{1}, \ldots, \mu_{s}\right)$ and $\nu \leq \mu$ if and only if $\nu_{j} \leq \mu_{j} \forall j=$ $1, \ldots, s$. Thus, $C_{\varepsilon}$ can be rewritten as

$$
\begin{aligned}
C_{\varepsilon}= & \sum_{0 \leq \nu \leq \mu}(-1)^{|\nu|} \frac{\mu!}{\nu!(\mu-\nu)!} \sum_{\beta \in \mathbb{Z}^{s}} \sum_{\varepsilon^{\prime} \in \Omega} \sum_{\alpha \in \mathbb{Z}^{s}} \\
& \overline{a\left(2 \beta+\varepsilon^{\prime}-2 \alpha-\varepsilon\right)}\left(2 \beta+\varepsilon^{\prime}-2 \alpha-\varepsilon\right)^{\nu} a^{d}\left(2 \beta+\varepsilon^{\prime}\right)\left(2 \beta+\varepsilon^{\prime}\right)^{\mu-\nu}
\end{aligned}
$$

Therefore, it suffices to demonstrate that for any $\nu \in \mathbb{Z}_{+}^{s}$ such that $0 \leq \nu \leq \mu$,

$$
C_{\varepsilon, \nu}:=\sum_{\varepsilon^{\prime} \in \Omega} \sum_{\alpha \in \mathbb{Z}^{s}} \overline{a\left(2 \alpha+\varepsilon^{\prime}-\varepsilon\right)}\left(2 \alpha+\varepsilon^{\prime}-\varepsilon\right)^{\nu} \sum_{\beta \in \mathbb{Z}^{s}} a^{d}\left(2 \beta+\varepsilon^{\prime}\right)\left(2 \beta+\varepsilon^{\prime}\right)^{\mu-\nu}
$$

does not depend on $\varepsilon$. Note that $|\mu-\nu|+|\nu|=|\mu|<k+\widetilde{k}$ implies that either $|\mu-\nu|<k$ or $|\nu|<\widetilde{k}$. If $|\nu|<k$, then $\sum_{\alpha \in \mathbb{Z}^{s}} a\left(2 \alpha+\varepsilon^{\prime}-\varepsilon\right)\left(2 \alpha+\varepsilon^{\prime}-\varepsilon\right)^{\nu}$ does not depend on both $\varepsilon$ and $\varepsilon^{\prime}$ since the sequence $a$ satisfies the sum rules of order $k$. Hence, for any $\nu$ in $\mathbb{Z}_{+}^{s}$ such that $|\nu|<k$, we have

$$
C_{\varepsilon, \nu}=\overline{\sum_{\alpha \in \mathbb{Z}^{s}} a(2 \alpha)(2 \alpha)^{\nu}} \sum_{\beta \in \mathbb{Z}^{s}} a^{d}(\beta) \beta^{\mu-\nu}
$$

does not depend on $\varepsilon$. Similarly, if $|\mu-\nu|<\widetilde{k}$, then $\sum_{\beta \in \mathbb{Z}^{s}} a^{d}\left(2 \beta+\varepsilon^{\prime}\right)\left(2 \beta+\varepsilon^{\prime}\right)^{\mu-\nu}$ does not depend on $\varepsilon^{\prime}$ since the sequence $a^{d}$ satisfies the sum rules of order $\widetilde{k}$. Therefore,

$$
C_{\varepsilon, \nu}=\sum_{\beta \in \mathbb{Z}^{s}} a^{d}(2 \beta)(2 \beta)^{\mu-\nu} \overline{\sum_{\alpha \in \mathbb{Z}^{s}} a(\alpha) \alpha^{\nu}}
$$

does not depend on $\varepsilon$ which completes the proof.
From the proof of Theorem 2.3, it is straightforward to obtain the following result.
Corollary 2.4. If a function $\phi$ in $L_{2}\left(\mathbb{R}^{s}\right)$ is an orthogonal scaling function with its mask a supported on $[0, r]^{s}$ for some positive integer $r$, then the mask a can satisfy the sum rules of order at most $\left\lfloor\frac{r+1}{2}\right\rfloor$. Therefore, $S(\phi)$ can provide approximation order at most $\left\lfloor\frac{r+1}{2}\right\rfloor$.
3. Characterization of $L_{p}$ smoothness of a refinable function. In this section, we will study the smoothness of a refinable function in the multivariate setting. Many results on the analysis of $L_{2}$ smoothness of a refinable function both in the univariate case and in the multivariate case are obtained in the current literature. To mention only a few here, see $[11,17,23,29,41,43,45]$ and references therein. For $s=1$, the characterization of $L_{p}$ smoothness was given by Villemoes in [45].

In this section, based on a result of Ditzian [19, 20], we present a simple proof to characterize the $L_{p}$ smoothness of a multivariate refinable function. Jia will discuss the $L_{p}$ smoothness of a refinable function with an arbitrary dilation matrix in a forthcoming paper [32].

We shall use the generalized Lipschitz space to measure smoothness of a given function. For any vector $y$ in $\mathbb{R}^{s}$, the difference operator $\nabla_{y}$ on $L_{p}\left(\mathbb{R}^{s}\right)$ is defined to be

$$
\nabla_{y} f=f-f(\cdot-y), \quad f \in L_{p}\left(\mathbb{R}^{s}\right)
$$

Let $k$ be a positive integer. The $k$ th modulus of smoothness of a function $f$ in $L_{p}\left(\mathbb{R}^{s}\right)$ is defined by

$$
\omega_{k}(f, h)_{p}:=\sup _{|y| \leq h}\left\|\nabla_{y}^{k} f\right\|_{p}, \quad h>0
$$

For $\nu>0$, let $k$ be an integer greater than $\nu$. The generalized Lipschitz space $\operatorname{Lip}^{*}\left(\nu, L_{p}\left(\mathbb{R}^{s}\right)\right)$ consists of those functions $f$ in $L_{p}\left(\mathbb{R}^{s}\right)$ for which

$$
\begin{equation*}
\omega_{k}(f, h)_{p} \leq C h^{\nu} \quad \forall h>0 \tag{3.1}
\end{equation*}
$$

where $C$ is a constant independent of $h$, or in other words, $\omega_{k}(f, h)_{p}=O\left(h^{\nu}\right)$.
The $L_{p}$ smoothness of a function $f \in L_{p}\left(\mathbb{R}^{s}\right)$ in the $L_{p}$ norm sense is described by its $L_{p}$ critical exponent $\nu_{p}(f)$ defined by

$$
\begin{equation*}
\nu_{p}(f):=\sup \left\{\nu: f \in \operatorname{Lip}^{*}\left(\nu, L_{p}\left(\mathbb{R}^{s}\right)\right)\right\} \tag{3.2}
\end{equation*}
$$

In the following, we will characterize the $L_{p}(1 \leq p \leq \infty)$ smoothness of a refinable function in multidimensional spaces. To do this, we need the following result on moduli of smoothness, which is based on a result of Ditzian in [19, 20].

THEOREM 3.1. Let $f$ be a function in $L_{p}\left(\mathbb{R}^{s}\right)$ and $\nu$ be a positive real number. Then $f$ belongs to the space Lip* $\left(\nu, L_{p}\left(\mathbb{R}^{s}\right)\right)$ if and only if for an integer $k$ greater than $\nu$, there exists a positive constant $C$ such that

$$
\begin{equation*}
\max \left\{\left\|\nabla_{2^{-n} e_{i}}^{k} f\right\|_{p}: i=1, \ldots, s\right\} \leq C 2^{-n \nu} \quad \forall n \in \mathbb{N} \tag{3.3}
\end{equation*}
$$

where $e_{i}$ is the ith coordinate unit vector.
Proof. Necessity: If $f$ belongs to $\operatorname{Lip}^{*}\left(\nu, L_{p}\left(\mathbb{R}^{s}\right)\right)$, then by the definition of the Lipschitz space $\operatorname{Lip}^{*}\left(\nu, L_{p}\left(\mathbb{R}^{s}\right)\right)$, there exists a positive constant $C$ such that

$$
\left\|\nabla_{2^{-n} e_{i}}^{k} f\right\|_{p} \leq \omega_{k}\left(f, 2^{-n}\right) \leq C 2^{-n \nu} \quad \forall 1 \leq i \leq s, n \in \mathbb{N}
$$

Hence inequality (3.3) holds true.
Sufficiency: If inequality (3.3) holds true, then we can demonstrate that there exists a positive constant $C_{1}$ such that

$$
\begin{equation*}
\left\|\nabla_{h e_{i}}^{k} f\right\|_{p} \leq C_{1} h^{\nu} \quad \forall 1 \leq i \leq s, h>0 \tag{3.4}
\end{equation*}
$$

Let $g$ be a simple function such that $\|g\|_{q}=1$, where $1 / p+1 / q=1$. Define

$$
F(x):=f * g(x)=\int_{\mathbb{R}^{s}} f(x-t) g(t) d t, \quad x \in \mathbb{R}^{s}
$$

Then the function $F$ is continuous and bounded. Note that the inequality (3.3) implies that for any $i=1, \ldots, s$,

$$
\left\|\nabla_{2^{-n} e_{i}}^{k} F\right\|_{\infty}=\left\|\left(\nabla_{2^{-n} e_{i}}^{k} f\right) * g\right\|_{\infty} \leq\left\|\nabla_{2^{-n} e_{i}}^{k} f\right\|_{p}\|g\|_{q} \leq C 2^{-n \nu} \quad \forall n \in \mathbb{N}
$$

Therefore, in particular, we have

$$
\left|\nabla_{2^{-n} e_{i}}^{k} F\left(t e_{i}\right)\right| \leq C 2^{-n \nu} \quad \forall t \in \mathbb{R}, n \in \mathbb{N}
$$

By a result of Boman [2, Theorem 1] and Ditzian [20], there exists a positive constant $C_{1}$ depending only on $k$ and $C$ (independent of $g$ ) such that

$$
\begin{equation*}
\left|\nabla_{h e_{i}}^{k} F\left(t e_{i}\right)\right| \leq C_{1} h^{\nu} \quad \forall t \in \mathbb{R}, h>0 \tag{3.5}
\end{equation*}
$$

Note that $\nabla_{h e_{i}}^{k} F(0)=\left(\nabla_{h e_{i}}^{k} f\right) * g(0)$. It follows from the above inequality (3.5) that for any simple function $g$ with $\|g\|_{q}=1$, we have that for any $i=1, \ldots, s$,

$$
\left|\int_{\mathbb{R}^{s}}\left(\nabla_{h e_{i}}^{k} f\right)(-x) g(x) d x\right|=\left|\left(\nabla_{h e_{i}}^{k} f\right) * g(0)\right|=\left|\nabla_{h e_{i}}^{k} F(0)\right| \leq C_{1} h^{\nu} \quad \forall h>0
$$

This yields

$$
\left\|\nabla_{h e_{i}}^{k} f\right\|_{p}=\sup _{\|g\|_{q}=1}\left|\int_{\mathbb{R}^{s}}\left(\nabla_{h e_{i}}^{k} f\right)(-x) g(x) d x\right| \leq C_{1} h^{\nu} \quad \forall 1 \leq i \leq s, h>0
$$

Therefore, inequality (3.4) is verified. By inequality (3.4) and a result of Ditzian [19, Corollary 5.2, and also cf. Theorem 5.1], it is straightforward to see that the function $f$ belongs to the function space $\operatorname{Lip}^{*}\left(\nu, L_{p}\left(\mathbb{R}^{s}\right)\right)$.

Remark 3.2. In fact, the result in Corollary 5.2 of Ditzian [19] is a Marchaud-type inequality which says that to characterize the $k$ th modulus of smoothness of a function in $L_{p}\left(\mathbb{R}^{s}\right)$ in the $L_{p}$ norm sense, the information of the $k$ th modulus of smoothness in $s$ independent directions is enough. More precisely, for any vector $y$ in $\mathbb{R}^{s}$, we denote $\omega_{k}(f, h, y)_{p}:=\sup _{|t| \leq h}\left\|\nabla_{t y}^{k} f\right\|_{p}, h>0$. Let $y_{i}, i=1, \ldots, s$ be $s$ linearly independent vectors in $\mathbb{R}^{s}$. Then for any $\nu>0$ and an integer $k>\nu, \omega_{k}(f, h)_{p}=O\left(h^{\nu}\right)$ if and only if $\omega_{k}\left(f, h, y_{i}\right)_{p}=O\left(h^{\nu}\right) \forall i=1, \ldots, s$. Therefore, in Theorem 3.1, the vectors $e_{i}, i=1, \ldots, s$ can be replaced by vectors $y_{i}, i=1, \ldots, s$ provided that $y_{i}, i=1, \ldots, s$ are linearly independent vectors in $\mathbb{R}^{s}$. For more detail on the above result, the reader is referred to the works of Boman [2] and Ditzian [19, 20].

Based on the above result, the following theorem gives us a characterization of the critical exponent $\nu_{p}(\phi)$ of a refinable function $\phi$ in $L_{p}\left(\mathbb{R}^{s}\right)$ in terms of its mask provided that the shifts of the refinable function $\phi$ are stable.

THEOREM 3.3. Let a function $\phi$ in $L_{p}\left(\mathbb{R}^{s}\right)(1 \leq p \leq \infty)$ be the normalized solution of the refinement equation (1.1) with a finitely supported refinement mask a on $\mathbb{Z}^{s}$ such that $\sum_{\beta \in \mathbb{Z}^{s}} a(\beta)=2^{s}$. For any nonnegative integer $k$, let

$$
\sigma_{k, p}(a):=\lim _{n \rightarrow \infty} \max \left\{\left\|\nabla_{i}^{k} S_{a}^{n} \delta\right\|_{p}^{1 / n}: i=1, \ldots, s\right\}
$$

Then

$$
\begin{equation*}
\min \left\{k, \nu_{p}(\phi)\right\} \geq s / p-\log _{2} \sigma_{k, p}(a) \tag{3.6}
\end{equation*}
$$

In addition, if the shifts of $\phi$ are stable, then

$$
\begin{equation*}
\min \left\{k, \nu_{p}(\phi)\right\}=s / p-\log _{2} \sigma_{k, p}(a) \tag{3.7}
\end{equation*}
$$

More generally, let $Y:=\left\{y_{i} \in \mathbb{Z}^{s}: i=1, \ldots, s\right\}$ be a set of $s$ linearly independent vectors. Define

$$
\sigma_{k, p, Y}(a):=\lim _{n \rightarrow \infty} \max \left\{\left\|\nabla_{y_{i}}^{k} S_{a}^{n} \delta\right\|_{p}^{1 / n}: i=1, \ldots, s\right\}
$$

Then the above results still hold true if $\sigma_{k, p}(a)$ is replaced with $\sigma_{k, p, Y}(a)$.
Proof. By the definition of $\sigma_{k, p}(a)$, for any real number $r$ such that $r>\sigma_{k, p}(a)$, there exists a positive constant $C_{r}$ such that

$$
\begin{equation*}
\max \left\{\left\|\nabla_{i}^{k} S_{a}^{n} \delta\right\|_{p}: i=1, \ldots, s\right\} \leq C_{r} r^{n} \quad \forall n \in \mathbb{N} \tag{3.8}
\end{equation*}
$$

By induction and the definition of the subdivision operator defined in (2.2), we observe that

$$
\begin{equation*}
\nabla_{2^{-n} e_{i}}^{k} \phi=\sum_{\beta \in \mathbb{Z}^{s}} \nabla_{i}^{k} S_{a}^{n} \delta(\beta) \phi\left(2^{n} \cdot-\beta\right), \quad i=1, \ldots, s \tag{3.9}
\end{equation*}
$$

Since the function $\phi$ in $L_{p}\left(\mathbb{R}^{s}\right)$ is compactly supported, from (3.9), there exists a positive constant $C_{1}$ depending only on $\phi$ such that

$$
\left\|\nabla_{2^{-n} e_{i}}^{k} \phi\right\|_{p} \leq C_{1} 2^{-n s / p}\left\|\nabla_{i}^{k} S_{a}^{n} \delta\right\|_{p} \quad \forall n \in \mathbb{N}, i=1, \ldots, s
$$

Therefore, it follows from inequality (3.8) that

$$
\begin{equation*}
\left\|\nabla_{2^{-n} e_{i}}^{k} \phi\right\|_{p} \leq C_{1} C_{r} 2^{-n s / p} r^{n} \quad \forall n \in \mathbb{N}, i=1, \ldots, s \tag{3.10}
\end{equation*}
$$

On the other hand, by induction, we observe $\sigma_{k, p}(a) \geq 2^{s / p-k}$ since $\sum_{\beta \in \mathbb{Z}^{s}} a(\beta)=2^{s}$. Therefore, the inequality $k \geq s / p-\log _{2} \sigma_{k, p}(a)$ holds true for any nonnegative integer $k$. Since $r>\sigma_{k, p}(a)$, we deduce that $k \geq s / p-\log _{2} \sigma_{k, p}(a)>s / p-\log _{2} r$. By Theorem 3.1, it follows from inequality (3.10) that $\phi \in \operatorname{Lip}^{*}\left(s / p-\log _{2} r, L_{p}\left(\mathbb{R}^{s}\right)\right)$ for any $r$ such that $r>\sigma_{k, p}(a)$. Thus in conclusion, we have

$$
\min \left\{k, \nu_{p}(\phi)\right\} \geq s / p-\log _{2} \sigma_{k, p}(a)
$$

If the shifts of the function $\phi$ are stable, to prove (3.7), it suffices to prove that $\min \left\{k, \nu_{p}(\phi)\right\} \leq s / p-\log _{2} \sigma_{k, p}(a)$, equivalently, it suffices to prove that

$$
\sigma_{k, p}(a) \leq 2^{s / p-\nu} \quad \forall 0<\nu<\min \left\{k, \nu_{p}(\phi)\right\}
$$

Since the shifts of the function $\phi$ are stable and $\phi$ lies in $L_{p}\left(\mathbb{R}^{s}\right)$, from (3.9), there exists a positive constant $C_{2}$ depending only on the function $\phi$ such that

$$
\left\|\nabla_{i}^{k} S_{a}^{n} \delta\right\|_{p} \leq C_{2} 2^{n s / p}\left\|\nabla_{2^{-n} e_{i}}^{k} \phi\right\|_{p} \quad \forall n \in \mathbb{N}, i=1, \ldots, s
$$

Since $\phi \in \operatorname{Lip}^{*}\left(\nu, L_{p}\left(\mathbb{R}^{s}\right)\right)$ and $k>\nu$, by Theorem 3.1, we have

$$
\max _{1 \leq i \leq s}\left\{\left\|\nabla_{i}^{k} S_{a}^{n} \delta\right\|_{p}\right\} \leq C_{2} 2^{n s / p} \max _{1 \leq i \leq s}\left\{\left\|\nabla_{2^{-n} e_{i}}^{k} \phi\right\|_{p}\right\} \leq C_{2} C 2^{n(s / p-\nu)} \quad \forall n \in \mathbb{N}
$$

Therefore, the inequality $\sigma_{k, p}(a) \leq 2^{s / p-\nu}$ holds true, as desired. The last assertion of this theorem follows directly from Remark 3.2.

Remark 3.4. If the shifts of the function $\phi$ are stable and its mask $a$ satisfies the sum rules of order $k$ but not $k+1$, then $\nu_{p}(\phi) \leq k$ (see [4, 30]) and therefore, by

Theorem 3.3, $\nu_{p}(\phi)=s / p-\log _{2} \sigma_{k, p}(a)$. Another remark about the above theorem is that by carefully choosing the set $Y$, the equality in (3.6) may hold even when the shifts of the function are not stable. For example, let

$$
\phi(x)=\max \{1-|x| / 2,0\}, \quad x \in \mathbb{R}
$$

Then the function $\phi$ is a refinable function with its mask $a$ given by its symbol $\widetilde{a}(z):=1+\left(z^{-2}+z^{2}\right) / 2$. It is a known fact that the shifts of $\phi$ are not stable and $\nu_{p}(\phi)=1+1 / p$ for any $p$ such that $1 \leq p \leq \infty$. On the other hand, choose $y=2$. It is not difficult to verify that $\sigma_{2, p, y}(a):=\lim _{n \rightarrow \infty}\left\|\nabla_{y}^{2} S_{a}^{n} \delta\right\|_{p}^{1 / n}=1 / 2$. Therefore, we still have $\nu_{p}(\phi)=1 / p-\log _{2} \sigma_{2, p, y}(a)=1 / p+1$ for any $p$ such that $1 \leq p \leq \infty$. In passing, we mention that $\sigma_{k, 2}(a)$ can be obtained by finding the spectral radius of a finite matrix by [25, Theorem 4.1]. If $\sigma_{k, p}(a)<2^{s / p}$ for some positive integer $k$, then $\sigma_{1, p}(a)<2^{s / p}$ and therefore, by [25, Theorem 3.2] the subdivision scheme associated with the mask $a$ converges in the $L_{p}$ norm and $\phi_{a} \in L_{p}\left(\mathbb{R}^{s}\right)$.

Finally, in this section, we prove the following result which will be needed later.
ThEOREM 3.5. Suppose that a function $\phi$ is a fundamental real-valued function on the real line and $\phi$ satisfies the refinement equation (1.1) with an interpolatory refinement mask a supported on $[-3,3]$. Then the inequality $\nu_{\infty}(\phi) \leq 2$ holds true and therefore, $\phi \notin C^{2}(\mathbb{R})$.

Proof. We use proof by contradiction to verify our claim. Suppose $\nu_{\infty}(\phi)>2$. Then $a$ must satisfy the sum rules of order at least 3 (see [4, 30]). By a simple calculation, it is not difficult to see that the symbol $\widetilde{a}(z)$ can be written as

$$
\widetilde{a}(z)=z^{-3}(1+z)^{3} \widetilde{c}(z) \quad \text { with } \quad \widetilde{c}(z):=t-3 t z+(3 / 8+3 t) z^{2}-(1 / 8+t) z^{3}
$$

for some $t \in \mathbb{R}$. By [28, Theorem 3.2] or [26, Theorem 3.1], we observe that

$$
\sigma_{3, \infty}(a)=\sigma_{0, \infty}(c)=\lim _{n \rightarrow \infty}\left(\max \left\{\left\|B_{1} \cdots B_{n}\right\|: B_{1}, \ldots, B_{n} \in\left\{A_{0}, A_{1}\right\}\right\}\right)^{1 / n}
$$

where $A_{0}$ and $A_{1}$ are matrices given by

$$
A_{0}:=\left(\begin{array}{ccc}
t & 3 / 8+3 t & 0 \\
0 & -3 t & -1 / 8-t \\
0 & t & 3 / 8+3 t
\end{array}\right)
$$

and

$$
A_{1}:=\left(\begin{array}{ccc}
-3 t & -1 / 8-t & 0 \\
t & 3 / 8+3 t & 0 \\
0 & -3 t & -1 / 8-t
\end{array}\right)
$$

Therefore, it is evident that

$$
\sigma_{3, \infty}(a)=\sigma_{0, \infty}(c) \geq \lim _{n \rightarrow \infty}\left\|A_{0}^{n}\right\|^{1 / n}=: \rho\left(A_{0}\right)
$$

where $\rho\left(A_{0}\right)$ is the spectral radius of $A_{0}$. By a simple calculation again, we see that $\lambda=3 / 16+\sqrt{(3 / 8)^{2}+4\left(t+8 t^{2}\right)} / 2$ is an eigenvalue of $A_{0}$. Note that

$$
\lambda=3 / 16+\sqrt{1 / 256+8(t+1 / 16)^{2}} \geq 1 / 4 \quad \forall t \in \mathbb{R}
$$

This yields

$$
\sigma_{3, \infty}(a)=\sigma_{0, \infty}(c) \geq \rho\left(A_{0}\right) \geq 1 / 4
$$

Since the function $\phi$ is a fundamental function, the shifts of $\phi$ are stable. By Theorem 3.3 , we have

$$
\min \left\{3, \nu_{\infty}(\phi)\right\}=-\log _{2} \sigma_{3, \infty}(a) \leq-\log _{2}(1 / 4)=2
$$

This is a contradiction to our assumption $\nu_{\infty}(\phi)>2$. Hence, the inequality $\nu_{\infty}(\phi) \leq 2$ holds true. This completes our proof.
4. Optimal orthogonal wavelets in the multivariate setting. In [15], Daubechies first constructed a family of compactly supported orthogonal scaling functions on the real line, namely, $\phi_{D_{r}}(r \in \mathbb{N})$, where $\phi_{D_{r}}$ satisfies the refinement equation (1.1) with the mask $D_{r}$ supported on $[0,2 r-1]$. It is observed (see [40]) that $D_{r}$ satisfies the sum rules of order $r$ and $\widetilde{\widetilde{D}_{r}}(z) \widetilde{D_{r}}(z)=2 \widetilde{b}_{r}(z)$ for any $z$ in $\mathbb{T}$, where $b_{r}$ is the unique univariate interpolatory mask which is supported on $[1-2 r, 2 r-1]$ and satisfies the sum rules of order $2 r$. Therefore, by Corollary 2.4, the mask $D_{r}$ attains the sum rules of optimal order $r$. In the multivariate setting, due to the lack of the Riesz factorization theorem, it is much more difficult to construct multivariate orthogonal scaling functions than to construct univariate ones. In the current literature, there are few examples of nontensor product multivariate orthogonal scaling functions.

Before proceeding further, we need the following two lemmas.
Lemma 4.1. Let a sequence $a$ on $\mathbb{Z}^{s}$ be an interpolatory mask supported on $[1-2 r, 2 r-1]^{s}$ for some positive integer $r$. Define a new sequence $a_{1}$ on $\mathbb{Z}$ as follows:

$$
\begin{equation*}
a_{1}(k)=2^{1-s} \sum_{\alpha_{2} \in \mathbb{Z}} \cdots \sum_{\alpha_{s} \in \mathbb{Z}} a\left(k, \alpha_{2}, \ldots, \alpha_{s}\right), \quad k \in \mathbb{Z} . \tag{4.1}
\end{equation*}
$$

If the mask a satisfies the sum rules of order at least $2 r-1$, then $a_{1}$ is a univariate interpolatory refinement mask satisfying the sum rules of order $2 r-1$. Moreover, if the mask a satisfies the sum rules of order $2 r$, then the mask $a_{1}$ must be the mask $b_{r}$, the unique interpolatory refinement mask which is supported on $[1-2 r, 2 r-1]$ and satisfies the sum rules of order $2 r$.

Proof. By the definition of sum rules given in (1.4), it is easily seen that the sequence $a_{1}$ satisfies the same order of sum rules as the sequence $a$ does. Hence, to complete the proof, it suffices to prove that $a_{1}$ is a univariate interpolatory refinement mask. Namely, we have to prove that $a_{1}(2 k)=0 \forall k \in \mathbb{Z} \backslash\{0\}$. To this end, it suffices to prove that for any $\varepsilon$ in $\Omega$ such that $\varepsilon=\left(0, \varepsilon_{2}, \ldots, \varepsilon_{s}\right)$,

$$
\begin{equation*}
\sum_{\alpha_{2} \in \mathbb{Z}} \cdots \sum_{\alpha_{s} \in \mathbb{Z}} a\left(2 k, 2 \alpha_{2}+\varepsilon_{2}, \ldots, 2 \alpha_{s}+\varepsilon_{s}\right)=0 \quad \forall k \in \mathbb{Z} \backslash\{0\} . \tag{4.2}
\end{equation*}
$$

Let $b$ be a sequence on $\mathbb{Z}$ given by

$$
b(k):=\sum_{\alpha_{2} \in \mathbb{Z}} \cdots \sum_{\alpha_{s} \in \mathbb{Z}} a\left(2 k, 2 \alpha_{2}+\varepsilon_{2}, \ldots, 2 \alpha_{s}+\varepsilon_{s}\right), \quad k \in \mathbb{Z} .
$$

It is evident that $b$ is supported on $[1-r, r-1]$ since $a$ is supported on $[1-2 r, 2 r-1]^{s}$. Note that the mask $a$ is an interpolatory refinement mask which satisfies the sum rules of order $2 r-1$. By the definition of sum rules given in (1.4), for any integer $j$ such that $0 \leq j<2 r-1$, we deduce that

$$
\sum_{k \in \mathbb{Z}} b(k)(2 k)^{j}=\sum_{k \in \mathbb{Z}} \sum_{\alpha_{2} \in \mathbb{Z}} \cdots \sum_{\alpha_{s} \in \mathbb{Z}} a\left(2 k, 2 \alpha_{2}+\varepsilon_{2}, \ldots, 2 \alpha_{s}+\varepsilon_{s}\right)(2 k)^{j}=\delta(j) .
$$

This gives us

$$
\begin{equation*}
\sum_{k=1-r}^{r-1} b(k) k^{j}=\delta(j), \quad 0 \leq j<2 r-1 \tag{4.3}
\end{equation*}
$$

This linear system has $2 r-1$ unknowns $b(1-r), \ldots, b(r-1)$ and $2 r-1$ equations and its coefficient matrix is a Vandermonde matrix. Hence, it has a unique solution. It is easily seen that $b(j)=\delta(j), j=1-r, \ldots, r-1$, is a solution to the above linear system. This verifies (4.2), thereby completing the proof.

LEMMA 4.2. Let a function $\phi$ in $L_{p}\left(\mathbb{R}^{s}\right)(1 \leq p \leq \infty)$ be the normalized solution of the refinement equation (1.1) with a finitely supported refinement mask a on $\mathbb{Z}^{s}$. Let the sequence $a_{1}$ be given by (4.1) and $\phi_{a_{1}}$ be the normalized solution of the refinement equation (1.1) with the refinement mask $a_{1}$. Suppose that the shifts of $\phi$ are stable. Then the subdivision scheme associated with the mask $a_{1}$ converges in the $L_{p}$ norm and $\nu_{p}(\phi) \leq \nu_{p}\left(\phi_{a_{1}}\right)$.

Proof. In the following, we shall prove that for any nonnegative integer $k$, there exists a positive constant $C$ such that

$$
\begin{equation*}
\left\|\nabla_{1}^{k} S_{a_{1}}^{n} \delta\right\|_{p} \leq C 2^{n(1-s) / p}\left\|\nabla_{1}^{k} S_{a}^{n} \delta\right\|_{p} \quad \forall n \in \mathbb{N} \tag{4.4}
\end{equation*}
$$

From the definition of the subdivision operator given in (2.2), we observe that $\widetilde{S_{a}^{n} \delta}(z)=$ $\prod_{j=0}^{n-1} \widetilde{a}\left(z^{2^{j}}\right)$ for any $z$ in $\mathbb{T}^{s}$. Therefore, we deduce $\widetilde{S_{a_{1}}^{n}} \delta(z)=2^{(1-s) n} \widetilde{S_{a}^{n}} \delta(z, 1, \ldots, 1)$ for any $z$ in $\mathbb{T}$ since $\widetilde{a_{1}}(z)=2^{1-s} \widetilde{a}(z, 1, \ldots, 1)$ and $\widetilde{S_{a_{1}}^{n}} \delta(z)=\prod_{j=0}^{n-1} \widetilde{a_{1}}\left(z^{2^{j}}\right)$ for any $z$ in $\mathbb{T}$. That is,

$$
\begin{equation*}
S_{a_{1}}^{n} \delta(j)=2^{(1-s) n} \sum_{\beta_{2} \in \mathbb{Z}} \cdots \sum_{\beta_{s} \in \mathbb{Z}} S_{a}^{n} \delta\left(j, \beta_{2}, \ldots, \beta_{s}\right) \quad \forall j \in \mathbb{Z}, n \in \mathbb{N} \tag{4.5}
\end{equation*}
$$

Since $\nabla_{1} \lambda(\beta)=\lambda(\beta)-\lambda\left(\beta-e_{1}\right), \lambda \in \ell_{0}\left(\mathbb{Z}^{s}\right)$, where $e_{1}$ is the first coordinate unit vector, we have

$$
\begin{aligned}
\nabla_{1}^{k} S_{a_{1}}^{n} \delta(j) & =2^{(1-s) n} \nabla_{1}^{k} \sum_{\beta_{2} \in \mathbb{Z}} \cdots \sum_{\beta_{s} \in \mathbb{Z}} S_{a}^{n} \delta\left(j, \beta_{2}, \ldots, \beta_{s}\right) \\
& =2^{(1-s) n} \sum_{\beta_{2} \in \mathbb{Z}} \cdots \sum_{\beta_{s} \in \mathbb{Z}} \nabla_{1}^{k} S_{a}^{n} \delta\left(j, \beta_{2}, \ldots, \beta_{s}\right) .
\end{aligned}
$$

Since the mask $a$ is finitely supported, there exists a positive integer $r$ such that $\operatorname{supp} a \subseteq[-r, r]^{s}$. It is easily seen that $\operatorname{supp} S_{a}^{n} \delta \subseteq\left[-2^{n} r, 2^{n} r\right]$. Therefore, the above equality can be rewritten as

$$
\nabla_{1}^{k} S_{a_{1}}^{n} \delta(j)=2^{(1-s) n} \sum_{\beta_{2}=-2^{n} r}^{2^{n} r} \ldots \sum_{\beta_{s}=-2^{n} r}^{2^{n} r} \nabla_{1}^{k} S_{a}^{n} \delta\left(j, \beta_{2}, \ldots, \beta_{s}\right), \quad j \in \mathbb{Z}
$$

Applying the Hölder inequality to the above sum, we obtain

$$
\begin{aligned}
\left|\nabla_{1}^{k} S_{a_{1}}^{n} \delta(j)\right|^{p} & \leq 2^{n(1-s) p}\left(2^{n+1} r+1\right)^{(s-1) p / q} \sum_{\beta_{2} \in \mathbb{Z}} \cdots \sum_{\beta_{s} \in \mathbb{Z}}\left|\nabla_{1}^{k} S_{a}^{n} \delta\left(j, \beta_{2}, \ldots, \beta_{s}\right)\right|^{p} \\
& \leq C_{1} 2^{n(1-s)} \sum_{\beta_{2} \in \mathbb{Z}} \cdots \sum_{\beta_{s} \in \mathbb{Z}}\left|\nabla_{1}^{k} S_{a}^{n} \delta\left(j, \beta_{2}, \ldots, \beta_{s}\right)\right|^{p}
\end{aligned}
$$

where $1 / p+1 / q=1$ and $C_{1}=(2 r+1)^{(s-1) p / q}$. It follows from the above inequality that

$$
\left\|\nabla_{1}^{k} S_{a_{1}}^{n} \delta\right\|_{p} \leq C_{1}^{1 / p} 2^{n(1-s) / p}\left\|\nabla_{1}^{k} S_{a}^{n} \delta\right\|_{p} \quad \forall n \in \mathbb{N}
$$

Therefore, the inequality (4.4) holds true. Since the shifts of $\phi$ are stable and $\phi$ lies in $L_{p}\left(\mathbb{R}^{s}\right)$, the subdivision scheme associated with the mask $a$ converges in the $L_{p}$ norm. That is, by [25, Theorem 3.2], it is equivalent to

$$
\lim _{n \rightarrow \infty} \max \left\{\left\|\nabla_{i} S_{a}^{n} \delta\right\|_{p}^{1 / n}: i=1, \ldots, s\right\}<2^{s / p}
$$

The reader is referred to [25] for a detailed discussion on the convergence of a subdivision scheme in the $L_{p}$ norm. Taking $k=1$ in (4.4), we get

$$
\lim _{n \rightarrow \infty}\left\|\nabla_{1} S_{a_{1}}^{n} \delta\right\|_{p}^{1 / n} \leq 2^{(1-s) / p} \lim _{n \rightarrow \infty} \max \left\{\left\|\nabla_{i} S_{a}^{n} \delta\right\|_{p}^{1 / n}: i=1, \ldots, s\right\}<2^{1 / p}
$$

Hence, the subdivision scheme associated with the mask $a_{1}$ converges in the $L_{p}$ norm. In particular, we have $\phi_{a_{1}} \in L_{p}(\mathbb{R})$.

Note that $\sigma_{k, p}\left(a_{1}\right):=\lim _{n \rightarrow \infty}\left\|\nabla_{1}^{k} S_{a_{1}}^{n} \delta\right\|_{p}^{1 / n}$ and

$$
\sigma_{k, p}(a):=\lim _{n \rightarrow \infty} \max \left\{\left\|\nabla_{i}^{k} S_{a}^{n} \delta\right\|_{p}^{1 / n}: i=1, \ldots, s\right\} \geq \lim _{n \rightarrow \infty}\left\|\nabla_{1}^{k} S_{a}^{n} \delta\right\|_{p}^{1 / n}
$$

Hence, the inequality (4.4) gives rise to

$$
\sigma_{k, p}\left(a_{1}\right) \leq 2^{(1-s) / p} \sigma_{k, p}(a) \quad \forall k \in \mathbb{N} \cup\{0\}
$$

Let $k$ be a positive integer greater than $\nu_{p}(\phi)$. It follows from Theorem 3.3 that

$$
\nu_{p}\left(\phi_{a_{1}}\right) \geq 1 / p-\log _{2} \sigma_{k, p}\left(a_{1}\right) \geq s / p-\log _{2} \sigma_{k, p}(a)=\nu_{p}(\phi)
$$

as desired.
Combining the above lemmas and Theorem 3.5, we have the following result.
Corollary 4.3. Suppose that a function $\phi$ is a fundamental real-valued function and satisfies the refinement equation (1.1) with an interpolatory refinement mask a supported on $[-3,3]^{s}$. Then the inequality $\nu_{\infty}(\phi) \leq 2$ holds true and therefore, $\phi$ does not belong to $C^{2}\left(\mathbb{R}^{s}\right)$.

Proof. Let the sequence $a_{1}$ on $\mathbb{Z}$ be given in (4.1). Suppose that $\nu_{\infty}(\phi)>2$. Then the mask $a$ must satisfy the sum rules of order at least 3 . Therefore, it follows from Lemma 4.1 that $a_{1}$ is an interpolatory mask. Let $\phi_{a_{1}}$ be the normalized solution of (1.1) with the mask $a_{1}$. Then by Lemma 4.2, the subdivision scheme associated with $a_{1}$ converges in the $L_{\infty}$ norm which implies that the function $\phi_{a_{1}}$ is a fundamental function. From Lemma 4.2, we also have $\nu_{\infty}(\phi) \leq \nu_{\infty}\left(\phi_{a_{1}}\right)$. It follows from Theorem 3.5 that $\nu_{\infty}(\phi) \leq \nu_{\infty}\left(\phi_{a_{1}}\right) \leq 2$. This is a contradiction to our assumption $\nu_{\infty}(\phi)>2$. Therefore, the inequality $\nu_{\infty}(\phi) \leq 2$ holds true.

Corollary 4.3 says that there is no $C^{2}$ fundamental refinable function supported on $[-3,3]^{s}$. This result also implies that if a function $\phi$ is an orthogonal scaling function supported on $[0,3]^{s}$, then $\nu_{2}(\phi) \leq 1$ and therefore, $\phi \notin C^{1}\left(\mathbb{R}^{s}\right)$.

Let $\phi$ be an orthogonal scaling function with its mask supported on $[0,2 r-$ $1]^{s}$ for some positive integer $r$. From Corollary 2.4, we see that $S(\phi)$ can provide approximation order at most $r$. For this case, we shall study the upper bound of the
critical exponent $\nu_{p}(\phi)$ for any $p$ such that $1 \leq p \leq \infty$. Based on the above lemmas and Theorem 3.3, we have the following result on orthogonal scaling functions.

THEOREM 4.4. Suppose that a function $\phi$ in $L_{2}\left(\mathbb{R}^{s}\right)$ is an orthogonal scaling function with its refinement mask a supported on $[0,2 r-1]^{s} \cap \mathbb{Z}^{s}$ for some positive integer $r$. Define a new sequence $a_{1}$ on $\mathbb{Z}$ as follows:

$$
a_{1}(k):=2^{1-s} \sum_{\beta_{2} \in \mathbb{Z}} \cdots \sum_{\beta_{s} \in \mathbb{Z}} a\left(k, \beta_{2}, \ldots, \beta_{s}\right), \quad k \in \mathbb{Z}
$$

Let $\phi_{a_{1}}$ be the normalized solution of the refinement equation (1.1) with the mask $a_{1}$. If the mask a satisfies the sum rules of optimal order $r$, then the function $\phi_{a_{1}}$ is an orthogonal scaling function with the mask $a_{1}$ satisfying

$$
\overline{\widetilde{a_{1}}(z)} \widetilde{a_{1}}(z)=2 \widetilde{b}_{r}(z), \quad z \in \mathbb{T} .
$$

If, in addition, the function $\phi$ belongs to $L_{p}\left(\mathbb{R}^{s}\right)$ for some $p$ such that $1 \leq p \leq \infty$, then

$$
\nu_{p}(\phi) \leq \nu_{p}\left(\phi_{a_{1}}\right)
$$

In particular,

$$
\nu_{2}(\phi) \leq \nu_{2}\left(\phi_{D_{r}}\right) \quad \text { and } \quad \nu_{2}\left(\phi_{a_{1}}\right)=\nu_{2}\left(\phi_{D_{r}}\right)=\nu_{\infty}\left(\phi_{b_{r}}\right) / 2,
$$

where $\phi_{D_{r}}$ is the Daubechies orthogonal scaling function with its mask $D_{r}$ supported on $[0,2 r-1]$, and $\phi_{b_{r}}$ is the Deslauriers and Dubuc fundamental refinable function with its mask $b_{r}$ supported on $[1-2 r, 2 r-1]$.

Proof. Let a sequence $b$ on $\mathbb{Z}^{s}$ be given by its symbol

$$
\widetilde{b}(z):=2^{-s} \overline{\widetilde{a}(z)} \widetilde{a}(z), \quad z \in \mathbb{T}^{s}
$$

By Lemma 2.1, the sequence $b$ is an interpolatory refinement mask since $\phi$ is an orthogonal scaling function. Since the mask $a$ satisfies the sum rules of order $r$, by the proof of Theorem 2.3, we see that the sequence $b$ must satisfy the sum rules of order at least $2 r$. Define a new sequence $c$ on $\mathbb{Z}$ as in (4.1) by

$$
c(k)=2^{1-s} \sum_{\beta_{2} \in \mathbb{Z}} \cdots \sum_{\beta_{s} \in \mathbb{Z}} b\left(k, \beta_{2}, \ldots, \beta_{s}\right), \quad k \in \mathbb{Z}
$$

By Lemma 4.1, the sequence $c$ must be the mask $b_{r}$ since the sequence $b$ is supported on $[1-2 r, 2 r-1]^{s}$ and satisfies the sum rules of order $2 r$. Note that $\widetilde{c}(z)=$ $2^{1-s} \widetilde{b}(z, 1, \ldots, 1)$ and $\widetilde{a_{1}}(z)=2^{1-s} \widetilde{a}(z, 1, \ldots, 1)$ for any $z \in \mathbb{T}$. Therefore,

$$
\overline{\widetilde{a_{1}}(z)} \widetilde{a_{1}}(z)=2^{2-s} \widetilde{b}(z, 1, \ldots, 1)=2 \widetilde{c}(z)=2 \widetilde{b}_{r}(z) \quad \forall z \in \mathbb{T}
$$

Thus, the mask $a_{1}$ is the dual mask of itself for $s=1$. By Lemma 4.2, the subdivision scheme associated with the mask $a_{1}$ converges in the $L_{2}$ norm since the function $\phi$ is a scaling function. Hence, the function $\phi_{a_{1}}$ is an orthogonal scaling function by Lemma 2.1. If $\phi$ lies in $L_{p}\left(\mathbb{R}^{s}\right)$ for some $p$ such that $1 \leq p \leq \infty$, then by Lemma 4.2, we have $\nu_{p}(\phi) \leq \nu_{p}\left(\phi_{a_{1}}\right)$. Note that $\overline{\widetilde{a_{1}}(z)} \widetilde{a_{1}}(z)=2 \widetilde{b}_{r}(z)$ implies that $\nu_{2}\left(\phi_{a_{1}}\right)=\nu_{\infty}\left(\phi_{b_{r}}\right) / 2$. Since $\widetilde{D_{r}}(z) \widetilde{D_{r}}(z)=2 b_{r}(z)$ for any $z$ in $\mathbb{T}$,

$$
\nu_{2}(\phi) \leq \nu_{2}\left(\phi_{a_{1}}\right)=\nu_{\infty}\left(\phi_{b_{r}}\right) / 2=\nu_{2}\left(\phi_{D_{r}}\right)
$$



Fig. 4.1. The graph and contour of the orthogonal scaling function $\phi_{a}$ in Example 4.5.
which completes the proof.
In the following, we give an example to demonstrate that when $s>1$, such optimal orthogonal scaling functions are not unique.

Example 4.5. The mask $a$ is supported on $[0,3]^{2}$ and is given by

$$
\left(\begin{array}{cccc}
-\frac{3}{8}-\frac{\sqrt{-10+6 \sqrt{3}}+\frac{\sqrt{3}}{8}}{8} & \frac{1}{4}-\frac{\sqrt{3}}{4} & \frac{5}{8}-\frac{3 \sqrt{3}}{8}+\frac{\sqrt{-10+6 \sqrt{3}}}{8} & 0 \\
-\frac{1}{8}+\frac{\sqrt{3}}{8}+\frac{\sqrt{-10+6 \sqrt{3}}}{8} & \frac{1}{2} & \frac{7}{8}-\frac{3 \sqrt{3}}{8}-\frac{\sqrt{-10+6 \sqrt{3}}}{8} & \frac{1}{4}-\frac{\sqrt{3}}{4} \\
\frac{5}{8}+\frac{\sqrt{3}}{8}+\frac{\sqrt{-10+6 \sqrt{3}}}{8} & \frac{1}{2}+\frac{\sqrt{3}}{2} & \frac{1}{8}-\frac{\sqrt{-10+6 \sqrt{3}}}{8}+\frac{\sqrt{3}}{8} & \frac{1}{4}-\frac{\sqrt{3}}{4} \\
\frac{3}{8}+\frac{\sqrt{3}}{8}-\frac{\sqrt{-10+6 \sqrt{3}}}{8} & \frac{1}{4}+\frac{\sqrt{3}}{4} & -\frac{1}{8}+\frac{\sqrt{3}}{8}+\frac{\sqrt{-10+6 \sqrt{3}}}{8} & 0
\end{array}\right)
$$

Then the function $\phi_{a}$ is an orthogonal scaling function and the mask $a$ satisfies the sum rules of order 2. Moreover, by calculation, we have $\nu_{2}\left(\phi_{a}\right)=1$. Combining Theorem 4.4 and Corollary 4.3, we see that for any orthogonal scaling $\phi$ with its mask supported on $[0,3]^{s}$, the inequality $\nu_{2}(\phi) \leq 1$ holds true. Therefore, the function $\phi_{a}$ is an optimal orthogonal scaling function in the $L_{2}$ norm sense. The graph and contour of $\phi_{a}$ are presented in Figure 4.1.
5. Optimal multivariate biorthogonal wavelets. In this section, we will demonstrate a result similar to Theorem 4.4 for the biorthogonal wavelets. Since there is a close relation between a biorthogonal wavelet and a fundamental refinable function, let us first prove the following result on fundamental refinable functions.

Theorem 5.1. Let $\phi$ be a fundamental refinable function with a finitely supported interpolatory mask $a$. Suppose that $a$ is supported on $[1-2 r, 2 r-1]^{s}$ for some positive integer $r$ and the mask a satisfies the sum rules of order $2 r-1$. Let a sequence $a_{1}$ on $\mathbb{Z}$ be given by (4.1) and let $\phi_{a_{1}}$ be the normalized solution of the refinement equation (1.1) with the mask $a_{1}$. Then the function $\phi_{a_{1}}$ is a fundamental function and

$$
\nu_{p}(\phi) \leq \nu_{p}\left(\phi_{a_{1}}\right) \quad \forall 1 \leq p \leq \infty
$$

Moreover, if the mask a satisfies the sum rules of order $2 r$, then

$$
\nu_{p}(\phi) \leq \nu_{p}\left(\phi_{b_{r}}\right) \quad \forall 1 \leq p \leq \infty .
$$

In other words, the inequality $\nu_{p}(\phi) \leq \nu_{p}\left(\phi_{t_{r}}\right)$ holds true, where $t_{r}$ is the tensor product interpolatory mask given in (2.7).

Proof. By Lemma 4.1, we see that the mask $a_{1}$ is an interpolatory refinement mask. Since the function $\phi$ is fundamental, the shifts of $\phi$ are stable. By Lemma 4.2, the subdivision scheme associated with the mask $a_{1}$ converges in the $L_{p}$ norm for any $p$ such that $1 \leq p \leq \infty$. Hence $\phi_{a_{1}}$, the normalized solution of the refinement equation (1.1) with the interpolatory refinement mask $a_{1}$, is continuous and therefore fundamental. It follows from Lemma 4.2 that $\nu_{p}(\phi) \leq \nu_{p}\left(\phi_{a_{1}}\right)$ for any $1 \leq p \leq \infty$.

If the mask $a$ satisfies the sum rules of order $2 r$, by Lemma 4.1, then the sequence $a_{1}$ must be the mask $b_{r}$. Hence, by Lemma $4.2, \nu_{p}(\phi) \leq \nu_{p}\left(\phi_{b_{r}}\right)$ for any $p$ such that $1 \leq p \leq \infty$.

The reader is referred to $[18,21,22,26,40,41]$ on interpolatory subdivision schemes. In particular, a general construction of bivariate interpolatory masks $g_{r}$ $(r \in \mathbb{N})$ was reported by Han and Jia in [26] with each mask $g_{r}$ supported on [1$2 r, 2 r-1]^{2}$, satisfying the optimal sum rules of order $2 r$ and $\nu_{2}\left(\phi_{g_{r}}\right)=\nu_{2}\left(\phi_{b_{r}}\right)$ at least for $r=1, \ldots, 12$. Recall that by $\phi_{a}$ we denote the normalized solution of the refinement equation (1.1) with a mask $a$.

A similar result to Theorem 4.4 for a biorthogonal wavelet is the following.
THEOREM 5.2. Let a function $\phi$ in $L_{2}\left(\mathbb{R}^{s}\right)$ be a scaling function with a refinement mask a and a function $\phi^{d}$ in $L_{2}\left(\mathbb{R}^{s}\right)$ be a dual scaling function of $\phi$ with a refinement mask $a^{d}$. Define two new sequences $a_{1}$ and $a_{1}^{d}$ on $\mathbb{Z}$ as follows:

$$
a_{1}(k)=2^{1-s} \sum_{\beta_{2} \in \mathbb{Z}} \cdots \sum_{\beta_{s} \in \mathbb{Z}} a\left(k, \beta_{2}, \ldots, \beta_{s}\right), \quad k \in \mathbb{Z}
$$

and

$$
a_{1}^{d}(k)=2^{1-s} \sum_{\beta_{2} \in \mathbb{Z}} \cdots \sum_{\beta_{s} \in \mathbb{Z}} a^{d}\left(k, \beta_{2}, \ldots, \beta_{s}\right), \quad k \in \mathbb{Z} .
$$

By $\phi_{a_{1}}$ and $\phi_{a_{1}^{d}}$ we denote the normalized solutions of the refinement equation (1.1) with the masks $a_{1}$ and $a_{1}^{d}$, respectively. Let a sequence $b$ on $\mathbb{Z}^{s}$ be given as in (2.4) by

$$
\begin{equation*}
b(\alpha):=2^{-s} \sum_{\beta \in \mathbb{Z}^{s}} \overline{a(\beta-\alpha)} a^{d}(\beta), \quad \alpha \in \mathbb{Z}^{s} \tag{5.1}
\end{equation*}
$$

Suppose that the sequence b is supported on $[1-2 k, 2 k-1]^{s} \cap \mathbb{Z}^{s}$ for some positive integer $k$ and $b$ satisfies the sum rules of order $2 k-1$. Then the function $\phi_{a_{1}}$ is $a$ univariate scaling function with $\phi_{a_{1}^{d}}$ being a dual scaling function of $\phi_{a_{1}}$. If $\phi$ belongs to $L_{p}\left(\mathbb{R}^{s}\right)$ and $\phi^{d}$ belongs to $L_{q}\left(\mathbb{R}^{s}\right)$ for some $p, q$ such that $1 \leq p, q \leq \infty$, then $\phi_{a_{1}} \in L_{p}(\mathbb{R}), \phi_{a_{1}^{d}} \in L_{q}(\mathbb{R})$ and

$$
\begin{equation*}
\nu_{p}(\phi) \leq \nu_{p}\left(\phi_{a_{1}}\right) \quad \text { and } \quad \nu_{q}\left(\phi^{d}\right) \leq \nu_{q}\left(\phi_{a_{1}^{d}}\right) \tag{5.2}
\end{equation*}
$$

In particular, if the sequence $b$ satisfies the sum rules of order $2 k$, then

$$
\overline{\widetilde{a_{1}}(z)} \tilde{a_{1}^{d}}(z)=2 \widetilde{b_{k}}(z), \quad z \in \mathbb{T}, \quad \text { and } \quad \nu_{q}\left(\phi^{d}\right) \leq \nu_{r}\left(\phi_{b_{k}}\right)-\nu_{p}(\phi)
$$

where $1 / r=1 / p+1 / q-1$ and $b_{k}$ is the unique interpolatory mask which is supported on $[1-2 k, 2 k-1]$ and satisfies the sum rules of order $2 k$.

Proof. By Lemma 2.1, it is easily seen that the sequence $b$ is an interpolatory mask. Let $c$ be a sequence on $\mathbb{Z}$ given by

$$
c(k)=2^{1-s} \sum_{\beta_{2} \in \mathbb{Z}} \cdots \sum_{\beta_{s} \in \mathbb{Z}} b\left(k, \beta_{2}, \ldots, \beta_{s}\right), \quad k \in \mathbb{Z}
$$

It follows from Lemma 4.1 that the sequence $c$ is an interpolatory mask since the sequence $b$ is supported on $[1-2 k, 2 k-1]^{s}$ and satisfies the sum rules of order $2 k-1$. Observe that $\widetilde{c}(z)=2^{1-s} \widetilde{b}(z, 1, \ldots, 1), \widetilde{a_{1}}(z)=2^{1-s} \widetilde{a}(z, 1, \ldots, 1)$, and $\widetilde{a_{1}^{d}}(z)=$ $2^{1-s} \widetilde{a^{d}}(z, 1, \ldots, 1)$ for any $z$ in $\mathbb{T}$. It is easy to see that

$$
\begin{equation*}
\overline{\widetilde{a_{1}}(z)} \tilde{a_{1}^{d}}(z)=2^{2-2 s} \overline{\widetilde{a}(z, 1, \ldots, 1)} \widetilde{a^{d}}(z, 1, \ldots, 1)=2 \widetilde{c}(z), \quad z \in \mathbb{T} \tag{5.3}
\end{equation*}
$$

Therefore, the masks $a_{1}$ and $a_{1}^{d}$ must satisfy the discrete biorthogonal relation (2.5) with $s=1$ since the sequence $c$ is an interpolatory mask. Since both $\phi$ and $\phi^{d}$ belong to $L_{2}\left(\mathbb{R}^{s}\right)$ and their shifts are stable, by Lemma 4.2, the subdivision schemes associated with the masks $a_{1}$ and $a_{1}^{d}$ converge in the $L_{2}$ norm, respectively. Thus, by Lemma 2.1, the function $\phi_{a_{1}}$ is a scaling function with $\phi_{a_{1}^{d}}$ being a dual scaling function of $\phi_{a_{1}}$. The inequality (5.2) follows directly from Lemma 4.2.

If the sequence $b$ satisfies the sum rules of order $2 k$, by Lemma 4.1, the mask $c$ in (5.3) must be the mask $b_{k}$. Note that $\widetilde{\nabla^{k_{1}} S_{a_{1}}^{n}} \delta(z)=(1-z)^{k_{1}} \Pi_{j=0}^{n-1} \widetilde{a_{1}}\left(z^{2^{j}}\right)$. Therefore, it follows from (5.3) that for any positive integers $k_{1}$ and $k_{2}$, it is easy to verify that

$$
2^{n} \nabla^{k_{1}+k_{2}} S_{b_{k}}^{n} \delta(z)=\overline{\widetilde{\nabla^{k_{1}} S_{a_{1}}^{n}} \delta(z)} \widetilde{\nabla^{k_{2}} S_{a_{1}^{d}}^{n}} \delta(z), \quad z \in \mathbb{T}
$$

Therefore, by applying Young's inequality to the above equation, we have

$$
2^{n}\left\|\nabla^{k_{1}+k_{2}} S_{b_{k}}^{n} \delta\right\|_{r} \leq\left\|\nabla^{k_{1}} S_{a_{1}}^{n} \delta\right\|_{p}\left\|\nabla^{k_{2}} S_{a_{1}^{d}}^{n} \delta\right\|_{q} \quad \forall n \in \mathbb{N}
$$

where $1 / r=1 / p+1 / q-1$. This yields

$$
2 \sigma_{k_{1}+k_{2}, r}\left(b_{k}\right) \leq \sigma_{k_{1}, p}\left(a_{1}\right) \sigma_{k_{2}, q}\left(a_{1}^{d}\right) \quad \forall k_{1}, k_{2} \in \mathbb{N}
$$

By Theorem 3.3, we have $\nu_{r}\left(\phi_{b_{k}}\right) \geq \nu_{p}\left(\phi_{a_{1}}\right)+\nu_{q}\left(\phi_{a_{1}^{d}}\right)$. Since $\nu_{p}(\phi) \leq \nu_{p}\left(\phi_{a_{1}}\right)$ and $\nu_{q}\left(\phi^{d}\right) \leq \nu_{q}\left(\phi_{a_{1}^{d}}\right)$, we conclude that $\nu_{r}\left(\phi_{b_{k}}\right) \geq \nu_{p}\left(\phi_{a}\right)+\nu_{q}\left(\phi_{a^{d}}\right)$.

Corollary 5.3. Let $\phi$ be a scaling function with a refinement mask a supported on $[-l, l]^{s}$ for some positive integer $l$ and $\phi^{d}$ be a dual scaling function with a refinement mask $a^{d}$ supported on $[1+l-2 k, 2 k-l-1]^{s}$ for some positive integer $k$. Let the sequence $b$ be given in (5.1). Suppose that the mask a satisfies the sum rules of order $m$. Then the mask $a^{d}$ can satisfy the sum rules of order at most $2 k-m$. Moreover, if the mask $a^{d}$ satisfies the sum rules of order $2 k-m-1($ or $2 k-m)$, then the sequence $b$ can satisfy the sum rules of order at least $2 k-1$ (or $2 k$ ) and the corresponding results in Theorem 5.2 hold true.

Proof. This is a direct consequence of Theorems 2.3 and 5.2.
Let us consider an example. Let $\phi$ be a refinable box spline function with its mask $a$ given by its symbol

$$
\widetilde{a}(z)=2^{-s} \Pi_{j=1}^{s}\left(z_{j}^{-1}+2+z_{j}\right), \quad z \in \mathbb{T}^{s}
$$

or

$$
\widetilde{a}(z)=2^{-1}\left(1+z_{1}^{-1} \cdots z_{s}^{-1}\right) \Pi_{j=1}^{s}\left(1+z_{j}\right), \quad z \in \mathbb{T}^{s} .
$$

It is easy to verify that $\phi$ is a fundamental function with $\nu_{1}(\phi)=2$, its mask $a$ is supported on $[-1,1]^{s}$, and $a$ satisfies the sum rules of order 2. Thus, the function $\phi$ is a scaling function. Then Corollaries 4.3 and 5.3 imply that if a function $\phi^{d}$ is a dual scaling function of the scaling function $\phi$ with its mask supported on $[-2,2]^{s}$, then the function $\phi^{d}$ cannot be continuous. For any dual scaling function $\phi^{d}$ of the scaling function $\phi$ with its mask $a^{d}$ supported on $[2-2 r, 2 r-2]^{s}$ for some positive integer $r$, by Theorem 2.3, the mask $a^{d}$ can satisfy the sum rules of order at most $2 r-2$. If $a^{d}$ satisfies the sum rules of order $2 r-2$, by Corollary 5.3 , then we have

$$
\nu_{2}\left(\phi^{d}\right) \leq \nu_{2}\left(\phi_{b_{r}}\right)-\nu_{1}(\phi)=\nu_{2}\left(\phi_{b_{r}}\right)-2 .
$$

When $s=2$, in the next section, we shall construct a family of dual scaling functions $\phi_{\mathcal{H}_{r}}(r \in \mathbb{N})$ of the bivariate hat function $\phi$ such that the dual mask $\mathcal{H}_{r}$ is supported on $[2-2 r, 2 r-2]^{2}$ and satisfies the sum rules of order $2 r-2$. In addition, the equality $\nu_{2}\left(\phi_{\mathcal{H}_{r}}\right)=\nu_{2}\left(\phi_{b_{r}}\right)-2$ holds true at least for $r=3, \ldots, 12$ and each mask $\mathcal{H}_{r}$ is symmetric about the two coordinate axes, and the lines $x_{1}=x_{2}$ and $x_{1}=-x_{2}$.
6. Construction of multivariate biorthogonal wavelets. In this section, we shall present a general method to construct multivariate biorthogonal wavelets. More precisely, for any scaling function $\phi$ with an interpolatory refinement mask $a$, a general CBC algorithm is given to produce all the dual masks of the mask $a$. As an application of this general theory, for any bivariate fundamental mask $a$ which is symmetric about the two coordinate axes, we construct a family of dual masks of $a$ which satisfy any desired order of sum rules and are also symmetric about the two coordinate axes. Based on this construction, a family of optimal bivariate biorthogonal wavelets is presented. Such biorthogonal wavelets have full symmetry (i.e., they are symmetric about the $x_{1}$-axis, $x_{2}$-axis, and the lines $x_{1}=x_{2}$ and $x_{1}=-x_{2}$ ), have the optimal order of sum rules, the optimal $L_{2}$ smoothness order, and relatively small support of the dual masks.

Before proceeding further, we introduce some notation. Recall that

$$
\mathbb{Z}_{+}^{s}:=\left\{\left(\alpha_{1}, \ldots, \alpha_{s}\right) \in \mathbb{Z}^{s}: \alpha_{i} \geq 0 \quad \forall i=1, \ldots, s\right\} .
$$

For any $\mu=\left(\mu_{1}, \ldots, \mu_{s}\right) \in \mathbb{Z}^{s}$, we denote $|\mu|:=\left|\mu_{1}\right|+\cdots+\left|\mu_{s}\right|$ and $\mu!:=\mu_{1}!\cdots \mu_{s}$ ! if $\mu \in \mathbb{Z}_{+}^{s}$. For any $\mu=\left(\mu_{1}, \ldots, \mu_{s}\right), \nu=\left(\nu_{1}, \ldots, \nu_{s}\right) \in \mathbb{Z}^{s}$, by $\nu \leq \mu$ we mean $\nu_{i} \leq \mu_{i}$ $\forall i=1, \ldots, s$, and by $\nu<\mu$ we mean $\nu \leq \mu$ and $\nu \neq \mu$.

Throughout this section, for any $\nu \in \mathbb{Z}_{+}^{s}$, by $p_{\nu}$ we denote the monomial $(\cdot)^{\nu}$ and

$$
\left\langle\lambda, p_{\nu}\right\rangle:=\sum_{\alpha \in \mathbb{Z}^{s}} \lambda(\alpha) p_{\nu}(\alpha)=\sum_{\alpha \in \mathbb{Z}^{s}} \lambda(\alpha) \alpha^{\nu}, \quad \lambda \in \ell_{0}\left(\mathbb{Z}^{s}\right) .
$$

Theorem 6.1. Let a sequence a on $\mathbb{Z}^{s}$ satisfy $\sum_{\beta \in \mathbb{Z}^{s}} a(\beta)=2^{s}$. Suppose that a sequence $a^{d}$ on $\mathbb{Z}^{s}$ is a dual mask of a that satisfies the following discrete biorthogonal relation:

$$
\begin{equation*}
\sum_{\beta \in \mathbb{Z}^{s}} \overline{a(\beta-2 \alpha)} a^{d}(\beta)=2^{s} \delta(\alpha) \quad \forall \alpha \in \mathbb{Z}^{s} . \tag{6.1}
\end{equation*}
$$

If the sequence $a^{d}$ satisfies the sum rules of order $k$ for some positive integer $k$, then for any $\mu \in \mathbb{Z}_{+}^{s}$ such that $|\mu|<k$, the value $h_{\mu}:=2^{-s}\left\langle a^{d}, p_{\mu}\right\rangle$ is uniquely determined by the sequence $a$. More precisely, $h_{\mu}$ is given by the following recursive relation:

$$
\begin{equation*}
h_{\mu}=\delta(\mu)-2^{-s} \sum_{0 \leq \nu<\mu}(-1)^{|\mu-\nu|} \frac{\mu!}{\nu!(\mu-\nu)!} \overline{\left\langle a, p_{\mu-\nu}\right\rangle} h_{\nu}, \quad|\mu|<k, \mu \in \mathbb{Z}_{+}^{s} \tag{6.2}
\end{equation*}
$$

Proof. Recall that $\Omega$ is the set of the vertices of the unit cube $[0,1]^{s}$. By the definition of the sum rules (1.4), we observe that the sequence $a^{d}$ satisfies the sum rules of order $k$ if and only if

$$
\begin{equation*}
\sum_{\beta \in \mathbb{Z}^{s}} a^{d}(2 \beta+\varepsilon)(2 \beta+\varepsilon)^{\nu}=2^{-s}\left\langle a^{d}, p_{\nu}\right\rangle=h_{\nu} \quad \forall \varepsilon \in \Omega,|\nu|<k, \nu \in \mathbb{Z}_{+}^{s} \tag{6.3}
\end{equation*}
$$

From (6.1), we get for any $\mu \in \mathbb{Z}_{+}^{s}$,

$$
\begin{aligned}
2^{s} \delta(\mu) & =\sum_{\alpha \in \mathbb{Z}^{s}} \sum_{\beta \in \mathbb{Z}^{s}} \overline{a(\beta-2 \alpha)} a^{d}(\beta)(2 \alpha)^{\mu} \\
& =\sum_{\varepsilon \in \Omega} \sum_{\alpha \in \mathbb{Z}^{s}} \sum_{\beta \in \mathbb{Z}^{s}} \overline{a(2 \beta+\varepsilon-2 \alpha)} a^{d}(2 \beta+\varepsilon)(2 \alpha)^{\mu}
\end{aligned}
$$

On the other hand, we have

$$
(2 \alpha)^{\mu}=((2 \beta+\varepsilon)-(2 \beta+\varepsilon-2 \alpha))^{\mu}=\sum_{0 \leq \nu \leq \mu} c_{\nu, \mu}(2 \beta+\varepsilon-2 \alpha)^{\mu-\nu}(2 \beta+\varepsilon)^{\nu}
$$

where $c_{\nu, \mu}:=(-1)^{|\mu-\nu|} \mu!/(\nu!(\mu-\nu)!)$ and recall that by $\nu \leq \mu$ we mean $\nu_{i} \leq \mu_{i}$ $\forall i=1, \ldots, s$. Hence, for any $\mu \in \mathbb{Z}_{+}^{s}$, we deduce that

$$
\begin{aligned}
& 2^{s} \delta(\mu) \\
& \quad=\sum_{0 \leq \nu \leq \mu} c_{\nu, \mu} \sum_{\varepsilon \in \Omega} \sum_{\alpha \in \mathbb{Z}^{s}} \sum_{\beta \in \mathbb{Z}^{s}} \overline{a(2 \beta+\varepsilon-2 \alpha)}(2 \beta+\varepsilon-2 \alpha)^{\mu-\nu} a^{d}(2 \beta+\varepsilon)(2 \beta+\varepsilon)^{\nu} \\
& \quad=\sum_{0 \leq \nu \leq \mu} c_{\nu, \mu} \sum_{\varepsilon \in \Omega} \sum_{\alpha \in \mathbb{Z}^{s}} \overline{a(2 \alpha+\varepsilon)}(2 \alpha+\varepsilon)^{\mu-\nu} \sum_{\beta \in \mathbb{Z}^{s}} a^{d}(2 \beta+\varepsilon)(2 \beta+\varepsilon)^{\nu} .
\end{aligned}
$$

Since $\sum_{\beta \in \mathbb{Z}^{s}} a(\beta)=2^{s}$, we have $\left\langle a, p_{0}\right\rangle=2^{s}$. Note that $c_{\mu, \mu}=1$ for any $\mu \in \mathbb{Z}_{+}^{s}$. From (6.3), we conclude that

$$
\begin{aligned}
2^{s} \delta(\mu) & =\sum_{0 \leq \nu \leq \mu} c_{\nu, \mu} \sum_{\varepsilon \in \Omega} \sum_{\alpha \in \mathbb{Z}^{s}} \overline{a(2 \alpha+\varepsilon)}(2 \alpha+\varepsilon)^{\mu-\nu} h_{\nu} \\
& =\sum_{0 \leq \nu \leq \mu} c_{\nu, \mu} \overline{\left\langle a, p_{\mu-\nu}\right\rangle} h_{\nu}=2^{s} h_{\mu}+\sum_{0 \leq \nu<\mu} c_{\nu, \mu} \overline{\left\langle a, p_{\mu-\nu}\right\rangle} h_{\nu}
\end{aligned}
$$

from which (6.2) can be easily derived. $\quad \square$
By definition, the value $\left\langle a^{d}, p_{\mu}\right\rangle$ in Theorem 6.1 is totally determined by the sequence $a^{d}$. But Theorem 6.1 says that if the sequence $a^{d}$ is a dual mask of the mask $a$ and the sequence $a^{d}$ satisfies the sum rules of order $k$, then for any $\mu \in \mathbb{Z}_{+}^{s}$ such that $|\mu|<k$, the value $\left\langle a^{d}, p_{\mu}\right\rangle$ is uniquely determined by the sequence $a$ instead of the sequence $a^{d}$. Therefore, by the above Theorem 6.1, if a sequence $a$ on $\mathbb{Z}^{s}$ satisfies $\sum_{\beta \in \mathbb{Z}^{s}} a(\beta)=2^{s}$, then we can define a sequence $h^{a}$ on $\mathbb{Z}_{+}^{s}$ as follows:

$$
\begin{equation*}
h^{a}(\mu)=\delta(\mu)-2^{-s} \sum_{0 \leq \nu<\mu}(-1)^{|\mu-\nu|} \frac{\mu!}{\nu!(\mu-\nu)!} \overline{\left\langle a, p_{\mu-\nu}\right\rangle} h^{a}(\nu), \quad \mu \in \mathbb{Z}_{+}^{s} \tag{6.4}
\end{equation*}
$$

An important consequence of Theorem 6.1 is that it allows us to propose a general method to construct a dual mask satisfying the sum rules of arbitrary order for any given interpolatory refinement mask. Since, in the following method, we obtain the dual masks $a^{d}$ by constructing each coset $a^{d}(2 \beta+\varepsilon), \beta \in \mathbb{Z}^{s}$ separately, we call this method the CBC algorithm.

CBC algorithm.
(1) Given a sequence $a$ on $\mathbb{Z}^{s}$ such that a satisfies the following conditions:

$$
\begin{equation*}
\sum_{\beta \in \mathbb{Z}^{s}} a(\beta)=2^{s}, \quad a(0)=1, \quad \text { and } \quad a(2 \beta)=0 \quad \forall \beta \in \mathbb{Z}^{s} \backslash\{0\} \tag{6.5}
\end{equation*}
$$

(2) let $k$ be any fixed positive integer;
(3) calculate $h^{a}(\mu)$ as in (6.4) for $\mu \in \mathbb{Z}_{+}^{s}$ such that $|\mu|<k$;
(4) let $\Omega$ be the set of vertices of $[0,1]^{s}$. For each $\varepsilon \in \Omega \backslash\{0\}$, choose an appropriate subset $E_{\varepsilon}$ of $\mathbb{Z}^{s}$ such that the following linear system

$$
\begin{equation*}
\sum_{\beta \in E_{\varepsilon}} b_{\varepsilon, \beta}(2 \beta+\varepsilon)^{\mu}=h^{a}(\mu), \quad \mu \in \mathbb{Z}_{+}^{s},|\mu|<k \tag{6.6}
\end{equation*}
$$

has at least one solution for $\left\{b_{\varepsilon, \beta}: \beta \in E_{\varepsilon}\right\}$;
(5) construct the mask $a^{d}$ coset by coset as follows: for each $\varepsilon \in \Omega \backslash\{0\}$,

$$
a^{d}(2 \beta+\varepsilon)=b_{\varepsilon, \beta}, \beta \in E_{\varepsilon} \quad \text { and } \quad a^{d}(2 \beta+\varepsilon)=0, \quad \beta \in \mathbb{Z}^{s} \backslash E_{\varepsilon}
$$

and

$$
\begin{equation*}
a^{d}(2 \beta)=2^{s} \delta(\beta)-\sum_{\varepsilon \in \Omega \backslash\{0\}} \sum_{\alpha \in \mathbb{Z}^{s}} \overline{a(2 \alpha-2 \beta+\varepsilon)} a^{d}(2 \alpha+\varepsilon), \beta \in \mathbb{Z}^{s} ; \tag{6.7}
\end{equation*}
$$

(6) then the mask $a^{d}$ is a dual mask of the given interpolatory mask a and satisfies the sum rules of order $k$.
Proof. It is easy to verify that if the sequence $a$ is an interpolatory mask, then the dual relation (6.1) is equivalent to (6.7). Therefore, the mask $a^{d}$ is a dual mask of the given mask $a$. On the other hand, (6.6) can be rewritten as

$$
\begin{equation*}
\sum_{\beta \in \mathbb{Z}^{s}} a^{d}(2 \beta+\varepsilon)(2 \beta+\varepsilon)^{\mu}=h^{a}(\mu), \quad \varepsilon \in \Omega \backslash\{0\},|\mu|<k, \mu \in \mathbb{Z}_{+}^{s} \tag{6.8}
\end{equation*}
$$

By the definition of sum rules, to verify that the sequence $a^{d}$ satisfies the sum rules of order $k$, it suffices to demonstrate that

$$
\begin{equation*}
\sum_{\beta \in \mathbb{Z}^{s}} a^{d}(2 \beta)(2 \beta)^{\mu}=h^{a}(\mu) \quad \forall|\mu|<k, \mu \in \mathbb{Z}_{+}^{s} \tag{6.9}
\end{equation*}
$$

As in the proof of Theorem 6.1, from (6.7), we have

$$
\begin{aligned}
& \sum_{\beta \in \mathbb{Z}^{s}} a^{d}(2 \beta)(2 \beta)^{\mu} \\
& =2^{s} \delta(\mu)-\sum_{0 \leq \nu \leq \mu} c_{\nu, \mu} \sum_{\varepsilon \in \Omega \backslash\{0\}} \sum_{\alpha \in \mathbb{Z}^{s}} \overline{a(2 \alpha+\varepsilon)}(2 \alpha+\varepsilon)^{\mu-\nu} \sum_{\beta \in \mathbb{Z}^{s}} a^{d}(2 \beta+\varepsilon)(2 \beta+\varepsilon)^{\nu},
\end{aligned}
$$

where $c_{\nu, \mu}:=(-1)^{|\mu-\nu|} \mu!/(\nu!(\mu-\nu)!)$. Since the sequence $a$ is an interpolatory mask, it is easily seen that

$$
\sum_{\varepsilon \in \Omega \backslash\{0\}} \sum_{\alpha \in \mathbb{Z}^{s}} \overline{a(2 \alpha+\varepsilon)}(2 \alpha+\varepsilon)^{\mu-\nu}=\overline{\left\langle a, p_{\mu-\nu}\right\rangle}-\delta(\mu-\nu)
$$

Therefore, it follows from (6.8) that for any $\mu \in \mathbb{Z}_{+}^{s}$ such that $|\mu|<k$,

$$
\begin{aligned}
\sum_{\beta \in \mathbb{Z}^{s}} a^{d}(2 \beta)(2 \beta)^{\mu} & =2^{s} \delta(\mu)-\sum_{0 \leq \nu \leq \mu} c_{\nu, \mu}\left(\overline{\left\langle a, p_{\mu-\nu}\right\rangle}-\delta(\mu-\nu)\right) h^{a}(\nu) \\
& =\left(1-2^{s}\right) h^{a}(\mu)+2^{s} \delta(\mu)-\sum_{0 \leq \nu<\mu} c_{\nu, \mu} \overline{\left\langle a, p_{\mu-\nu}\right\rangle} h^{a}(\nu) \\
& =h^{a}(\mu)
\end{aligned}
$$

where in the last equality we used (6.4) for $h^{a}(\mu)$. This completes the proof.
It is evident that the above CBC algorithm can produce all the dual masks for any given interpolatory mask. In general, if the set $E_{\varepsilon}$ is large enough, the equation in step (4) must have at least one solution. We point out that based on Theorem 6.1, the CBC algorithm can be generalized to the general case. In a forthcoming paper, we shall propose a similar CBC algorithm such that for any given scaling function with a mask $a$, we can construct a dual mask of the mask $a$ which can satisfy the sum rules of arbitrary order. Based on the work [26], here we present a concrete way to implement the above general CBC algorithm in the bivariate case. By $\# E$ we denote the cardinality of a set $E$. Let us cite a result from [26].

Lemma 6.2 (see [26, Lemma 4.1]). Let $l_{1}, \ldots, l_{r}$ be distinct parallel lines in $\mathbb{R}^{2}$ and let $E$ be a subset of $l_{1} \cup \cdots \cup l_{r}$ such that $\#\left(E \cap l_{j}\right)=j$ for each $j=1, \ldots, r$. Suppose $p$ is a polynomial in two variables of (total) degree at most $r-1$. If $p$ vanishes on $E$, then $p$ vanishes everywhere. Consequently, the square matrix $\left(t_{1}^{\nu_{1}} t_{2}^{\nu_{2}}\right)_{\left(t_{1}, t_{2}\right) \in E, 0 \leq \nu_{1}+\nu_{2} \leq r-1}$ is nonsingular.

Now for any bivariate interpolatory mask $a$ which is symmetric about the two coordinate axes, the following algorithm provides us with a method to construct a dual mask which satisfies the sum rules of arbitrary order.

TCBC ALGORITHM.
(1) Let a bivariate mask a satisfy $\sum_{\beta \in \mathbb{Z}^{2}} a(\beta)=4, a(0)=1$, and $a(2 \beta)=0$ $\forall \beta \in \mathbb{Z}^{2} \backslash\{0\}$ with symmetry about the two coordinate axes, i.e.,

$$
\begin{equation*}
a\left(\beta_{1}, \beta_{2}\right)=a\left(-\beta_{1}, \beta_{2}\right)=a\left(\beta_{1},-\beta_{2}\right)=a\left(-\beta_{1},-\beta_{2}\right) \tag{6.10}
\end{equation*}
$$

(2) let $k$ be any fixed positive integer;
(3) calculate $h^{a}(2 \mu)$ as in (6.4) for $\mu \in \mathbb{Z}_{+}^{2}$ such that $|\mu|<k$;
(4) let the set $E:=\left\{\left(\beta_{1}, \beta_{2}\right) \in \mathbb{Z}^{2}: \beta_{1} \geq 0, \beta_{2} \geq 0\right.$ and $\left.\beta_{1}+\beta_{2}<k\right\}$;
(5) let $\Omega^{\prime}:=\{(1,0),(0,1),(1,1)\}$. For each $\varepsilon \in \Omega^{\prime}$, there is a unique solution for $\left\{b_{\varepsilon, \beta}, \beta \in E\right\}$ to the following linear system:

$$
\sum_{\beta \in E} b_{\varepsilon, \beta}(2 \beta+\varepsilon)^{2 \mu}=h^{a}(2 \mu) / 4, \quad|\mu|<k, \mu \in \mathbb{Z}_{+}^{2}
$$

(6) for each $\left(\varepsilon_{1}, \varepsilon_{2}\right) \in \Omega^{\prime}$, set $a^{d}\left(2 \beta_{1}+\varepsilon_{1}, 2 \beta_{2}+\varepsilon_{2}\right)=0 \forall\left(\beta_{1}, \beta_{2}\right) \in \mathbb{Z}_{+}^{2} \backslash E$, and for any $\left(\beta_{1}, \beta_{2}\right) \in E$,

$$
a^{d}\left(2 \beta_{1}+\varepsilon_{1}, 2 \beta_{2}+\varepsilon_{2}\right)=\left(1+\delta\left(2 \beta_{1}+\varepsilon_{1}\right)\right)\left(1+\delta\left(2 \beta_{2}+\varepsilon_{2}\right)\right) b_{\left(\varepsilon_{1}, \varepsilon_{2}\right),\left(\beta_{1}, \beta_{2}\right)}
$$

(7) for each $\varepsilon \in \Omega^{\prime}$, complete each coset $a(2 \beta+\varepsilon), \beta \in \mathbb{Z}^{2}$, by symmetry as in (6.10) and set

$$
a^{d}(2 \beta):=4 \delta(\beta)-\sum_{\varepsilon \in \Omega^{\prime}} \sum_{\alpha \in \mathbb{Z}^{2}} \overline{a(2 \alpha-2 \beta+\varepsilon)} a^{d}(2 \alpha+\varepsilon), \quad \beta \in \mathbb{Z}^{2}
$$

(8) then the mask $a^{d}$ is a dual mask of the given mask a, satisfies the sum rules of order $2 k$, and it is symmetric about the two coordinate axes.
The above algorithm is called the TCBC algorithm since we choose a special triangle subset $E$ of $\mathbb{Z}^{2}$ it. The existence and uniqueness of the solution in step (5) of the TCBC algorithm are guaranteed by Lemma 6.2. The claim that the mask $a^{d}$ satisfies the sum rules of order $2 k$ follows from the fact that if the sequence $a$ is symmetric about the two coordinate axes, then $\left\langle a, p_{\left(\nu_{1}, \nu_{2}\right)}\right\rangle=0$ for any $\left(\nu_{1}, \nu_{2}\right) \in \mathbb{Z}_{+}^{2}$ with either $\nu_{1}$ or $\nu_{2}$ being an odd integer. We mention that if, in the TCBC algorithm, the mask $a$ is also symmetric about the lines $x_{1}=x_{2}$ and $x_{1}=-x_{2}$, then the resulting dual mask also has such properties. For this case, in step (5) of the TCBC algorithm, we need to deal only with the coset of $a^{d}$ at $2 \beta+\varepsilon, \beta \in \mathbb{Z}^{2}$, for $\varepsilon \in\{(1,0),(1,1)\}$. The coset of the mask $a^{d}$ at $2 \beta+(0,1), \beta \in \mathbb{Z}^{2}$, is obtained by symmetry.

Let us illustrate the above general theory by giving an example. Let $\varphi_{h}$ be the bivariate hat function with its mask $a_{h}$ supported on $[-1,1]^{2} \cap \mathbb{Z}^{2}$ and given by

$$
\left(\begin{array}{ccc}
1 / 4 & 1 / 2 & 1 / 4  \tag{6.11}\\
1 / 2 & 1 & 1 / 2 \\
1 / 4 & 1 / 2 & 1 / 4
\end{array}\right)
$$

An easy calculation gives us

$$
\left\langle a, p_{\left(\mu_{1}, \mu_{2}\right)}\right\rangle= \begin{cases}\left(1+\delta\left(\mu_{1}\right)\right)\left(1+\delta\left(\mu_{2}\right)\right), & \left(\mu_{1}, \mu_{2}\right) \in 2 \mathbb{Z}_{+}^{2} \\ 0 & \text { otherwise }\end{cases}
$$

Let $H_{r}$ denote the dual mask of the mask $a_{h}$ derived by the TCBC algorithm such that $H_{r}$ satisfies the sum rules of order $2 r-2$.

From the TCBC algorithm, it is easily seen that

$$
\operatorname{supp} H_{r} \subseteq\left\{\left(\beta_{1}, \beta_{2}\right) \in \mathbb{Z}^{2}:\left|\beta_{1}\right| \leq 2 r-2,\left|\beta_{2}\right| \leq 2 r-2,\left|\beta_{1}\right|+\left|\beta_{2}\right| \leq 2 r\right\}
$$

and it is symmetric about the $x_{1}$-axis, $x_{2}$-axis, and the lines $x_{1}=x_{2}$ and $x_{1}=-x_{2}$.
Let us give an example of the dual mask $H_{r}$ for $r=3$ in the following.
Example 6.3. The mask $H_{3}$ is supported on $[-4,4]^{2}$ and is given by

$$
\left(\begin{array}{ccccccccc}
0 & 0 & \frac{3}{256} & 0 & \frac{9}{128} & 0 & \frac{3}{256} & 0 & 0 \\
0 & 0 & 0 & -\frac{3}{64} & -\frac{3}{32} & -\frac{3}{64} & 0 & 0 & 0 \\
\frac{3}{256} & 0 & -\frac{1}{32} & -\frac{1}{32} & -\frac{51}{128} & -\frac{1}{32} & -\frac{1}{32} & 0 & \frac{3}{256} \\
0 & -\frac{3}{64} & -\frac{1}{32} & \frac{11}{32} & \frac{21}{32} & \frac{11}{32} & -\frac{1}{32} & -\frac{3}{64} & 0 \\
\frac{9}{128} & -\frac{3}{32} & -\frac{51}{128} & \frac{21}{32} & \frac{75}{32} & \frac{21}{32} & -\frac{51}{128} & -\frac{3}{32} & \frac{9}{128} \\
0 & -\frac{3}{64} & -\frac{1}{32} & \frac{11}{32} & \frac{21}{32} & \frac{11}{32} & -\frac{1}{32} & -\frac{3}{64} & 0 \\
\frac{3}{256} & 0 & -\frac{1}{32} & -\frac{1}{32} & -\frac{51}{128} & -\frac{1}{32} & -\frac{1}{32} & 0 & \frac{3}{256} \\
0 & 0 & 0 & -\frac{3}{64} & -\frac{3}{32} & -\frac{3}{64} & 0 & 0 & 0 \\
0 & 0 & \frac{3}{256} & 0 & \frac{9}{128} & 0 & \frac{3}{256} & 0 & 0
\end{array}\right) .
$$

It is a dual mask of the mask $a_{h}$ and satisfies the sum rules of order 4. By calculation, we have $\nu_{2}\left(\phi_{H_{3}}\right) \approx 0.42927$. Therefore, by Theorem 2.3 and Corollary 5.3, the dual scaling function $\phi_{H_{3}}$ attains the optimal sum rules but does not attain the optimal $L_{2}$ smoothness order since $\nu_{2}\left(\phi_{H_{3}}\right)<\nu_{2}\left(\phi_{b_{3}}\right)-\nu_{1}\left(\varphi_{h}\right) \approx 1.17513$.

In the rest of this section, we shall modify the above TCBC algorithm to construct a new family of optimal biorthogonal wavelets by shrinking the support of each $H_{r}$. Since the mask $a_{h}$ has full symmetry, we need to deal only with $\varepsilon \in\{(1,0),(1,1)\}$ in step (5) of the TCBC algorithm. The only part we need to modify in the TCBC algorithm is steps (5) and (6). All the other steps are the same. Throughout the rest of this section, the mask $a$ in the TCBC algorithm is assumed to be $a_{h}$ given in (6.11).

Let the set $E$ be given in step (4) of the TCBC algorithm and let $b_{\beta}, \beta \in E$, be the unique solution of the following linear system:

$$
\sum_{\beta \in E} b_{\beta}(2 \beta+(1,1))^{2 \mu}=h^{a}(2 \mu) / 4, \quad|\mu|<k, \mu \in \mathbb{Z}_{+}^{2}
$$

Set $a^{d}(2 \beta+(1,1))=b_{\beta}, \beta \in E$, and $a^{d}(2 \beta+(1,1))=0, \beta \in \mathbb{Z}_{+}^{2} \backslash E$. Take $F$ to be the following set:

$$
F:=\left\{\left(\beta_{1}, \beta_{2}\right) \in \mathbb{Z}_{+}^{2}: \beta_{1}+\beta_{2}=k \quad \text { and } \quad \beta_{2}>0\right\}
$$

Now we set $a^{d}(2 \beta+(1,0))=0$ for any $\beta \in \mathbb{Z}_{+}^{2} \backslash(E \cup F)$ and

$$
a^{d}\left(2 \beta_{1}+1,2 \beta_{2}\right)=\left(1+\delta\left(\beta_{2}\right)\right) c_{\left(\beta_{1}, \beta_{2}\right)}, \quad\left(\beta_{1}, \beta_{2}\right) \in E \cup F
$$

with some yet-to-be-determined parameters $c_{\beta}, \beta \in E \cup F$.
This extra freedom $c_{\beta}, \beta \in F$, given by $F$ will be used to reduce the support of the mask $a^{d}$ at the coset $(0,0)$ constructed in step $(7)$ of the TCBC algorithm. More precisely, we try to adjust the coefficients of $H_{k-1}$ on the set $\left\{\left(\beta_{1}, \beta_{2}\right) \in \mathbb{Z}^{2}\right.$ : $\left.\beta_{1}+\beta_{2}=2 k-2\right\}$ to be zero. By using symmetry, after a simple calculation, it is easily seen that this restriction is equivalent to the following linear system:

$$
c_{\left(\beta_{1}, \beta_{2}\right)}+c_{\left(\beta_{2}-1, \beta_{1}+1\right)}+b_{\left(\beta_{1}, \beta_{2}-1\right)} / 2=0 \quad \forall\left(\beta_{1}, \beta_{2}\right) \in F
$$

By simply setting $c_{\left(\beta_{1}, \beta_{2}\right)}=0$ for any $\left(\beta_{1}, \beta_{2}\right) \in F$ such that $k / 2 \leq \beta_{1}<k$, the above linear system has a unique solution $c_{\beta}, \beta \in F$. Now the following linear system:

$$
\sum_{\beta \in E} c_{\beta}(2 \beta+(1,0))^{2 \mu}=h^{a}(2 \mu) / 4-\sum_{\beta \in F} c_{\beta}(2 \beta+(1,0))^{2 \mu}, \quad|\mu|<k, \mu \in \mathbb{Z}_{+}^{2}
$$

has a unique solution for $c_{\beta}, \beta \in E$, by Lemma 6.2.
Set $a^{d}\left(2 \beta_{1}, 2 \beta_{2}+1\right)=a^{d}\left(2 \beta_{2}+1,2 \beta_{1}\right),\left(\beta_{1}, \beta_{2}\right) \in \mathbb{Z}_{+}^{2}$. By the TCBC algorithm, we have a dual mask $a^{d}$ of the mask $a_{h}$ such that $a^{d}$ satisfies the sum rules of order $2 k$. We shall use $\mathcal{H}_{r}$ to denote the dual mask of the mask $a_{h}$ derived from the above modified TCBC algorithm such that $\mathcal{H}_{r}$ satisfies the sum rules of order $2 r-2$. For each positive integer $r$, by $G_{r}$ we denote the following set:

$$
\begin{aligned}
G_{r}:=\left\{\left(\alpha_{1}, \alpha_{2}\right) \in \mathbb{Z}^{2}:\left|\alpha_{1}\right|+\left|\alpha_{2}\right|=\right. & 2 r-1 \text { and either }\left|\alpha_{1}\right| \text { or }\left|\alpha_{2}\right| \\
& \text { is an even number less than } r-1\} .
\end{aligned}
$$

To sum up and restate the above construction of the dual masks $\mathcal{H}_{r}$ of the mask $a_{h}$, we have the following theorem.

Theorem 6.4. Let $r$ be a positive integer greater than two. Then there exists a unique refinement mask $\mathcal{H}_{r}$ satisfying the following conditions:
(1) $\mathcal{H}_{r}$ is supported on

$$
\left\{\left(\alpha_{1}, \alpha_{2}\right) \in \mathbb{Z}^{2}:\left|\alpha_{1}\right|+\left|\alpha_{2}\right| \leq 2 r-1, \max \left\{\left|\alpha_{1}\right|,\left|\alpha_{2}\right|\right\} \leq 2 r-2\right\} \backslash G_{r}
$$

(2) $\mathcal{H}_{r}$ is symmetric about the two coordinate axes, the lines $x_{1}=x_{2}, x_{1}=-x_{2}$;
(3) $\mathcal{H}_{r}$ satisfies the sum rules of order $2 r-2$;
(4) $\mathcal{H}_{r}$ and $a_{h}$ (the mask $a_{h}$ is given in (6.11)) satisfy the dual relation (6.1).

Remark 6.5. The set $G_{r}$ appears strange. The reason is that, in our modified TCBC algorithm, we set $c_{\left(\beta_{1}, \beta_{2}\right)}=0$ for any $\left(\beta_{1}, \beta_{2}\right) \in F$ such that $(r-1) / 2 \leq \beta_{1}<$ $r-1$. Note that both $H_{r}$ and $\mathcal{H}_{r}$ are symmetric about the $x_{1}$-axis, $x_{2}$-axis, and the lines $x_{1}=x_{2}$ and $x_{1}=-x_{2}$. Let $a$ be a multivariate interpolatory mask such that $a$ satisfies the sum rules of order $k$. For any positive integer $r$, by convolution, it is easy to obtain a new interpolatory mask $b$ such that $\widetilde{b}(z)=(\widetilde{a}(z))^{r} \widetilde{c_{r}}(z), z \in \mathbb{T}^{s}$, where $\widetilde{c_{r}}(z)$ can be explicitly expressed by using $\widetilde{a}(z)$. Such an interpolatory mask $b$ satisfies the sum rules of order $r k$ by Theorem 2.2. See Proposition 3.7 in Han [24] for a detailed discussion on construction of biorthogonal wavelets using this convolution method. Such a method was further discussed by Ji, Riemenschneider, and Shen [27]. The TCBC algorithm proposed in this paper can be generalized to the general case, and it has many advantages over the convolution method. We shall illustrate the advantages of our CBC and TCBC algorithms over the convolution method and other known methods in the literature on construction of biorthogonal wavelets elsewhere.

Let us provide detail in the following for the masks $\mathcal{H}_{3}$ and $\mathcal{H}_{4}$.
Example 6.6. The mask $\mathcal{H}_{3}$ is supported on $[-4,4]^{2}$ and is given by

$$
\left(\begin{array}{ccccccccc}
0 & 0 & 0 & \frac{3}{128} & \frac{3}{64} & \frac{3}{128} & 0 & 0 & 0 \\
0 & 0 & 0 & -\frac{3}{64} & -\frac{3}{32} & -\frac{3}{64} & 0 & 0 & 0 \\
0 & 0 & \frac{1}{16} & -\frac{1}{8} & -\frac{3}{8} & -\frac{1}{8} & \frac{1}{16} & 0 & 0 \\
\frac{3}{128} & -\frac{3}{64} & -\frac{1}{8} & \frac{11}{32} & \frac{51}{64} & \frac{11}{32} & -\frac{1}{8} & -\frac{3}{64} & \frac{3}{128} \\
\frac{3}{64} & -\frac{3}{32} & -\frac{3}{8} & \frac{51}{64} & \frac{33}{16} & \frac{51}{64} & -\frac{3}{8} & -\frac{3}{32} & \frac{3}{64} \\
\frac{3}{128} & -\frac{3}{64} & -\frac{1}{8} & \frac{11}{32} & \frac{51}{64} & \frac{11}{32} & -\frac{1}{8} & -\frac{3}{64} & \frac{3}{128} \\
0 & 0 & \frac{1}{16} & -\frac{1}{8} & -\frac{3}{8} & -\frac{1}{8} & \frac{1}{16} & 0 & 0 \\
0 & 0 & 0 & -\frac{3}{64} & -\frac{3}{32} & -\frac{3}{64} & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{3}{128} & \frac{3}{64} & \frac{3}{128} & 0 & 0 & 0
\end{array}\right) .
$$

Then the mask $\mathcal{H}_{3}$ satisfies the sum rules of order 4 and $\phi_{\mathcal{H}_{3}}$ is a dual scaling function of $\varphi_{h}$ with $\nu_{2}\left(\phi_{\mathcal{H}_{3}}\right) \approx 1.17513$. Thus, the function $\phi_{\mathcal{H}_{3}}$ is an optimal dual scaling function of the function $\varphi_{h}$ in the $L_{2}$ norm sense since $\nu_{2}\left(\phi_{\mathcal{H}_{3}}\right) \approx \nu_{2}\left(\phi_{b_{3}}\right)-\nu_{1}\left(\varphi_{h}\right)$.

The graphs and contours of the scaling function $\varphi_{h}$ and the dual scaling function $\phi_{\mathcal{H}_{3}}$ with their associated wavelets are given in Figures 6.2-6.4.



Fig. 6.1. The graph and contour of the function $\phi_{\mathcal{H}_{4}}$.


FIG. 6.2. (a) is the scaling function $\varphi_{h}$ and (b), (c), and (d) are the associated three wavelets $\psi_{1}, \psi_{2}$, and $\psi_{3}$ in Example 6.6.


FIG. 6.3. (a) is the dual scaling function $\phi_{\mathcal{H}_{3}}$ and (b), (c), and (d) are the associated three dual wavelets $\psi_{1}^{d}, \psi_{2}^{d}$, and $\psi_{3}^{d}$ in Example 6.6.

Example 6.7. The mask $\mathcal{H}_{4}$ is supported on $[-6,6]^{2}$ and the part of $\mathcal{H}_{4}$ in the first quadrant is supported on $[0,6]^{2}$ and is given by

$$
\left(\begin{array}{ccccccc}
-\frac{5}{512} & -\frac{5}{1024} & 0 & 0 & 0 & 0 & 0 \\
\frac{5}{256} & \frac{5}{512} & 0 & 0 & 0 & 0 & 0 \\
\frac{83}{1024} & \frac{145}{4096} & -\frac{15}{2048} & -\frac{9}{4096} & 0 & 0 & 0 \\
-\frac{363}{2048} & -\frac{87}{1024} & \frac{15}{1024} & \frac{9}{1024} & -\frac{9}{4096} & 0 & 0 \\
-\frac{359}{1024} & -\frac{69}{512} & \frac{1}{16} & \frac{15}{1024} & -\frac{15}{2048} & 0 & 0 \\
\frac{1723}{2048} & \frac{401}{1024} & -\frac{69}{512} & -\frac{87}{1024} & \frac{145}{4096} & \frac{5}{512} & -\frac{5}{1024} \\
\frac{493}{256} & \frac{1723}{2048} & -\frac{359}{1024} & -\frac{363}{2048} & \frac{83}{1024} & \frac{5}{256} & -\frac{5}{512}
\end{array}\right)
$$

with the number $\frac{493}{256}$ at the bottom-left as $\mathcal{H}_{4}(0,0)$. Since $\mathcal{H}_{4}$ is symmetric about the coordinate axes, other parts of $\mathcal{H}_{4}$ are obtained by symmetry as in (6.10). By calculation, we have $\nu_{2}\left(\phi_{\mathcal{H}_{4}}\right) \approx 1.79313$ and the mask $\mathcal{H}_{4}$ satisfies the sum rules of order 6. Thus, the function $\phi_{\mathcal{H}_{4}}$ is an optimal dual scaling function of $\varphi_{h}$ in the $L_{2}$


FIG. 6.4. The contours of the scaling function $\varphi_{h}$, its dual scaling function $\phi_{\mathcal{H}_{3}}$, and the associated wavelets and dual wavelets in Example 6.6.

TABLE 6.1

| $r$ | $\nu_{2}\left(\phi_{b_{r}}\right)$ | $\nu_{2}\left(\phi_{a_{t_{r}}}\right)$ | $\nu_{2}\left(\phi_{H_{r}}\right)$ | $\nu_{2}\left(\phi_{\mathcal{H}_{r}}\right)$ | $N\left(a_{t_{r}}^{d}\right)$ | $N\left(H_{r}\right)$ | $N\left(\mathcal{H}_{r}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 3.17513 | 1.17513 | 0.42927 | 1.17513 | 81 | 49 | 49 |
| 4 | 3.79313 | 1.79313 | 0.98084 | 1.79313 | 169 | 97 | 101 |
| 5 | 4.34408 | 2.34408 | 1.46708 | 2.34408 | 289 | 161 | 161 |
| 6 | 4.86202 | 2.86202 | 1.90387 | 2.86202 | 441 | 241 | 245 |
| 7 | 5.36283 | 3.36283 | 2.30033 | 3.36283 | 625 | 337 | 337 |
| 8 | 5.85293 | 3.85293 | 2.66264 | 3.85293 | 841 | 449 | 453 |
| 9 | 6.33524 | 4.33524 | 2.99578 | 4.33524 | 1089 | 577 | 577 |
| 10 | 6.81144 | 4.81144 | 3.30381 | 4.81144 | 1369 | 721 | 725 |
| 11 | 7.28260 | 5.28260 | 3.58991 | 5.28260 | 1681 | 881 | 881 |
| 12 | 7.74953 | 5.74953 | 3.85672 | 5.74953 | 2025 | 1057 | 1061 |

norm sense since $\nu_{2}\left(\phi_{\mathcal{H}_{4}}\right) \approx \nu_{2}\left(\phi_{b_{4}}\right)-\nu_{1}\left(\varphi_{h}\right)$. The graph and contour of $\phi_{\mathcal{H}_{4}}$ are presented in Figure 6.1.

Recall that by $b_{r}$ we denote the interpolatory refinement mask supported on $[1-2 r, 2 r-1]$ as constructed by Deslauriers and Dubuc in [18]. By $\phi_{a_{t_{r}}}$ we denote the tensor product dual scaling function of $\varphi_{h}$ with its mask $a_{t_{r}}^{d}$ satisfying

$$
\overline{\widetilde{a_{h}}\left(z_{1}, z_{2}\right)} \widetilde{a_{t_{r}}^{d}}\left(z_{1}, z_{2}\right)=\overline{\widetilde{b_{r}}\left(z_{1}\right)} \widetilde{b_{r}}\left(z_{2}\right), \quad\left(z_{1}, z_{2}\right) \in \mathbb{T}^{2}
$$

Let the masks $H_{r}$ and $\mathcal{H}_{r}$ be the dual masks constructed by the TCBC algorithm and the modified TCBC algorithm, respectively, such that both $H_{r}$ and $\mathcal{H}_{r}$ satisfy the sum rules of order $2 r-2$. In the following, we use $N(a)$ to denote the number of nonzero coefficients in the refinement mask $a$. The values of $\nu_{2}\left(\phi_{b_{r}}\right)$ are taken from [23]. Table 6.1 shows that for $r=3, \ldots, 12$, the function $\phi_{\mathcal{H}_{r}}$ is an optimal dual scaling function of $\varphi_{h}$ in the $L_{2}$ norm sense.
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#### Abstract

Here we investigate the limits and the boundary layers of the three-dimensional displacement in thin elastic plates as the thickness tends to zero in each of the eight main types of lateral boundary conditions on their edges: hard and soft clamped, hard and soft simple support, friction conditions, sliding edge, and free plates. Relying on construction algorithms [M. Dauge and I. Gruais, Asymptotic Anal., 13 (1996), pp. 167-197], we establish an asymptotics of the displacement combining inner and outer expansions. We describe the two first terms in the outer expansion: these are Kirchhoff-Love displacements satisfying prescribed boundary conditions that we exhibit. We also study the first boundary layer term: when the transverse component is clamped, it has generically nonzero transverse and normal components, whereas when the transverse component is free, the first boundary layer term is of bending type and has only its nonzero in-plane tangential component.
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1. Introduction. The problem of thin elastic plate bending in linearized elastostatics has been addressed for more than 150 years (the first correct model was presented in a paper by Kirchhoff [18] published in 1850). But due to the singular perturbation nature of the problem as the thickness of the plate tends to zero, it is not quite straightforward to perform a rigorous mathematical analysis of characteristic fields and tensors, solutions of the three-dimensional equations. However, the knowledge of accurate asymptotics allows first an evaluation of the validity of mechanical models, and second, the construction of simplified and performing numerical models.

In the case when the plate is clamped along its lateral boundary, the situation is now well-known, at least theoretically: The comparison between three-dimensional and two-dimensional models was first performed by the construction of infinite formal asymptotic expansions; see Friedrichs and Dressler [15], Gol'denveizer [16], Gregory and Wan [17]. Shortly before, Morgenstern [21] was indeed the first to prove that the Kirchhoff model [18] is the correct asymptotic limit of the three-dimensional model when the thickness approaches zero in the hard clamped, hard simply supported and free plate situations by using the Prager-Synge hypercircle theorem [29]. Next, rigorous error estimates between the three-dimensional solution and its limit were proved by Shoikhet [31] and by Ciarlet and Destuynder [5, 13, 3]. Further terms were exhibited by Nazarov and Zorin [24], and the whole asymptotic expansion was constructed in [8, 9].

[^13]Different types of lateral boundary conditions are of interest: let us quote the soft clamped plate where the tangential in-plane component of the displacement is free, the hard simply supported plate where its normal component is free, the soft simply supported plate where both above components of the displacement are free, and also the totally free plate. These cases were investigated by Arnold and Falk [1], where an asymptotics for the Reissner-Mindlin plate was constructed, and by Chen [2], where error bounds between the three-dimensional solution and its limit were evaluated.

In this paper, we prove the validity of an infinite asymptotic expansion of the displacement with optimal error estimates in $H^{1}, L^{2}$, and energy norms. Such an expansion can be differentiated and provides corresponding results for the stress and the strain tensors; see [7] for the clamped case. As in [24] and [8, 9], this asymptotics includes, simultaneously,

- an outer part containing displacements only depending on the in-plane variables $x_{*}$ and on the scaled transverse variable $x_{3}$;
- an inner part containing exponentially decaying profiles (boundary layer terms), depending on two scaled variables ( $x_{3}$ and $t=r / \varepsilon$, where $r$ is the distance to the lateral boundary).
As material law, we choose to remain in the framework of homogeneous, isotropic materials, which allows us to uncouple the boundary layer terms $\varphi$ into two parts:
- the horizontal tangential component $\varphi_{s}$ governed by the Laplace equation,
- the two other components $\varphi_{t}$ and $\varphi_{3}$ governed by the bidimensional Lamé equations, whose solutions can themselves be uncoupled in membrane and bending modes, i.e., possessing parity properties with respect to the transverse variable: the former having an even $\varphi_{t}$ and an odd $\varphi_{3}$ and the latter having converse properties.
Thus, conditions ensuring the exponential decay at infinity of solutions of the above problems can be made explicit, resulting in simple coupling formulas between the inner and outer parts of the expansion. These coupling formulas lead to the determination of boundary conditions for the limit membrane and bending problems.

The first boundary layer terms bring the quantitative limitation of accuracy of bidimensional models. In the clamped and simple support cases, we find a strong boundary layer term with generically nonzero membrane and bending parts, whereas in the frictional and free cases, we find a first boundary layer term which has the bending type and only the in-plane tangential component nonzero, and moreover, the subprincipal term in the outer part of the expansion is a Kirchhoff-Love displacement as usual, but with zero membrane part. Thus if the right-hand side has the membrane type, the solution of the three-dimensional Lamé equations for the free plate converges to the usual limit Kirchhoff-Love displacement with improved accuracy.

This paper contains twelve sections: in section 1 we introduce the elasticity problems and in section 2 we present our results in the form of several tables. In section 3 we give as an algorithm the construction rules for the outer part of the Ansatz, while in section 4 we formulate the boundary value problems on a half-strip governing the boundary layer profiles $\boldsymbol{\varphi}$, and in section 5 we give the conditions on the data ensuring the existence of exponentially decreasing solutions to these problems. The five next sections are devoted to each of the eight types of lateral boundary conditions with more emphasis on five of them: hard and soft clamped, hard simple support, sliding edge and free plates. In section 11, we prove error estimates between the three-dimensional solution and any truncated series from the asymptotic expansion, and analyze the regularity of the different terms in the asymptotics: whereas the
outer expansion terms are smooth if the data are so, the profiles have singularities along the edges of the plate. We conclude in section 12 with considerations about relative errors between the three-dimensional solution and a limited two-dimensional solution, which has to be carefully chosen according to what we wish to approximate (the displacement in $H^{1}$ norm, or the strain in $L^{2}$ norm).
2. Lateral boundary conditions. We aim to study the behavior of the displacement field $\boldsymbol{u}^{\varepsilon}$ in a family of thin elastic three-dimensional plates $\Omega^{\varepsilon}$ as the thickness parameter $\varepsilon$ tends to zero. The plates $\Omega^{\varepsilon}$ are constituted of a homogeneous, isotropic material with Lamé constants and $\mu$, and are defined as follows:

$$
\Omega^{\varepsilon}=\omega \times(-\varepsilon,+\varepsilon) \quad \text { with } \omega \subset \mathbb{R}^{2} \text { a regular domain and } \varepsilon>0
$$

Let $\Gamma_{ \pm}^{\varepsilon}$ be their upper and lower faces $\omega \times\{ \pm \varepsilon\}$ and $\Gamma_{0}^{\varepsilon}$ be their lateral faces $\partial \omega \times$ $(-\varepsilon,+\varepsilon)$.
2.1. Cartesian, scaled, and local coordinates. Let $\tilde{x}=\left(x_{1}, x_{2}, \tilde{x}_{3}\right)$ be the Cartesian coordinates in the plates $\Omega^{\varepsilon}$. We will often denote by $x_{*}$ the in-plane coordinates $\left(x_{1}, x_{2}\right) \in \omega$ and by $\alpha$ or $\beta$ the indices in $\{1,2\}$ corresponding to the in-plane variables. The dilatation along the vertical axis $\left(x_{3}=\varepsilon^{-1} \tilde{x}_{3}\right)$ transforms $\Omega^{\varepsilon}$ into the fixed reference configuration $\Omega=\omega \times(-1,+1)$ :

$$
\begin{equation*}
\tilde{x}=\left(x_{*}, \tilde{x}_{3}\right) \in \Omega^{\varepsilon}=\omega \times(-\varepsilon,+\varepsilon) \longmapsto x=\left(x_{*}, x_{3}\right) \in \Omega=\omega \times(-1,+1) . \tag{2.1}
\end{equation*}
$$

We also have to introduce in-plane local coordinates $(r, s)$ in a neighborhood of the boundary $\partial \omega$. Let $\boldsymbol{n}$ be the inner unit normal to $\partial \omega$ and $\boldsymbol{\tau}$ be the tangent unit vector field to $\partial \omega$ such that the basis $(\boldsymbol{\tau}, \boldsymbol{n})$ is direct in each point of $\partial \omega$. Denote by $s$ a curvilinear abscissa (arc length) along $\partial \omega$ oriented according to $\boldsymbol{\tau}$. Let $\mathbb{S} \sim \partial \omega$ be the set of the values of $s$ :

$$
\mathbb{S} \ni s \longmapsto \gamma(s) \in \partial \omega
$$

For a point $x_{*} \in \mathbb{R}^{2}$, let $r=r\left(x_{*}\right)$ be its signed distance to $\partial \omega$ oriented along $\boldsymbol{n}$; i.e., $r$ is this distance if $x_{*} \in \omega$ and $r$ is minus this distance if $x_{*} \notin \omega$. If $|r|$ is small enough, there exists a unique point $x_{*}^{0} \in \partial \omega$ such that $|r|=\operatorname{dist}\left(x_{*}, x_{*}^{0}\right)$ and we define $s=s\left(x_{*}\right)$ as the curvilinear abscissa of $x_{*}^{0}$. Thus, we have a tubular neighborhood of $\partial \omega$ which is diffeomorphic to $\left(-r^{0}, r^{0}\right) \times \mathbb{S}$ via the change of variables $x_{*} \mapsto(r, s)$. And, in this tubular neighborhood, the partial derivatives $\partial_{r}$ and $\partial_{s}$ are well defined (and, of course, commute with each other).

We extend the vector fields $\boldsymbol{n}$ and $\boldsymbol{\tau}$ from $\mathbb{S}$ to $\left(-r^{0}, r^{0}\right) \times \mathbb{S}$ by

$$
\forall r \in\left(-r^{0}, r^{0}\right), \quad \forall s \in \mathbb{S}, \quad \boldsymbol{n}(r, s)=\boldsymbol{n}(s) \quad \text { and } \quad \boldsymbol{\tau}(r, s)=\boldsymbol{\tau}(s)
$$

We have

$$
\boldsymbol{n}=\binom{n_{1}}{n_{2}} \quad \text { and } \quad \boldsymbol{\tau}=\binom{n_{2}}{-n_{1}}
$$

Moreover, with $R=R(s)$ the curvature radius of $\partial \omega$ at $s$ from inside $\omega$ and $\kappa=\frac{1}{R}$ the curvature, there holds (the last identities are Frenet's relations)

$$
\partial_{r} \boldsymbol{n}=0, \quad \partial_{r} \boldsymbol{\tau}=0 \quad \text { and } \quad \partial_{s} \boldsymbol{n}=-\kappa \boldsymbol{\tau}, \quad \partial_{s} \boldsymbol{\tau}=\kappa \boldsymbol{n} .
$$

Thus, relying on the relation $x_{*}=\gamma(s)+r \boldsymbol{n}(s)$, we obtain

$$
\begin{equation*}
\partial_{r}=n_{1} \partial_{1}+n_{2} \partial_{2} \quad \text { and } \quad \partial_{s}=(1-\kappa r)\left(n_{2} \partial_{1}-n_{1} \partial_{2}\right) \tag{2.2}
\end{equation*}
$$

Of course $\partial_{n}=\partial_{r}$.

Table 1
Lateral boundary conditions.

| (i) | Type | Dirichlet | Neumann | $A_{\text {(i) }}$ | $B_{\text {(i) }}$ |
| :--- | :--- | ---: | ---: | :---: | :---: |
| (1) | hard clamped | $u=0$, |  | $\{n, s, 3\}$ |  |
| (2) | soft clamped | $u_{n}, u_{3}=0$, | $T_{s}=0$ | $\{n, 3\}$ | $\{s\}$ |
| (3) | hard simply supported | $u_{s}, u_{3}=0$, | $T_{n}=0$ | $\{s, 3\}$ | $\{n\}$ |
| (4) | soft simply supported | $u_{3}=0$, | $T_{n}, T_{s}=0$ | $\{3\}$ | $\{n, s\}$ |
| (5) | frictional I | $u_{n}, u_{s}=0$, | $T_{3}=0$ | $\{n, s\}$ | $\{3\}$ |
| (6) | sliding edge | $u_{n}=0$, | $T_{s}, T_{3}=0$ | $\{n\}$ | $\{s, 3\}$ |
| (7) | frictional II | $u_{s}=0$, | $T_{n}, T_{3}=0$ | $\{s\}$ | $\{n, 3\}$ |
| (8) | free |  | $T=0$ |  | $\{n, s, 3\}$ |

2.2. Cartesian, scaled, and local tensors. The displacement and traction tensors in $\Omega^{\varepsilon}$ are denoted $\boldsymbol{u}^{\varepsilon}$ and $\boldsymbol{T}^{\varepsilon}$ and their Cartesian components are ( $u_{1}^{\varepsilon}, u_{2}^{\varepsilon}, u_{3}^{\varepsilon}$ ) and $\left(T_{1}^{\varepsilon}, T_{2}^{\varepsilon}, T_{3}^{\varepsilon}\right)$. As $\boldsymbol{u}$ is covariant, it is naturally transformed by the scaling (2.1) into $\boldsymbol{u}(\varepsilon)$ according to

$$
\begin{equation*}
u_{\alpha}(\varepsilon)(x)=u_{\alpha}^{\varepsilon}(\tilde{x}), \alpha=1,2, \quad u_{3}(\varepsilon)(x)=\varepsilon u_{3}^{\varepsilon}(\tilde{x}) \tag{2.3}
\end{equation*}
$$

whereas $\boldsymbol{T}$, which is contravariant, is transformed according the same laws as the volume force field $\boldsymbol{f}^{\varepsilon}$ : by the scaling (2.1) $\boldsymbol{f}^{\varepsilon}$ is transformed into $\boldsymbol{f}(\varepsilon)$

$$
\begin{equation*}
f_{\alpha}(\varepsilon)(x)=f_{\alpha}^{\varepsilon}(\tilde{x}), \alpha=1,2, \quad f_{3}(\varepsilon)(x)=\varepsilon^{-1} f_{3}^{\varepsilon}(\tilde{x}) \tag{2.4}
\end{equation*}
$$

In the tubular neighborhood $\left(-r^{0}, r^{0}\right) \times \mathbb{S}$, in view of (2.2) we can introduce the in-plane normal and tangential components of $\boldsymbol{u}$ and $\boldsymbol{T}$ by

$$
\begin{align*}
& u_{n}=n_{1} u_{1}+n_{2} u_{2} \quad \text { and } \quad u_{s}=(1-\kappa r)\left(n_{2} u_{1}-n_{1} u_{2}\right)  \tag{2.5a}\\
& T_{n}=n_{1} T_{1}+n_{2} T_{2} \quad \text { and } \quad T_{s}=(1-\kappa r)^{-1}\left(n_{2} T_{1}-n_{1} T_{2}\right) \tag{2.5b}
\end{align*}
$$

2.3. The equations of elasticity. As standard, let $e(\boldsymbol{u})$ denote the linearized strain tensor $e_{i j}(\boldsymbol{u})=\frac{1}{2}\left(\partial_{i} u_{j}+\partial_{j} u_{i}\right)$ associated with the displacement $\boldsymbol{u}$. Then the stress tensor $\sigma(\boldsymbol{u})$ is given by Hooke's law $\sigma(\boldsymbol{u})=A e(\boldsymbol{u})$, where the rigidity matrix $A=\left(A_{i j k l}\right)$ of the material is given by $A_{i j k l}=\lambda \delta_{i j} \delta_{k l}+\mu\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right)$. The inward traction field at a point on the boundary is $\boldsymbol{T}$ defined as $\sigma(\boldsymbol{u}) \boldsymbol{n}$, where $\boldsymbol{n}$ is the unit interior normal to the boundary.

We make the assumption that the boundary conditions on the upper and lower faces $\Gamma_{ \pm}^{\varepsilon}$ of the plate are of traction type. On the lateral face $\Gamma_{0}^{\varepsilon}$ we are going to consider the eight "canonical" choices of boundary conditions which will be denoted by (i), where $\mathbf{i}=1, \ldots, 8$. Indeed, on the lateral boundary $\Gamma_{0}^{\varepsilon}$ we can distinguish three natural components in the displacements or the tractions: normal, horizontal tangential, and vertical, and we obtain eight "canonical" lateral boundary conditions, according to how we choose to prescribe the displacement or the traction for each component.

On $\Gamma_{0}^{\varepsilon}$, we recall that the normal component of $\boldsymbol{u}$ is $u_{n}=u_{1} n_{1}+u_{2} n_{2}$, its horizontal tangential component is $u_{s}=u_{1} n_{2}-u_{2} n_{1}$, and its vertical component is $u_{3}$. Similar notations apply to $\boldsymbol{T}$. Each boundary condition (i) corresponds to two complementary sets of indices $A_{(\mathrm{i})}$ and $B_{(\mathrm{i}}$, where $A_{(\mathrm{i}}$ is attached to the Dirichlet
conditions of (i); i.e., $u_{a}=0$ for each index $a \in A_{(\mathbb{1}}$ : these are the stable conditions. The Neumann conditions are $T_{b}=0$ for each index $b \in B_{(i)}$ and appear as natural conditions.

To each boundary condition $\left(\mathrm{i}\right.$ is associated the space of displacements $V_{(i)}\left(\Omega^{\varepsilon}\right)$ of the $\boldsymbol{v} \in H^{1}\left(\Omega^{\varepsilon}\right)^{3}$ such that $v_{a}=0$ for all $a \in A_{(\mathbb{1})}$, and the space $\mathcal{R}_{(\mathrm{i}}$ of the rigid motions satisfying the Dirichlet conditions of $V_{(i)}$. Then, the variational formulation of the problem consists of finding

$$
\left\{\begin{array}{l}
\boldsymbol{u}^{\varepsilon} \in V_{\mathbb{i}}\left(\Omega^{\varepsilon}\right)  \tag{2.6}\\
\forall \boldsymbol{v} \in V_{\mathbb{i}}\left(\Omega^{\varepsilon}\right), \quad \int_{\Omega^{\varepsilon}} A e\left(\boldsymbol{u}^{\varepsilon}\right): e(\boldsymbol{v})=\int_{\Omega^{\varepsilon}} \boldsymbol{f}^{\varepsilon} \cdot \boldsymbol{v}+\int_{\Gamma_{+}^{\varepsilon}} \boldsymbol{g}^{\varepsilon,+} \cdot \boldsymbol{v}-\int_{\Gamma_{-}^{\varepsilon}} \boldsymbol{g}^{\varepsilon,-} \cdot \boldsymbol{v},
\end{array}\right.
$$

where $\boldsymbol{f}^{\varepsilon}$ represents the volume force and $\boldsymbol{g}^{\varepsilon, \pm}$ the prescribed horizontal tractions. If the right-hand side satisfies the correct compatibility condition (orthogonality to all $\boldsymbol{v} \in \mathcal{R}_{\mathrm{i}}\left(\Omega^{\varepsilon}\right)$ ), then there exists a unique solution to (2.6) satisfying the orthogonality conditions $\int_{\Omega^{\varepsilon}} \boldsymbol{u}^{\varepsilon} \cdot \boldsymbol{v}=0$ for all $\boldsymbol{v} \in \mathcal{R}_{(\mathrm{i}}\left(\Omega^{\varepsilon}\right)$.

After the scaling (2.3), an asymptotic expansion of $\boldsymbol{u}(\varepsilon)$ makes sense if the scaled data have comparable behaviors as $\varepsilon$ is varying. To this aim, we make the assumption on the right-hand sides that they are given by profiles in $x_{3}$, namely,

$$
\begin{gather*}
f_{\alpha}^{\varepsilon}(\tilde{x})=f_{\alpha}(x), \alpha=1,2, \quad \varepsilon^{-1} f_{3}^{\varepsilon}(\tilde{x})=f_{3}(x),  \tag{2.7a}\\
\varepsilon^{-1} g_{\alpha}^{\varepsilon, \pm}(\tilde{x})=g_{\alpha}^{ \pm}\left(x_{*}\right), \alpha=1,2, \quad \varepsilon^{-2} g_{3}^{\varepsilon, \pm}(\tilde{x})=g_{3}^{ \pm}\left(x_{*}\right) ; \tag{2.7b}
\end{gather*}
$$

compare with (2.4) for the homogeneities. To simplify, we assume that the profiles $f$ and $\boldsymbol{g}^{ \pm}$are regular up to the boundary, i.e., $\boldsymbol{f} \in \mathcal{C}^{\infty}(\bar{\Omega})^{3}$ and $\boldsymbol{g}^{ \pm} \in \mathcal{C}^{\infty}(\bar{\omega})^{3}$.

After scaling (2.3) and assumption (2.7), problem (2.6) is transformed into a new boundary value problem on $\Omega$, where now the operators depend on the small parameter $\varepsilon$ : The variational formulation of the problem for the scaled displacement $\boldsymbol{u}(\varepsilon)$ consists of finding

$$
\left\{\begin{array}{l}
\boldsymbol{u}(\varepsilon) \in V_{(\mathbb{i}}(\Omega)  \tag{2.8}\\
\forall \boldsymbol{v} \in V_{(\mathbb{i}}(\Omega), \quad \int_{\Omega} A \theta(\varepsilon)(\boldsymbol{u}(\varepsilon)): \theta(\varepsilon)(\boldsymbol{v})=\int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{v}+\int_{\Gamma_{+}} \boldsymbol{g}^{+} \cdot \boldsymbol{v}-\int_{\Gamma_{-}} \boldsymbol{g}^{-} \cdot \boldsymbol{v}
\end{array}\right.
$$

where $V_{(\mathbb{1}}(\Omega)$ is the space of the geometrically admissible displacements $\boldsymbol{v} \in H^{1}(\Omega)^{3}$ associated with the problem with lateral boundary conditions $\mathbb{i}$, and $\theta(\varepsilon)(\boldsymbol{v})$ denotes the scaled linearized strain tensor defined by

$$
\begin{equation*}
\theta_{\alpha \beta}(\varepsilon)(\boldsymbol{v}):=e_{\alpha \beta}(\boldsymbol{v}), \quad \theta_{\alpha 3}(\varepsilon)(\boldsymbol{v}):=\varepsilon^{-1} e_{\alpha 3}(\boldsymbol{v}), \quad \theta_{33}(\varepsilon)(\boldsymbol{v}):=\varepsilon^{-2} e_{33}(\boldsymbol{v}) \tag{2.9}
\end{equation*}
$$

for $\alpha, \beta=1,2$; note that there holds $\theta(\varepsilon)(\boldsymbol{u}(\varepsilon))=e\left(\boldsymbol{u}^{\varepsilon}\right)$.
Denoting by $\mathcal{R}_{(i)}(\Omega)$ the space of rigid motions satisfying the Dirichlet conditions of $V_{(i)}(\Omega)$, the compatibility condition becomes

$$
\begin{equation*}
\forall \boldsymbol{v} \in \mathcal{R}_{(\mathrm{i}}(\Omega), \quad \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{v}+\int_{\Gamma_{+}} \boldsymbol{g}^{+} \cdot \boldsymbol{v}-\int_{\Gamma_{-}} \boldsymbol{g}^{-} \cdot \boldsymbol{v}=0 \tag{2.10}
\end{equation*}
$$

and $\boldsymbol{u}(\varepsilon)$ satisfies the orthogonality condition

$$
\begin{equation*}
\forall \boldsymbol{v} \in \mathcal{R}_{(i)}(\Omega), \quad \int_{\Omega} \boldsymbol{u}(\varepsilon) \cdot \boldsymbol{v}=0 \tag{2.11}
\end{equation*}
$$

Problem (2.8) can be written in the boundary value problem form (2.12a)-(2.14) on $\Omega$ as follows. To formulate it, we use the repeated index convention. Moreover, $\boldsymbol{u}_{*}$ is a condensed notation for $\left(u_{1}, u_{2}\right), \operatorname{div}_{*} \boldsymbol{u}_{*}$ denotes $\partial_{1} u_{1}+\partial_{2} u_{2}$, and $\Delta_{*}$ denotes the horizontal Laplacian $\partial_{11}+\partial_{22}$. The in-plane components, indexed by $\alpha=1,2$, and the vertical component of the interior equations in $\Omega$ are

$$
\begin{align*}
& 2 \mu \partial_{3} e_{\alpha 3}(\boldsymbol{u})+\lambda \partial_{\alpha 3} u_{3}+\varepsilon^{2}\left((\lambda+\mu) \partial_{\alpha} \operatorname{div}_{*} \boldsymbol{u}_{*}+\mu \Delta_{*} u_{\alpha}\right)=-\varepsilon^{2} f_{\alpha}  \tag{2.12a}\\
& (\lambda+2 \mu) \partial_{33} u_{3}+\varepsilon^{2}\left(\lambda \partial_{3} \operatorname{div}_{*} \boldsymbol{u}_{*}+2 \mu \partial_{\beta} e_{\beta 3}(\boldsymbol{u})\right)=-\varepsilon^{4} f_{3} \tag{2.12b}
\end{align*}
$$

The boundary conditions on the horizontal sides $\Gamma_{ \pm}:=\left\{x_{3}= \pm 1\right\} \cap \partial \Omega$ are

$$
\begin{align*}
& 2 \mu e_{\alpha 3}(\boldsymbol{u})=\varepsilon^{2} g_{\alpha}^{ \pm}, \quad \alpha=1,2  \tag{2.13a}\\
& (\lambda+2 \mu) \partial_{3} u_{3}+\varepsilon^{2} \lambda \operatorname{div}_{*} \boldsymbol{u}_{*}=\varepsilon^{4} g_{3}^{ \pm} \tag{2.13b}
\end{align*}
$$

The boundary conditions on the lateral side $\Gamma_{0}=\partial \omega \times(-1,1)$ can be written as

$$
\begin{equation*}
u_{a}=0, \quad \forall a \in A_{(i)} \quad \text { and } \quad T_{b}=0, \quad \forall b \in B_{(i)} \tag{2.14}
\end{equation*}
$$

The normal, tangential horizontal, and vertical components of the traction $\boldsymbol{T}=$ $\boldsymbol{T}(\varepsilon)$ on $\Gamma_{0}$ are given by, respectively,

$$
\begin{align*}
& T_{n}(\varepsilon)=\lambda \partial_{3} u_{3}(\varepsilon)+\varepsilon^{2}\left(\lambda \operatorname{div}_{*} \boldsymbol{u}_{*}(\varepsilon)+2 \mu \partial_{n} u_{n}(\varepsilon)\right)  \tag{2.15a}\\
& T_{s}(\varepsilon)=\varepsilon^{2} \mu\left(\partial_{s} u_{n}(\varepsilon)+\partial_{n} u_{s}(\varepsilon)+2 \kappa u_{s}(\varepsilon)\right)  \tag{2.15b}\\
& T_{3}(\varepsilon)=\mu\left(\partial_{n} u_{3}(\varepsilon)+\partial_{3} u_{n}(\varepsilon)\right) \tag{2.15c}
\end{align*}
$$

3. Description of results. We first state the common features of the asymptotics of the scaled displacement $\boldsymbol{u}(\varepsilon)$ and next deduce the asymptotics of the displacement $\boldsymbol{u}^{\varepsilon}$ in the thin plates. Then we describe the first terms of the asymptotics in each of the eight lateral boundary conditions.
3.1. Common features. Just as in the well-known situation of the clamped plate, the scaled displacement $\boldsymbol{u}(\varepsilon)$ tends in $\Omega$ to a Kirchhoff-Love displacement. Let us recall the following definition.

Definition 3.1. A displacement $\boldsymbol{u}$ in $\Omega$ is called a Kirchhoff-Love displacement if there exist a displacement $\boldsymbol{\zeta}_{*}=\left(\zeta_{1}, \zeta_{2}\right)$ in the mean surface $\omega$ and a function $\zeta_{3}$ on $\omega$ such that

$$
\boldsymbol{u}=\left(\zeta_{1}-x_{3} \partial_{1} \zeta_{3}, \zeta_{2}-x_{3} \partial_{2} \zeta_{3}, \zeta_{3}\right)
$$

The function $\boldsymbol{\zeta}:=\left(\boldsymbol{\zeta}_{*}, \zeta_{3}\right)$ is called the generator of $\boldsymbol{u}$, and the descaled displacement associated with $\boldsymbol{u}$ in $\Omega^{\varepsilon}$ has exactly the same form with $x_{3}$ replaced by $\tilde{x}_{3}$. Then

$$
\begin{equation*}
\boldsymbol{u}_{\mathrm{KL}, \mathrm{~b}}=\left(-x_{3} \partial_{1} \zeta_{3},-x_{3} \partial_{2} \zeta_{3}, \zeta_{3}\right) \quad \text { and } \quad \boldsymbol{u}_{\mathrm{KL}, \mathrm{~m}}=\left(\zeta_{1}, \zeta_{2}, 0\right) \tag{3.1}
\end{equation*}
$$

are respectively the bending and membrane parts of $\boldsymbol{u}$.
The asymptotics of $\boldsymbol{u}(\varepsilon)$ contains three types of terms for $k \geq 0$ :

- $\boldsymbol{u}_{\mathrm{KL}}^{k}$ : Kirchhoff-Love displacements with 'generating functions' $\boldsymbol{\zeta}^{k}=\left(\boldsymbol{\zeta}_{*}^{k}, \zeta_{3}^{k}\right)$, i.e., $\boldsymbol{u}_{\mathrm{KL}}^{k}(x)=\left(\boldsymbol{\zeta}_{*}^{k}\left(x_{*}\right)-x_{3} \nabla_{*} \zeta_{3}^{k}\left(x_{*}\right), \zeta_{3}^{k}\left(x_{*}\right)\right)$,
- $\boldsymbol{v}^{k}$ : displacements with zero mean value: $\forall x_{*} \in \bar{\omega}, \int_{-1}^{+1} \boldsymbol{v}^{k}\left(x_{*}, x_{3}\right) d x_{3}=0$,
- $\boldsymbol{w}^{k}$ : exponentially decreasing profiles as $t \rightarrow+\infty$
and can be written as

$$
\begin{equation*}
\boldsymbol{u}(\varepsilon)(x) \simeq \boldsymbol{u}_{\mathrm{KL}}^{0}+\varepsilon \boldsymbol{u}^{1}\left(x, \frac{r}{\varepsilon}\right)+\cdots+\varepsilon^{k} \boldsymbol{u}^{k}\left(x, \frac{r}{\varepsilon}\right)+\cdots, \tag{3.2}
\end{equation*}
$$

where

$$
\begin{array}{lll}
\boldsymbol{u}^{1}(x, t) & =\boldsymbol{u}_{\mathrm{KL}}^{1} & +\chi(r) \boldsymbol{w}^{1}\left(t, s, x_{3}\right)  \tag{3.3}\\
\boldsymbol{u}^{k}(x, t) & =\boldsymbol{u}_{\mathrm{KL}}^{k}+\boldsymbol{v}^{k}+\chi(r) \boldsymbol{w}^{k}\left(t, s, x_{3}\right) & \text { with } \quad w_{3}^{1}=0 \\
\end{array}
$$

with $\chi$ a cut-off function equal to 1 in a neighborhood of $\partial \omega$.
THEOREM 3.2. Let $\boldsymbol{u}(\varepsilon)$ be the unique solution of problem (2.8) satisfying the mean value conditions (2.11). Then there exist Kirchhoff-Love generators $\boldsymbol{\zeta}^{k}$ for $k \geq$ 0 , displacements with zero mean value $\boldsymbol{v}^{k}$ for $k \geq 2$, and profiles $\boldsymbol{w}^{k}$ for $k \geq 1$ such that there holds $\forall N \geq 0$

$$
\begin{equation*}
\left\|\boldsymbol{u}(\varepsilon)(x)-\boldsymbol{u}_{\mathrm{KL}}^{0}(x)-\sum_{k=1}^{N} \varepsilon^{k} \boldsymbol{u}^{k}\left(x, \frac{r}{\varepsilon}\right)\right\| H^{1}(\Omega)^{3} \leq C \varepsilon^{N+1 / 2} \tag{3.4}
\end{equation*}
$$

with $\boldsymbol{u}^{k}\left(x, \frac{r}{\varepsilon}\right)$ given in (3.3).
Let us point out that the "physical" displacement $\boldsymbol{u}^{\varepsilon}$ expands like $\boldsymbol{u}(\varepsilon)$ in the following way in the sense of asymptotic expansions:

$$
\begin{align*}
\boldsymbol{u}^{\varepsilon} \simeq \boldsymbol{u}_{\mathrm{KL}, \mathrm{~b}}^{0}+\tilde{\boldsymbol{u}}_{\mathrm{KL}, \mathrm{~m}}^{0}+\tilde{\boldsymbol{u}}_{\mathrm{KL}, \mathrm{~b}}^{0}+\varepsilon & \left(\tilde{\boldsymbol{u}}_{\mathrm{KL}, \mathrm{~m}}^{1}+\tilde{\boldsymbol{u}}_{\mathrm{KL}, \mathrm{~b}}^{1}+\tilde{\boldsymbol{v}}^{1}+\boldsymbol{\varphi}^{1}\right)+\cdots  \tag{3.5}\\
& +\varepsilon^{k}\left(\tilde{\boldsymbol{u}}_{\mathrm{KL}, \mathrm{~m}}^{k}+\tilde{\boldsymbol{u}}_{\mathrm{KL}, \mathrm{~b}}^{k}+\tilde{\boldsymbol{v}}^{k}+\boldsymbol{\varphi}^{k}\right)+\cdots,
\end{align*}
$$

where

- $\tilde{\boldsymbol{u}}_{\mathrm{KL}, \mathrm{b}}^{k}$ and $\tilde{\boldsymbol{u}}_{\mathrm{KL}, \mathrm{m}}^{k}$ are the bending and membrane parts on $\Omega^{\varepsilon}$ of the Kirchhoff-

Love displacement with generator $\boldsymbol{\zeta}^{k}$;

- $\tilde{\boldsymbol{v}}^{k}=\tilde{\boldsymbol{v}}^{k}\left(x_{*}, \frac{\tilde{x}_{3}}{\varepsilon}\right)$, i.e., does not depend on $\varepsilon$ in the scaled domain $\Omega$;
- $\varphi^{k}=\varphi^{k}\left(\frac{r}{\varepsilon}, s, \frac{\tilde{x}_{3}}{\varepsilon}\right)$ is a boundary layer profile.

The links with expansion (3.2) on the thin plates are simply provided by the following relations:

$$
\left\{\begin{array}{l}
\tilde{\boldsymbol{u}}_{\mathrm{KL}, \mathrm{~b}}^{k}(\tilde{x})=\boldsymbol{u}_{\mathrm{KL}, \mathrm{~b}}^{k}(x), \quad \tilde{\boldsymbol{u}}_{\mathrm{KL}, \mathrm{~m}}^{k}(\tilde{x})=\boldsymbol{u}_{\mathrm{KL}, \mathrm{~m}}^{k}(x),  \tag{3.6}\\
\tilde{\boldsymbol{v}}^{k}=\left(\boldsymbol{v}_{*}^{k}, v_{3}^{k+1}\right), \quad \text { and } \quad \boldsymbol{\varphi}^{k}=\left(\boldsymbol{w}_{*}^{k}, w_{3}^{k+1}\right) .
\end{array}\right.
$$

In Table 8, we will give the formulas linking the displacements $\mathbf{v}^{k}$ to the KirchhoffLove generators. These formulas do not depend on the nature of the lateral boundary conditions. In particular, the first non-Kirchhoff displacement $\tilde{\boldsymbol{v}}^{1}=\left(\mathbf{0}, v_{3}^{2}\right)$ is completely determined by $\zeta^{0}$, cf Destuynder [14] for a similar formula:

$$
\begin{equation*}
\tilde{\boldsymbol{v}}^{1}\left(x_{*}, x_{3}\right)=\frac{\lambda}{6(\lambda+2 \mu)}\left(0,0,-6 x_{3} \operatorname{div}_{*} \boldsymbol{\zeta}_{*}^{0}+\left(3 x_{3}^{2}-1\right) \Delta_{*} \zeta_{3}^{0}\right) \tag{3.7}
\end{equation*}
$$

3.2. Specific features: The Kirchhoff-Love generators. The generators $\boldsymbol{\zeta}_{*}^{k}$ and $\zeta_{3}^{k}$ of the above Kirchhoff displacements are solutions of membrane and bending equations, respectively, with boundary conditions on $\partial \omega$. Let us first write down these membrane and bending operators together with the associated Dirichlet and Neumann conditions. Then we describe the boundary operators and data associated with the generators.
3.2.1. Membrane. The bilinear form associated with the membrane operator $L^{\mathrm{m}}$ (plane stress model)

$$
\begin{equation*}
L^{\mathrm{m}} \boldsymbol{\zeta}_{*}=\mu \boldsymbol{\Delta}_{*} \boldsymbol{\zeta}_{*}+(\tilde{\lambda}+\mu) \nabla_{*} \operatorname{div}_{*} \boldsymbol{\zeta}_{*} \tag{3.8}
\end{equation*}
$$

is $\int_{\omega} \tilde{\lambda} e_{\alpha \alpha}\left(\boldsymbol{\zeta}_{*}\right) e_{\beta \beta}\left(\boldsymbol{\eta}_{*}\right)+2 \mu e_{\alpha \beta}\left(\boldsymbol{\zeta}_{*}\right) e_{\alpha \beta}\left(\boldsymbol{\eta}_{*}\right)$ with the homogenized Lamé coefficient

$$
\begin{equation*}
\tilde{\lambda}=\frac{2 \lambda \mu}{\lambda+2 \mu} \tag{3.9}
\end{equation*}
$$

In normal and tangential components (cf. (2.5a))

$$
\zeta_{n}=n_{1} \zeta_{1}+n_{2} \zeta_{2} \quad \text { and } \quad \zeta_{s}=(1-\kappa r)\left(n_{2} \zeta_{1}-n_{1} \zeta_{2}\right)
$$

the Dirichlet traces are simply $\left(\zeta_{n}, \zeta_{s}\right)$ on $\partial \omega$, and the Neumann traces are

$$
\begin{align*}
& T_{n}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}\right)=\tilde{\lambda} \operatorname{div}_{*} \boldsymbol{\zeta}_{*}+2 \mu \partial_{n} \zeta_{n}  \tag{3.10a}\\
& T_{s}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}\right)=\mu\left(\partial_{s} \zeta_{n}+\partial_{n} \zeta_{s}+2 \kappa \zeta_{s}\right) \tag{3.10b}
\end{align*}
$$

where $\partial_{n}$ and $\partial_{s}$ are defined in (2.2).
3.2.2. Bending. The bilinear form associated with the bending operator $L^{\text {b }}$,

$$
\begin{equation*}
L^{\mathrm{b}} \zeta_{3}=(\tilde{\lambda}+2 \mu) \Delta_{*}^{2} \zeta_{3} \tag{3.11}
\end{equation*}
$$

is $\int_{\omega} \tilde{\lambda} \partial_{\alpha \alpha} \zeta_{3} \partial_{\beta \beta} \eta_{3}+2 \mu \partial_{\alpha \beta} \zeta_{3} \partial_{\alpha \beta} \eta_{3}$. Its Dirichlet traces are $\zeta_{3}$ and $\partial_{n} \zeta_{3}$ on $\partial \omega$, whereas the Neumann traces are

$$
\begin{align*}
M_{n}\left(\zeta_{3}\right) & =\tilde{\lambda} \Delta_{*} \zeta_{3}+2 \mu \partial_{n n} \zeta_{3}  \tag{3.12a}\\
N_{n}\left(\zeta_{3}\right) & =(\tilde{\lambda}+2 \mu) \partial_{n} \Delta_{*} \zeta_{3}+2 \mu \partial_{s}\left(\partial_{n}+\kappa\right) \partial_{s} \zeta_{3} \tag{3.12b}
\end{align*}
$$

The mechanical interpretation of these boundary operators is that $M_{n}$ corresponds to the "Kirchhoff bending moment" and $N_{n}$ corresponds to the "Kirchhoff shear force" on the lateral side of the plate (up to constants only depending on $\lambda$ and $\mu$ ).
3.2.3. Boundary value problems for the Kirchhoff-Love generators. The $\boldsymbol{\zeta}_{*}^{k}$ and $\zeta_{3}^{k}$ are solutions of equations of the type

$$
\begin{array}{ll}
L^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{k}\right)=\boldsymbol{R}_{\mathrm{m}}^{k} \quad \text { in } \omega, & \gamma^{\mathrm{m}, 1}\left(\boldsymbol{\zeta}_{*}^{k}\right)=\gamma_{\mathrm{m}, 1}^{k}, \quad \text { and } \gamma^{\mathrm{m}, 2}\left(\boldsymbol{\zeta}_{*}^{k}\right)=\gamma_{\mathrm{m}, 2}^{k} \quad \text { on } \partial \omega \\
L^{\mathrm{b}}\left(\zeta_{3}^{k}\right)=R_{\mathrm{b}}^{k} \quad \text { in } \omega, & \gamma^{\mathrm{b}, 1}\left(\zeta_{3}^{k}\right)=\gamma_{\mathrm{b}, 1}^{k}, \quad \text { and } \gamma^{\mathrm{b}, 2}\left(\zeta_{3}^{k}\right)=\gamma_{\mathrm{b}, 2}^{k} \quad \text { on } \partial \omega \tag{3.13b}
\end{array}
$$

(see Table 8 for expressions of the right-hand sides $\boldsymbol{R}_{\mathrm{m}}^{k}$ and $R_{\mathrm{b}}^{k}$ ) where the boundary operators $\gamma^{\mathrm{m}, j}$ and $\gamma^{\mathrm{b}, j}, j=1,2$, depend on the nature of lateral boundary conditions according to Table 2.
3.2.4. Boundary data for $\zeta^{0}$. For conditions (1)-(4), the boundary data $\gamma_{\mathrm{m}, j}^{0}$ and $\gamma_{\mathrm{b}, j}^{0}, j=1,2$, are all zero, whereas for conditions (5)-8, only the membrane boundary data $\gamma_{\mathrm{m}, j}^{0}, j=1,2$, are always zero.

In the cases (5) and (7), we assume for simplicity that $\omega$ is simply connected. Then $\gamma_{\mathrm{b}, 1}^{0}$, which is the trace of $\zeta_{3}^{0}$ on $\partial \omega$, is a prescribed constant (so that $\zeta_{3}^{0}$ has a zero mean value in accordance with the orthogonality condition (2.11)) which is given by the scalar product of $R_{\mathrm{b}}^{0}$ versus the solution of a typical problem of type (3.13b). The other boundary data $\gamma_{\mathrm{b}, 2}^{0}$ is zero.

TABLE 2
Boundary operators for the Kirchhoff-Love generators.

|  | Membrane part |  | Bending part |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\gamma^{\mathrm{m}, 1}\left(\zeta_{*}\right)$ | $\gamma^{\mathrm{m}, 2}\left(\zeta_{*}\right)$ | $\gamma^{\mathrm{b}, 1}\left(\zeta_{3}\right)$ | $\gamma^{\mathrm{b}, 2}\left(\zeta_{3}\right)$ |
| (1) | $\zeta_{n}$ | $\zeta_{s}$ | $\zeta_{3}$ | $\partial_{n} \zeta_{3}$ |
| $(2)$ | $\zeta_{n}$ | $T_{s}^{\mathrm{m}}\left(\zeta_{*}\right)$ | $\zeta_{3}$ | $\partial_{n} \zeta_{3}$ |
| $(3)$ | $T_{n}^{\mathrm{m}}\left(\zeta_{*}\right)$ | $\zeta_{s}$ | $\zeta_{3}$ | $M_{n}\left(\zeta_{3}\right)$ |
| $(4)$ | $T_{n}^{\mathrm{m}}\left(\zeta_{*}\right)$ | $T_{s}^{\mathrm{m}}\left(\zeta_{*}\right)$ | $\zeta_{3}$ | $M_{n}\left(\zeta_{3}\right)$ |
| (5) | $\zeta_{n}$ | $\zeta_{s}$ | $\zeta_{3}$ | $\partial_{n} \zeta_{3}$ |
| $(6)$ | $\zeta_{n}$ | $T_{s}^{\mathrm{m}}\left(\zeta_{*}\right)$ | $\partial_{n} \zeta_{3}$ | $N_{n}\left(\zeta_{3}\right)$ |
| $(7)$ | $T_{n}^{\mathrm{m}}\left(\zeta_{*}\right)$ | $\zeta_{s}$ | $\zeta_{3}$ | $M_{n}\left(\zeta_{3}\right)$ |
| $(8)$ | $T_{n}^{\mathrm{m}}\left(\zeta_{*}\right)$ | $T_{s}^{\mathrm{m}}\left(\zeta_{*}\right)$ | $M_{n}\left(\zeta_{3}\right)$ | $N_{n}\left(\zeta_{3}\right)$ |

Table 3
Boundary data for $\boldsymbol{\zeta}^{1}$.

|  | Membrane part |  | Bending part |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\gamma_{\mathrm{m}, 1}^{1}$ | $\gamma_{\mathrm{m}, 2}^{1}$ | $\gamma_{\mathrm{b}, 1}^{1}$ | $\gamma_{\mathrm{b}, 2}^{1}$ |
| $(1)$ | $c_{1}^{(1)} \operatorname{div}_{*} \zeta_{*}^{0}$ | 0 | 0 | $c_{4}^{(1)} \Delta_{*} \zeta_{3}^{0}$ |
| $(2)$ | $c_{1}^{(2)} \operatorname{div}_{*} \zeta_{*}^{0}$ | $c_{2}^{(2)} \partial_{s} \operatorname{div}_{*} \zeta_{*}^{0}$ | 0 | $c_{4}^{(2)} \Delta_{*} \zeta_{3}^{0}$ |
| (3) | $c_{1}^{(3)} \kappa^{2} \zeta_{n}^{0}$ | 0 | 0 | $c_{4}^{(3)} \kappa^{2} \partial_{n} \zeta_{3}^{0}$ |
| (4) | $c_{1}^{(4)} \kappa \operatorname{div}_{*} \zeta_{*}^{0}$ | $c_{2}^{(4)} \partial_{s} \operatorname{div}_{*} \zeta_{*}^{0}$ | 0 | $\left(c_{4}^{(4)} \kappa^{2}+c_{5}^{(4)} \partial_{s s}\right) \partial_{n} \zeta_{3}^{0}$ |

In the cases (6) and (8) the boundary condition related to $\gamma^{\mathrm{b}, 2}=N_{n}$ is given by

$$
\begin{equation*}
N_{n}\left(\zeta_{3}^{0}\right)=\left.\frac{3}{2}\left(\int_{-1}^{+1} x_{3} f_{n} d x_{3}+g_{n}^{+}+g_{n}^{-}\right)\right|_{\partial \omega} \tag{3.14}
\end{equation*}
$$

The mechanical interpretation of the right-hand side in this relation reads that this expression has the dimension of a moment and can be understood as a prescribed moment on the lateral side of the plate, generated by $f_{n}, g_{n}^{+}$and $g_{n}^{-}$. Obviously, this right-hand side is zero, if the supports of the data $f_{n}$ and $g_{n}^{ \pm}$avoid $\bar{\Gamma}_{0}$ and $\partial \omega$, respectively. The other boundary data $\gamma_{\mathrm{b}, 1}^{0}$ is zero.
3.2.5. Boundary data for $\zeta^{1}$. For conditions (1)-(4), all the boundary data for $\boldsymbol{\zeta}^{1}$ are special traces of $\boldsymbol{\zeta}^{0}$, according to Table 3 (we recall that $\kappa$ is the curvature of $\partial \omega)$.

Here, the constants $c_{j}^{\text {(i) }}$ depend only on $\lambda$ and $\mu$ and come from typical boundary layer profiles.

In contrast to the four "clamped" lateral conditions, for the four "free" lateral conditions (5)-(8) the boundary conditions related to the membrane part $\boldsymbol{\zeta}_{*}^{1}$ are all zero, which combined with the fact that the interior right-hand side $\boldsymbol{R}_{\mathrm{m}}^{1}$ is zero, yields that $\boldsymbol{\zeta}_{*}^{1}$ is itself zero.

TABLE 4
Boundary data for $\zeta_{3}^{1}$.

|  | $\gamma_{\mathrm{b}, 1}^{1}$ | $\gamma_{\mathrm{b}, 2}^{1}$ |
| :---: | :---: | :---: |
| (5) | $\Lambda^{(5)}$ | 0 |
| (6) | 0 | $P^{(6)}\left(\zeta_{3}^{0}\right)+\kappa K^{(6)}\left(f_{n}, g_{n}^{ \pm}\right)$ |
| 7 ( | $\Lambda^{(7)}$ | $c_{4}^{(7)} L$ |
| (8) | $c_{3}^{8} \partial_{s}\left(\partial_{n}+\kappa\right) \partial_{s} \zeta_{3}^{0}$ | $P^{88}\left(\zeta_{3}^{0}\right)+\kappa K^{88}\left(f_{n}, g_{n}^{ \pm}\right)$ |

Table 5
Typical boundary layer profiles.

| Components | $\bar{\varphi}^{\mathrm{m}}$ | $\bar{\varphi}^{\mathrm{b}}$ | $\bar{\varphi}^{\mathrm{s}}$ |
| :--- | :---: | :---: | :---: |
| Normal | even | odd | 0 |
| Horizontal tangential | 0 | 0 | odd |
| Vertical | odd | even | 0 |

The traces of $\zeta_{3}^{1}$ are generically not zero: in cases (5) and (7) (and if $\omega$ is simply connected) all traces can be expressed with the help of the function

$$
\begin{equation*}
L(s)=\left.\left[-\frac{2}{3}(\tilde{\lambda}+2 \mu) \partial_{n} \Delta_{*} \zeta_{3}^{0}+\int_{-1}^{+1} x_{3} f_{n} d x_{3}+g_{n}^{+}+g_{n}^{-}\right]\right|_{\partial \omega} . \tag{3.15}
\end{equation*}
$$

In cases (6) and (8) the prescribed values of the traces involve more complicated operators. We write the boundary data for $\zeta_{3}^{1}$ in a condensed form in Table 4.

Here $\Lambda^{(5)}$ and $\Lambda^{(7)}$ are special double primitives of $L$ on $\partial \omega$. $P^{(6)}$ is a linear combination of $\partial_{s} \kappa^{2} \partial_{s},\left(\kappa \partial_{s}\right)^{2}$ and $\kappa \partial_{n} \Delta_{*}, P^{8}$ of $\kappa \partial_{n} \Delta_{*}, \partial_{s}\left(\kappa\left(\partial_{n}+\kappa\right)\right) \partial_{s}$, and $\kappa \partial_{s}\left(\partial_{n}+\kappa\right) \partial_{s}$. Finally, $K^{\circledR 6}$ and $K^{8}$ are operators preserving the support with respect to the in-plane variables.
3.3. Specific features: The first boundary layer profile. For conditions (1)-(4), the first boundary layer profile $\varphi^{1}$ can be described as a sum of three terms in tensor product form in the variables $s$ and $\left(t, x_{3}\right)$ with $t=\frac{r}{\varepsilon}$ :

$$
\begin{equation*}
\varphi^{1}=\ell^{\mathrm{m}}(s) \bar{\varphi}^{\mathrm{m}}\left(t, x_{3}\right)+\ell^{\mathrm{b}}(s) \bar{\varphi}^{\mathrm{b}}\left(t, x_{3}\right)+\ell^{\mathrm{s}}(s) \bar{\varphi}^{\mathrm{s}}\left(t, x_{3}\right) \tag{3.16}
\end{equation*}
$$

Here $\overline{\boldsymbol{\varphi}}^{\mathrm{m}}, \overline{\boldsymbol{\varphi}}^{\mathrm{b}}$, and $\overline{\boldsymbol{\varphi}}^{\mathrm{s}}$ are typical profiles only depending on the Lamé constants and whose components have special parities with respect to $x_{3}: \bar{\varphi}^{\mathrm{m}}$ is a membrane displacement whereas $\bar{\varphi}^{\mathrm{b}}$ and $\bar{\varphi}^{\mathrm{s}}$ are bending displacements; moreover, some of their components are zero, which is summarized in Table 5.

The functions $\ell$ are given as traces of $\zeta^{0}$ along the boundary $\partial \omega$ according to Table 6.

Again in contrast to the four "clamped" lateral conditions, the normal and transverse components of the first boundary layer profile $\varphi^{1}$ are always zero in the cases (5)-8). Only the in-plane tangential component $\varphi_{s}^{1}$ is generically nonzero, and it is odd with respect to $x_{3}$. This means that $\varphi^{1}$ is a bending displacement.

Table 6
Lateral traces coming up in the first boundary layer profile.

| Case | $\ell^{\mathrm{m}}$ | $\ell^{\mathrm{b}}$ | $\ell^{\mathrm{s}}$ |
| :---: | :---: | :---: | :---: |
| (1) and (2) | $\operatorname{div}_{*} \zeta_{*}^{0}$ | $\Delta_{*} \zeta_{3}^{0}$ | 0 |
| (3) | $\kappa \zeta_{n}^{0}$ | $\kappa \partial_{n} \zeta_{3}^{0}$ | 0 |
| (4) | $\operatorname{div}_{*} \zeta_{*}^{0}$ | $\kappa \partial_{n} \zeta_{3}^{0}$ | $\partial_{s}\left(\partial_{n} \zeta_{3}^{0}\right)$ |

Table 7
The first boundary layer profile.

| Case | $\ell^{\mathrm{s}}$ | $\bar{\varphi}^{\mathrm{s}}$ |
| :---: | :---: | :---: |
| (5) | $\partial_{s} \zeta_{3}^{0}$ | $\bar{\varphi}_{\text {Dir }}^{\mathrm{s}}$ |
| (6) | $\kappa \partial_{s} \zeta_{3}^{0}$ | $\bar{\varphi}_{\text {Neu }}^{\mathrm{s}}$ |
| (7) | $\partial_{s} \zeta_{3}^{0}$ | $\bar{\varphi}_{\text {Dir }}^{\mathrm{s}}$ |
| (8) | $\left(\partial_{n}+\kappa\right) \partial_{s} \zeta_{3}^{0}$ | $\bar{\varphi}_{\text {Neu }}^{\mathrm{s}}$ |

The component $\varphi_{s}^{1}$ can be written in tensor product form $\ell^{\mathrm{s}}(s) \bar{\varphi}^{\mathrm{s}}\left(t, x_{3}\right)$ according to Table 7.

Here $\bar{\varphi}_{\text {Dir }}^{\mathrm{s}}$ and $\bar{\varphi}_{\text {Neu }}^{\mathrm{s}}$ are solutions on the half strip $\mathbb{R}^{+} \times(-1,1)$ of special boundary problems for the Laplace operator; see Lemmas 6.5 and 6.7.

Note the presence of $\kappa$ in front of the traces for the hard simple support case (3) and for the sliding edge case (6) (compare also with [2] and [27], respectively): due to the possibility of reflecting the solution across any flat part of the boundary, the existence of boundary layer terms is linked to nonzero curvature.

## 4. Inner-outer expansion Ansatz.

4.1. The Ansatz. The determination of the asymptotics (3.2) can be split into two steps. The first one consists of finding all suitable power series

$$
\begin{equation*}
\underline{\boldsymbol{u}}(\varepsilon)(x) \simeq \underline{\boldsymbol{u}}^{0}(x)+\varepsilon \underline{\boldsymbol{u}}^{1}(x)+\cdots+\varepsilon^{k} \underline{\boldsymbol{u}}^{k}(x)+\cdots \tag{4.1}
\end{equation*}
$$

which solve in the sense of asymptotic expansions the interior equations (2.12a) in $\Omega$ and conditions (2.13a) of traction on the horizontal sides $\Gamma_{ \pm}$. We refer to Maz'ya, Nazarov and Plamenevskii [19, Chap. 15] for general developments relating to the structure of expansion (4.1).

We will see in what follows that all the terms in the suitable series (4.1) are strictly determined except the elliptic traces of the Kirchhoff-Love generators $\zeta^{k}$. The second step, which we will initiate in the next section, consists of finding the profiles $\boldsymbol{w}^{k}$ so that $\sum_{k} \varepsilon^{k} \boldsymbol{w}^{k}\left(r \varepsilon^{-1}, s, x_{3}\right)$ solves RefPb in $\Omega$ with zero volume force, conditions (2.13a) of zero traction, and so that the lateral boundary conditions (2.14) are satisfied by the complete Ansatz. The outcome will be that the existence of exponentially decaying profiles is subordinated to the determination of the remaining degrees of freedom in the series (4.1).
4.2. The algorithms of the outer expansion part. This section is devoted to the construction of the most general power series (4.1) solving (2.12a)-(2.13a). Let us introduce the two operators $A$ and $B$ which associate with a displacement $\boldsymbol{u}$ in $\Omega$,
a volume force in $\Omega$, and tractions on the horizontal sides on $\Gamma_{ \pm}$according to

$$
\begin{aligned}
& A \boldsymbol{u}=\left(2 \mu \partial_{3} e_{\alpha 3}(\boldsymbol{u})+\lambda \partial_{\alpha 3} u_{3},(\lambda+2 \mu) \partial_{33} u_{3} ;\left.2 \mu e_{\alpha 3}(\boldsymbol{u})\right|_{\Gamma_{ \pm}},\left.(\lambda+2 \mu) \partial_{3} u_{3}\right|_{\Gamma_{ \pm}}\right) \\
& B \boldsymbol{u}=\left((\lambda+\mu) \partial_{\alpha} \operatorname{div}_{*} \boldsymbol{u}_{*}+\mu \Delta_{*} u_{\alpha}, \lambda \partial_{3} \operatorname{div}_{*} \boldsymbol{u}_{*}+2 \mu \partial_{\beta} e_{\beta 3}(\boldsymbol{u}) ;\left.0\right|_{\Gamma_{ \pm}},\left.\lambda \operatorname{div}_{*} \boldsymbol{u}_{*}\right|_{\Gamma_{ \pm}}\right)
\end{aligned}
$$

the first group of arguments being the in-plane volume forces, the second, the transverse volume force, and similarly for the tractions. Solving (2.12a)-(2.13a) by a power series (4.1) is equivalent to solving the system of equations

$$
\left\{\begin{array}{lll}
A \underline{\boldsymbol{u}}^{k} & =0 & \text { for } k=0,1,  \tag{4.2}\\
A \underline{u}^{2}+B \underline{\boldsymbol{u}}^{0} & =\left(-f_{\alpha}, 0 ;\left.g_{\alpha}^{ \pm}\right|_{\Gamma_{ \pm}},\left.0\right|_{\Gamma_{ \pm}}\right), & \\
A \underline{\boldsymbol{u}}^{4}+B \underline{\boldsymbol{u}}^{2} & =\left(0,-f_{3} ;\left.0\right|_{\Gamma_{ \pm}},\left.g_{3}^{ \pm}\right|_{\Gamma_{ \pm}}\right), & \\
A \underline{\boldsymbol{u}}^{k}+B \underline{\boldsymbol{u}}^{k-2}=0 & \text { for } k=3 \text { and } k \geq 5
\end{array}\right.
$$

It is well known that the solutions of the problem $\boldsymbol{A} \underline{\boldsymbol{u}}=0$ are the Kirchhoff-Love displacements. Thus $\underline{\boldsymbol{u}}^{0}=\boldsymbol{u}_{\mathrm{KL}}^{0}$ and $\underline{\boldsymbol{u}}^{1}=\boldsymbol{u}_{\mathrm{KL}}^{1}$, with generators $\boldsymbol{\zeta}^{0}$ and $\boldsymbol{\zeta}^{1}$.

In order to solve the series of equations of odd order $A \underline{\boldsymbol{u}}^{k}+B \underline{\boldsymbol{u}}^{k-2}=0$, let us introduce the operator $V$.

DEFINITION 4.1. The operator $V: \boldsymbol{\zeta} \mapsto V \boldsymbol{\zeta}$ is defined from $\mathcal{C}^{\infty}(\bar{\omega})^{3}$ into $\mathcal{C}^{\infty}(\bar{\Omega})^{3}$ by

$$
\begin{align*}
(V \boldsymbol{\zeta})_{\alpha} & =\bar{p}_{2} \partial_{\alpha} \operatorname{div}_{*} \boldsymbol{\zeta}_{*}+\bar{p}_{3} \partial_{\alpha} \Delta_{*} \zeta_{3} \\
(V \boldsymbol{\zeta})_{3} & =\bar{p}_{1} \operatorname{div}_{*} \boldsymbol{\zeta}_{*}+\bar{p}_{2} \Delta_{*} \zeta_{3} \tag{4.3}
\end{align*}
$$

with $\bar{p}_{j}$ for $j=1,2,3$ the polynomials in the variable $x_{3}$ of degrees $j$ defined as

$$
\begin{gather*}
\bar{p}_{1}\left(x_{3}\right)=-\frac{\tilde{\lambda}}{2 \mu} x_{3}, \quad \bar{p}_{2}\left(x_{3}\right)=\frac{\tilde{\lambda}}{4 \mu}\left(x_{3}^{2}-\frac{1}{3}\right),  \tag{4.4}\\
\bar{p}_{3}\left(x_{3}\right)=\frac{1}{12 \mu}\left((\tilde{\lambda}+4 \mu) x_{3}^{3}-(5 \tilde{\lambda}+12 \mu) x_{3}\right)
\end{gather*}
$$

Here $\tilde{\lambda}$ still denotes the "homogenized" Lamé coefficient $2 \lambda \mu(\lambda+2 \mu)^{-1}$.
With $L^{\mathrm{m}}$ the membrane operator (3.8), direct computations yield the following lemma.

Lemma 4.2. Let $\boldsymbol{\zeta}$ belong to $\mathcal{C}^{\infty}(\bar{\omega})^{3}$ and let $\boldsymbol{u}_{\mathrm{KL}}$ be the associated Kirchhoff-Love displacement. Then the field V $\boldsymbol{\zeta}$ is the unique solution with zero mean values on each fiber $x_{*} \times(-1,1)$ of the problem

$$
\begin{equation*}
A(V \boldsymbol{\zeta})+B\left(\boldsymbol{u}_{\mathrm{KL}}\right)=\left(L^{\mathrm{m}} \boldsymbol{\zeta}_{*}, 0 ;\left.0\right|_{\Gamma_{ \pm}},\left.0\right|_{\Gamma_{ \pm}}\right) \tag{4.5}
\end{equation*}
$$

Then, if $L^{\mathrm{m}} \boldsymbol{\zeta}_{*}^{1}=0$, we can take $\underline{\boldsymbol{u}}^{3}=\boldsymbol{u}_{\mathrm{KL}}^{3}+V \boldsymbol{\zeta}^{1}$. In order to proceed, we remark that each component of $B(V \boldsymbol{\zeta})$ can be split into two parts, both of them being the product of a polynomial in $x_{3}$ and of $\Delta_{*} \operatorname{div}_{*} \boldsymbol{\zeta}_{*}$ or $\Delta_{*}^{2} \zeta_{3}$, or a derivative of these
expressions. With the bending operator (3.11) we easily obtain that if $L^{\mathrm{m}} \boldsymbol{\zeta}_{*}$ and $L^{\mathrm{b}} \zeta_{3}$ are zero, then $B(V \boldsymbol{\zeta})$ is zero, too. Thus, the odd part of the outer Ansatz is solved, since we obtain by an induction argument the following proposition.

Proposition 4.3. For any $k=1,3,5, \ldots$ let $\boldsymbol{\zeta}^{k}$ be such that $L^{\mathrm{m}} \boldsymbol{\zeta}_{*}^{k}=0$ and $L^{\mathrm{b}} \zeta_{3}^{k}=0$. Then, setting for $k=3,5, \ldots$

$$
\underline{\boldsymbol{u}}^{k}=\boldsymbol{u}_{\mathrm{KL}}^{k}+V \boldsymbol{\zeta}^{k-2},
$$

we obtain all the solutions of the odd order equations in system (4.2).
Let us consider now the equations of even order. The operator $A$ is block triangular and its diagonal is made of ordinary Neumann problems on the interval $(-1,1)$. So actually, in order to have solvability for these problems, compatibility conditions are required on the right-hand sides. Conversely, if the problems are solvable, the solutions are uniquely determined if we require that they have a mean value zero on each fiber $x_{*} \times(-1,1)$ with $x_{*} \in \bar{\omega}$.

With $\underline{\boldsymbol{u}}^{0}=\boldsymbol{u}_{\mathrm{KL}}^{0}$, we will find $\underline{\boldsymbol{u}}^{2}$ being of the form $\boldsymbol{u}_{\mathrm{KL}}^{2}+V \boldsymbol{\zeta}^{0}+G\left(\boldsymbol{f}, \boldsymbol{g}^{ \pm}\right)$, where $G$ is another solution operator. But prior to this, we need two sorts of primitives of an integrable function $u$ on the interval $(-1,+1)$.

Notation 4.4. Let us introduce the following:

- the primitive of $u$ with zero mean value on $(-1,+1)$

$$
\oint^{x_{3}} u d y_{3}:=\int_{-1}^{x_{3}} u\left(y_{3}\right) d y_{3}-\frac{1}{2} \int_{-1}^{+1} \int_{-1}^{z_{3}} u\left(y_{3}\right) d y_{3} d z_{3}
$$

- the primitive of $u$ which vanishes in -1 and 1 if $u$ has a zero mean value on $(-1,+1)$ and which is even, respectively, odd, if $u$ is odd, respectively, even

$$
f^{y_{3}} u d z_{3}:=\frac{1}{2}\left(\int_{-1}^{y_{3}} u\left(z_{3}\right) d z_{3}-\int_{y_{3}}^{+1} u\left(z_{3}\right) d z_{3}\right)
$$

DEFINITION 4.5. The operator $G:\left(\boldsymbol{f}, \boldsymbol{g}^{ \pm}\right) \mapsto G\left(\boldsymbol{f}, \boldsymbol{g}^{ \pm}\right)$is defined from $\mathcal{C}^{\infty}(\bar{\Omega})^{3} \times$ $\mathcal{C}^{\infty}(\bar{\omega})^{6}$ into $\mathcal{C}^{\infty}(\bar{\Omega})^{3}$ by

$$
\left\{\begin{aligned}
\left(G\left(\boldsymbol{f}, \boldsymbol{g}^{ \pm}\right)\right)_{3} & =0 \\
\left(G\left(\boldsymbol{f}, \boldsymbol{g}^{ \pm}\right)\right)_{\alpha} & =\frac{1}{2 \mu} \oint^{x_{3}}\left[-2 f^{y_{3}} f_{\alpha}+\left(g_{\alpha}^{+}-g_{\alpha}^{-}+\int_{-1}^{+1} f_{\alpha}\right) y_{3}+g_{\alpha}^{+}+g_{\alpha}^{-}\right] d y_{3}
\end{aligned}\right.
$$

The reason for the introduction of $G$ is as follows.
LEMMA 4.6. For any $\left(\boldsymbol{f}, \boldsymbol{g}^{ \pm}\right) \in \mathcal{C}^{\infty}(\bar{\Omega})^{3} \times \mathcal{C}^{\infty}(\bar{\omega})^{6}, G\left(\boldsymbol{f}, \boldsymbol{g}^{ \pm}\right)$is the unique solution with zero mean values on each fiber $x_{*} \times(-1,1)$ of the problem

$$
A\left(G\left(\boldsymbol{f}, \boldsymbol{g}^{ \pm}\right)\right)=\left(-f_{\alpha}+\frac{1}{2}\left[\int_{-1}^{+1} f_{\alpha} d x_{3}+g_{\alpha}^{+}-g_{\alpha}^{-}\right], 0 ;\left.g_{\alpha}^{ \pm}\right|_{\Gamma_{ \pm}},\left.0\right|_{\Gamma_{ \pm}}\right)
$$

Now, we can see that if we set

$$
\begin{equation*}
\boldsymbol{R}_{\mathrm{m}}^{0}\left(x_{*}\right)=-\frac{1}{2}\left[\int_{-1}^{+1} \boldsymbol{f}_{*}\left(x_{*}, x_{3}\right) d x_{3}+\boldsymbol{g}_{*}^{+}\left(x_{*}\right)-\boldsymbol{g}_{*}^{-}\left(x_{*}\right)\right] \tag{4.6}
\end{equation*}
$$

for any $\boldsymbol{\zeta}_{*}^{0}$ satisfying the membrane equation $L^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{0}\right)=\boldsymbol{R}_{\mathrm{m}}^{0}$, the displacement $\underline{\boldsymbol{u}}^{2}=$ $\boldsymbol{u}_{\mathrm{KL}}^{2}+V \boldsymbol{\zeta}^{0}+G\left(\boldsymbol{f}, \boldsymbol{g}^{ \pm}\right)$solves the equation of order $k=2$ of system (4.2). We denote by $\boldsymbol{v}^{2}=V \boldsymbol{\zeta}^{0}+G$ its part with zero mean values on each fiber $x_{*} \times(-1,1)$.

In order to go further in solving the even part of the Ansatz, we are going to introduce a residual operator $F=\left(F_{*}, F_{3}\right)$ and a new solution operator $W$.

Definition 4.7. (i) The operator $F: \boldsymbol{v} \mapsto F \boldsymbol{v}=\left(F_{*} \boldsymbol{v}, F_{3} \boldsymbol{v}\right)$ is defined from $\mathcal{C}^{\infty}(\bar{\Omega})^{3}$ into $\mathcal{C}^{\infty}(\bar{\omega})^{3}$ by

$$
\left\{\begin{aligned}
F_{3} \boldsymbol{v} & =\mu \int_{-1}^{+1} \partial_{\beta} e_{\beta 3}(\boldsymbol{v}) d y_{3} \\
F_{\alpha} \boldsymbol{v} & =\frac{\tilde{\lambda}}{2} \int_{-1}^{+1} f^{y_{3}} \partial_{\alpha \beta} e_{\beta 3}(\boldsymbol{v}) d z_{3} d y_{3}
\end{aligned}\right.
$$

(ii) The operator $W: \boldsymbol{v} \mapsto W \boldsymbol{v}$ is defined from $\mathcal{C}^{\infty}(\bar{\Omega})^{3}$ into itself by

$$
\left\{\begin{aligned}
W_{3} \boldsymbol{v} & =-\oint^{x_{3}}\left(\frac{\tilde{\lambda}}{2 \mu} \operatorname{div}_{*} \boldsymbol{v}_{*}+\frac{\tilde{\lambda}}{\lambda} f^{y_{3}} \partial_{\beta} e_{\beta 3}(\boldsymbol{v})\right) d y_{3} \\
W_{\alpha} \boldsymbol{v} & =-\oint^{x_{3}}\left(\partial_{\alpha} W_{3} \boldsymbol{v}+f^{y_{3}}\left(\frac{\lambda}{\mu} \partial_{\alpha 3} W_{3} \boldsymbol{v}+\frac{\lambda+\mu}{\mu} \partial_{\alpha} \operatorname{div}_{*} \boldsymbol{v}_{*}+\Delta_{*} v_{\alpha}\right)\right) d y_{3}
\end{aligned}\right.
$$

With these operators, we can prove the following lemma.
Lemma 4.8. Let $\boldsymbol{v}$ in $\mathcal{C}^{\infty}(\bar{\Omega})^{3}$ be a displacement field with zero mean values on each fiber $x_{*} \times(-1,1), x_{*} \in \bar{\omega}$. Then $W \boldsymbol{v}$ has also zero mean values on each fiber $x_{*} \times(-1,1)$ and solves the problem

$$
A(W \boldsymbol{v})+B(\boldsymbol{v})=\left(0,0 ; \pm\left. F_{*}(\boldsymbol{v})\right|_{\Gamma_{ \pm}},\left.\mp F_{3}(\boldsymbol{v})\right|_{\Gamma_{ \pm}}\right)
$$

Now, it is natural to search for $\underline{\boldsymbol{u}}^{4}$ with the form $\boldsymbol{u}_{\mathrm{KL}}^{4}+V \boldsymbol{\zeta}^{2}+W\left(V \boldsymbol{\zeta}^{0}+G\right)+H$. In view of Lemmas 4.2 and 4.8, with such an Ansatz, $H$ has to solve the problem

$$
\begin{equation*}
A H=\left(-L^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{2}\right),-f_{3} ;\left.\mp F_{*}\left(V \boldsymbol{\zeta}^{0}+G\right)\right|_{\Gamma_{ \pm}}, g_{3}^{ \pm} \pm\left. F_{3}\left(V \boldsymbol{\zeta}^{0}+G\right)\right|_{\Gamma_{ \pm}}\right) \tag{4.7}
\end{equation*}
$$

Thus, it is important to have more information about $F\left(V \boldsymbol{\zeta}^{0}+G\right)$. It is not difficult to check, as seen below.

Lemma 4.9. For all $\boldsymbol{\zeta}$ in $\mathcal{C}^{\infty}(\bar{\omega})^{3}$ we have

$$
F_{*}(V \boldsymbol{\zeta})=0 \quad \text { and } \quad F_{3}(V \boldsymbol{\zeta})=-\frac{1}{3} L^{\mathrm{b}} \zeta_{3}
$$

Moreover, we have

$$
\begin{equation*}
F_{3}(G)=\frac{1}{2} \operatorname{div}_{*}\left[\int_{-1}^{+1} x_{3} \boldsymbol{f}_{*} d x_{3}+\boldsymbol{g}_{*}^{+}+\boldsymbol{g}_{*}^{-}\right] \tag{4.8}
\end{equation*}
$$

Then there holds the following lemma.
Lemma 4.10. Let $R_{\mathrm{b}}^{0}$ be defined as

$$
\begin{equation*}
R_{\mathrm{b}}^{0}=\frac{3}{2}\left[\int_{-1}^{+1} f_{3} d x_{3}+g_{3}^{+}-g_{3}^{-}+\operatorname{div}_{*}\left(\int_{-1}^{+1} x_{3} \boldsymbol{f}_{*} d x_{3}+\boldsymbol{g}_{*}^{+}+\boldsymbol{g}_{*}^{-}\right)\right] \tag{4.9}
\end{equation*}
$$

and $\boldsymbol{R}_{\mathrm{m}}^{2}$ be defined as

$$
\begin{equation*}
\boldsymbol{R}_{\mathrm{m}}^{2}=F_{*}(G)-\frac{\tilde{\lambda}}{4 \mu} \nabla_{*}\left[\int_{-1}^{+1} x_{3} f_{3} d x_{3}+g_{3}^{+}+g_{3}^{-}\right] \tag{4.10}
\end{equation*}
$$

Table 8
Algorithm formulas.

| $k$ | $\underline{u}^{k}$ | $\boldsymbol{v}^{k}$ | $\boldsymbol{y}^{k-2}$ | $\boldsymbol{R}_{\mathrm{m}}^{k}$ | $R_{\mathrm{b}}^{k}$ |
| ---: | :--- | :--- | :--- | :---: | :---: |
| 0 | $\boldsymbol{u}_{\mathrm{KL}}^{0}$ | - | - | $\boldsymbol{R}_{\mathrm{m}}^{0}$ | $R_{\mathrm{b}}^{0}$ |
| 2 | $\boldsymbol{u}_{\mathrm{KL}}^{2}+\boldsymbol{v}^{2}$ | $V \boldsymbol{\zeta}^{0}+\boldsymbol{y}^{0}$ | $G$ | $\boldsymbol{R}_{\mathrm{m}}^{2}$ | $3 F_{3}\left(W \boldsymbol{v}^{2}+H\right)$ |
| 4 | $\boldsymbol{u}_{\mathrm{KL}}^{4}+\boldsymbol{v}^{4}$ | $V \boldsymbol{\zeta}^{2}+\boldsymbol{y}^{2}$ | $W \boldsymbol{v}^{2}+H$ | $F_{*} \boldsymbol{v}^{4}$ | $3 F_{3}\left(W \boldsymbol{v}^{4}+Y \boldsymbol{\zeta}_{*}^{4}\right)$ |
| $2 \ell+2$ | $u_{\mathrm{KL}}^{2 \ell+2}+\boldsymbol{v}^{2 \ell+2}$ | $V \boldsymbol{\zeta}^{2 \ell}+\boldsymbol{y}^{2 \ell}$ | $W \boldsymbol{v}^{2 \ell}+Y \boldsymbol{\zeta}_{*}^{2 \ell}$ | $F_{*} \boldsymbol{v}^{2 \ell+2}$ | $3 F_{3}\left(W \boldsymbol{v}^{2 \ell+2}+Y \boldsymbol{\zeta}_{*}^{2 \ell+2}\right)$ |
| 1 | $\boldsymbol{u}_{\mathrm{KL}}^{1}$ | - | - | 0 | 0 |
| $2 \ell+1$ | $u_{\mathrm{KL}}^{2 \ell+1}+\boldsymbol{v}^{2 \ell+1}$ | $V \boldsymbol{\zeta}^{2 \ell-1}$ | - | 0 | 0 |

If there hold $L^{\mathrm{b}}\left(\zeta_{3}^{0}\right)=R_{\mathrm{b}}^{0}$ and $L^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{2}\right)=\boldsymbol{R}_{\mathrm{m}}^{2}$, then (4.7) admits a unique solution $H=H\left(\boldsymbol{f}, \boldsymbol{g}^{ \pm}\right)$with zero mean values on each fiber $x_{*} \times(-1,1)$ which is given by

$$
\left\{\begin{aligned}
H_{3} & =\frac{1}{2(\lambda+2 \mu)} \oint^{x_{3}}\left[\left(-2 f^{y_{3}} f_{3}\right)+g_{3}^{+}+g_{3}^{-}\right] d y_{3} \\
H_{\alpha} & =-\oint^{x_{3}}\left[\partial_{\alpha} H_{3}+\frac{1}{\mu} y_{3} F_{*}(G)+\frac{\lambda}{\mu} f^{y_{3}}\left\{\partial_{\alpha 3} H_{3}-\frac{1}{2} \int_{-1}^{+1} \partial_{\alpha 3} H_{3} d z_{3}\right\}\right] d y_{3}
\end{aligned}\right.
$$

Thus, we have found $\underline{\boldsymbol{u}}^{4}$ as $\boldsymbol{u}_{\mathrm{KL}}^{4}+\boldsymbol{v}^{4}$, where $\boldsymbol{v}^{4}$ has zero mean values on each fiber $x_{*} \times(-1,1): \boldsymbol{v}^{4}$ is given by $V \boldsymbol{\zeta}^{2}+W\left(V \boldsymbol{\zeta}^{0}+G\right)+H=V \boldsymbol{\zeta}^{2}+W \boldsymbol{v}^{2}+H$.

Next, we search for a $\underline{\boldsymbol{u}}^{6}$ with the form $\boldsymbol{u}_{\mathrm{KL}}^{6}+V \boldsymbol{\zeta}^{4}+W \boldsymbol{v}^{4}+Y$. In view of Lemmas 4.2 and 4.8, with such an Ansatz, $Y$ has to solve the problem

$$
\begin{equation*}
A Y=\left(-L^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{4}\right), 0 ;\left.\mp F_{*}\left(\boldsymbol{v}^{4}\right)\right|_{\Gamma_{ \pm}}, \pm\left. F_{3}\left(\boldsymbol{v}^{4}\right)\right|_{\Gamma_{ \pm}}\right) \tag{4.11}
\end{equation*}
$$

This problem is solvable if (i) $F_{3}\left(\boldsymbol{v}^{4}\right)$ is zero, which holds true if $L^{\mathrm{b}} \zeta_{3}^{2}=3 F_{3}\left(W \boldsymbol{v}^{2}+H\right)$,
(ii) $L^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{4}\right)=F_{*}\left(\boldsymbol{v}^{4}\right)$, compare Lemma 4.10.

Then $Y=Y\left(\boldsymbol{\zeta}_{*}^{4}\right)$ solves (4.11), with the solution operator $Y$ defined as follows.
Definition 4.11. For $\boldsymbol{\zeta}_{*} \in \mathcal{C}^{\infty}(\bar{\omega})^{2}, Y=Y\left(\boldsymbol{\zeta}_{*}\right)$ is defined as

$$
Y_{3}=0 \quad \text { and } \quad Y_{*}=-2 \tilde{\lambda}^{-1} \bar{p}_{2} L^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}\right)
$$

From now on, the solution of (4.2) is self-similar. Summarizing, we obtain by induction that every expansion (4.1) solving (2.12a)-(2.13a) can be described according to Table 8, where $G$ and $H$ are a condensed notation for $G\left(\boldsymbol{f}, \boldsymbol{g}^{ \pm}\right)$and $H\left(\boldsymbol{f}, \boldsymbol{g}^{ \pm}\right)$, respectively, and $\boldsymbol{R}_{\mathrm{m}}^{k}$ and $R_{\mathrm{b}}^{k}$ are the prescribed values for $L^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{k}\right)$ and $L^{\mathrm{b}}\left(\zeta_{3}^{k}\right)$, respectively (note that $\boldsymbol{R}_{\mathrm{m}}^{0}, \boldsymbol{R}_{\mathrm{m}}^{2}$, and $R_{\mathrm{b}}^{0}$ are defined in (4.6), (4.10), and (4.9)).

Here the even order terms and the odd order ones are independent from each other. We will see later on that they are connected by the lateral boundary conditions via the boundary layer terms. We emphasize that each term $\underline{\boldsymbol{u}}^{k}$ in the algorithm is the sum of two terms $\underline{\boldsymbol{u}}^{k}=\boldsymbol{u}_{\mathrm{KL}}^{k}+\boldsymbol{v}^{k}$ with $\boldsymbol{u}_{\mathrm{KL}}^{k}$ representing the general solution of homogeneous Neumann problems for ordinary differential equations over each fiber $x_{*} \times(-1,1)$ and $\boldsymbol{v}^{k}$ being particular solutions of inhomogeneous ordinary Neumann problems across the thickness with mean value zero.
4.3. Formulas for the determined part of the displacements. The formulas in Table 8 giving the $\boldsymbol{v}^{k}$ yield in a straightforward way that

$$
\begin{align*}
\boldsymbol{v}^{2 k+1}= & V \boldsymbol{\zeta}^{2 k-1} \\
\boldsymbol{v}^{2 k+2}= & \sum_{\ell=0}^{k} W^{\ell} \circ V \boldsymbol{\zeta}^{2(k-\ell)}+\sum_{\ell=0}^{k-2} W^{\ell} \circ Y \boldsymbol{\zeta}_{*}^{2(k-\ell)}  \tag{4.12}\\
& +W^{k} \circ G\left(\boldsymbol{f}, \boldsymbol{g}^{ \pm}\right)+W^{k-1} \circ H\left(\boldsymbol{f}, \boldsymbol{g}^{ \pm}\right)
\end{align*}
$$

with the convention that $W^{-1}=0$ and $W^{0}=\mathrm{Id}$.
Using the definitions of $V$ and $W$, we can prove the following.
Lemma 4.12. For $\ell=0,1, \ldots$, we have the following formulas for the iterates $W^{\ell} \circ V$ :

$$
\begin{align*}
\left(W^{\ell} \circ V \boldsymbol{\zeta}\right)_{\alpha} & =\bar{r}_{2 \ell+2} \partial_{\alpha} \Delta_{*}^{\ell} \operatorname{div}_{*} \boldsymbol{\zeta}_{*}+\bar{r}_{2 \ell+3} \partial_{\alpha} \Delta_{*}^{\ell+1} \zeta_{3} \\
\left(W^{\ell} \circ V \boldsymbol{\zeta}\right)_{3} & =\bar{q}_{2 \ell+1} \Delta_{*}^{\ell} \operatorname{div}_{*} \boldsymbol{\zeta}_{*}+\bar{q}_{2 \ell+2} \Delta_{*}^{\ell+1} \zeta_{3} \tag{4.13}
\end{align*}
$$

with $\bar{q}_{j}, \bar{r}_{j}$ the polynomials in the variable $x_{3}$ of degrees $j$ and of parities $j$ defined recursively as

$$
\bar{q}_{1}=\bar{p}_{1}, \quad \bar{q}_{2}=\bar{p}_{2}, \quad \bar{r}_{2}=\bar{p}_{2}, \quad \bar{r}_{3}=\bar{p}_{3},
$$

with $\bar{p}_{j}$ for $j=1,2,3$, the polynomials defined in (4.4), and

$$
\begin{array}{lll}
\bar{q}_{j}\left(x_{3}\right)=-\oint^{x_{3}}\left(\frac{\tilde{\lambda}}{2 \mu} \bar{r}_{j-1}+\frac{\tilde{\lambda}}{2 \lambda} f^{y_{3}}\left(\bar{q}_{j-2}+\bar{r}_{j-1}^{\prime}\right)\right) d y_{3} & \text { for } j \geq 3,  \tag{4.14}\\
\bar{r}_{j}\left(x_{3}\right)=-\oint^{x_{3}}\left(\bar{q}_{j-1}+f^{y_{3}}\left(\frac{\lambda}{\mu} \bar{q}_{j-1}^{\prime}+\frac{\lambda+2 \mu}{\mu} \bar{r}_{j-2}\right)\right) d y_{3}, & \text { for } j \geq 4 .
\end{array}
$$

Similarly, using the definition of $Y$, we are able to show the following lemma.
Lemma 4.13. For $\ell=0,1, \ldots$, we have the following formulas for the iterates $W^{\ell} \circ Y$ :

$$
\begin{align*}
\left(W^{\ell} \circ Y \boldsymbol{\zeta}_{*}\right)_{\alpha} & =\bar{s}_{2 \ell+2} \partial_{\alpha} \Delta_{*}^{\ell} \operatorname{div}_{*} \boldsymbol{\zeta}_{*}+\bar{t}_{2 \ell+2} \Delta_{*}^{\ell+1} \zeta_{\alpha} \\
\left(W^{\ell} \circ Y \boldsymbol{\zeta}_{*}\right)_{3} & =\bar{s}_{2 \ell+1} \Delta_{*}^{\ell} \operatorname{div}_{*} \boldsymbol{\zeta}_{*} \tag{4.15}
\end{align*}
$$

with $\bar{s}_{j}$ and $\bar{t}_{j}$ the polynomials in the variable $x_{3}$ of degrees $j$ and of parities $j$ defined recursively as

$$
\bar{s}_{1}=0, \quad \bar{s}_{2}=-\frac{\lambda+2 \mu}{\lambda} \bar{p}_{2} \quad \text { and } \quad \bar{t}_{2}=-\frac{3 \lambda+2 \mu}{\lambda} \bar{p}_{2}
$$

with $\bar{p}_{2}$ given in (4.4), and for $\ell \geq 1$

$$
\begin{aligned}
\bar{s}_{2 \ell+1}\left(x_{3}\right) & =-\oint^{x_{3}}\left(\frac{\tilde{\lambda}}{2 \mu}\left(\bar{s}_{2 \ell}+\bar{t}_{2 \ell}\right)+\frac{\tilde{\lambda}}{2 \lambda} f^{y_{3}}\left(\bar{s}_{2 \ell-1}+\bar{s}_{2 \ell}^{\prime}+\bar{t}_{2 \ell}^{\prime}\right)\right) d y_{3} \\
\bar{s}_{2 \ell+2}\left(x_{3}\right) & =-\oint^{x_{3}}\left(\bar{s}_{2 \ell+1}+f^{y_{3}}\left(\frac{\lambda}{\mu} \bar{s}_{2 \ell+1}^{\prime}+\frac{\lambda+\mu}{\mu}\left(\bar{s}_{2 \ell}+\bar{t}_{2 \ell}\right)+\bar{s}_{2 \ell}\right)\right) d y_{3} \\
\bar{t}_{2 \ell+2}\left(x_{3}\right) & =-\oint^{x_{3}}\left(f^{y_{3}} \bar{t}_{2 \ell}\right) d y_{3}
\end{aligned}
$$

Condensing $G\left(\boldsymbol{f}, \boldsymbol{g}^{ \pm}\right)$into $G$ and $H\left(\boldsymbol{f}, \boldsymbol{g}^{ \pm}\right)$into $H$, we obtain the following formulas for the first $\boldsymbol{v}^{k}$ ( $k$ even):

$$
\begin{gather*}
v_{\alpha}^{2}=\bar{p}_{2} \partial_{\alpha} \operatorname{div}_{*} \zeta_{*}^{0}+\bar{p}_{3} \partial_{\alpha} \Delta_{*} \zeta_{3}^{0}+G_{\alpha},  \tag{4.17}\\
v_{3}^{2}=\bar{p}_{1} \operatorname{div}_{*} \zeta_{*}^{0}+\bar{p}_{2} \Delta_{*} \zeta_{3}^{0}, \\
v_{\alpha}^{4}=\bar{p}_{2} \partial_{\alpha} \operatorname{div}_{*} \zeta_{*}^{2}+\bar{p}_{3} \partial_{\alpha} \Delta_{*} \zeta_{3}^{2}+\bar{r}_{4} \partial_{\alpha} \Delta_{*} \operatorname{div}_{*} \zeta_{*}^{0}+\bar{r}_{5} \partial_{\alpha} \Delta_{*}^{2} \zeta_{3}^{0}+(W G+H)_{\alpha},  \tag{4.18}\\
v_{3}^{4}=\bar{p}_{1} \operatorname{div}_{*} \zeta_{*}^{2}+\bar{p}_{2} \Delta_{*} \zeta_{3}^{2}+\bar{q}_{3} \Delta_{*} \operatorname{div}_{*} \zeta_{*}^{0}+\bar{q}_{4} \Delta_{*}^{2} \zeta_{3}^{0}+(W G+H)_{3} .
\end{gather*}
$$

5. The principles of construction of the inner expansion part. After the construction of the most general power series (4.1) solving (2.12a)-(2.13a), we see that the only remaining degrees of freedom can be given by traces of the Kirchhoff-Love generators $\boldsymbol{\zeta}^{k}$. As will be investigated for each case in particular, complementing traces of the Kirchhoff-Love generators $\boldsymbol{\zeta}^{k}$ can be determined along with the computation of the boundary layer terms $\boldsymbol{w}^{k}$.

The boundary layer Ansatz, namely $\sum_{k \geq 1} \varepsilon^{k} \boldsymbol{w}^{k}$, must satisfy the equations (2.12a) inside $\Omega$ with vanishing right-hand side and the boundary conditions (2.13a) of zero traction on the horizontal faces of $\Omega$, and must compensate for the lateral boundary conditions of the power series $\sum_{k>0} \varepsilon^{k} \underline{u}^{k}$ so that the lateral boundary conditions (2.14) are fulfilled. We present in this section some common features of all problems.

### 5.1. The equations of the inner expansion.

5.1.1. Lateral boundary conditions. In order to obtain the relations which have to be satisfied by the inner part of the expansion, we evaluate the boundary conditions for a displacement $\boldsymbol{u}$ of the form

$$
\begin{equation*}
\boldsymbol{u}(\varepsilon)(x)=\underline{\boldsymbol{u}}(x)+\left(\boldsymbol{\varphi}_{*}, \varepsilon \varphi_{3}\right)\left(\frac{r}{\varepsilon}, s, x_{3}\right), \tag{5.1}
\end{equation*}
$$

where $\underline{\boldsymbol{u}}=\sum_{k \geq 0} \varepsilon^{k} \underline{\boldsymbol{u}}^{k}$ and $\varphi=\sum_{k \geq 1} \varepsilon^{k} \boldsymbol{\varphi}^{k}$. The form of the boundary layer term ( $\varphi_{*}, \varepsilon \varphi_{3}$ ) is related to the covariant nature of displacements: indeed we return with $\boldsymbol{\varphi}$ to the homogeneity of the original unknown $\boldsymbol{u}^{\varepsilon}$. We denote by $\varphi_{t}$ the normal component of $\varphi$.

For $\boldsymbol{u}$ of the form (5.1), the formulas for the lateral Dirichlet conditions are obvious, and the lateral Neumann conditions can be written with the help of the following boundary operators acting on the profiles $\varphi$ :

$$
\begin{array}{ll}
T_{t}^{(0)}(\boldsymbol{\varphi})=\lambda \partial_{3} \varphi_{3}+(\lambda+2 \mu) \partial_{t} \varphi_{t}, & T_{t}^{(1)}(\boldsymbol{\varphi})=\lambda\left(\partial_{s} \varphi_{s}-\frac{1}{R} \varphi_{t}\right), \\
T_{s}^{(0)}(\boldsymbol{\varphi})=\mu \partial_{t} \varphi_{s}, & T_{s}^{(1)}(\boldsymbol{\varphi})=\mu\left(\partial_{s} \varphi_{t}+\frac{2}{R} \varphi_{s}\right),  \tag{5.2}\\
T_{3}^{(0)}(\boldsymbol{\varphi})=\mu\left(\partial_{t} \varphi_{3}+\partial_{3} \varphi_{t}\right) . &
\end{array}
$$

Thus, we can write the components of the lateral traction (cf. (2.15a)) as

$$
\begin{align*}
& T_{n}(\varepsilon)=\varepsilon T_{t}^{(0)}(\boldsymbol{\varphi})+\varepsilon^{2} T_{t}^{(1)}(\boldsymbol{\varphi})+\lambda \partial_{3} \underline{u}_{3}+\varepsilon^{2}\left(\lambda \operatorname{div}_{*} \underline{\boldsymbol{u}}_{*}+2 \mu \partial_{n} \underline{u}_{n}\right),  \tag{5.3a}\\
& T_{s}(\varepsilon)=\varepsilon T_{s}^{(0)}(\boldsymbol{\varphi})+\varepsilon^{2} T_{s}^{(1)}(\boldsymbol{\varphi})+\varepsilon^{2} \mu\left(\partial_{s} \underline{u}_{n}+\partial_{n} \underline{u}_{s}+\frac{2}{R} \underline{u}_{s}\right),  \tag{5.3b}\\
& T_{3}(\varepsilon)=T_{3}^{(0)}(\boldsymbol{\varphi})+\mu\left(\partial_{n} \underline{u}_{3}+\partial_{3} \underline{u}_{n}\right) . \tag{5.3c}
\end{align*}
$$

5.1.2. Interior equations. In variables $\left(t, s, x_{3}\right)$ and unknowns

$$
\varphi=\left(\varphi_{t}, \varphi_{s}, \varphi_{3}\right) \sim\left(\boldsymbol{w}_{*}, \frac{1}{\varepsilon} w_{3}\right)
$$

the interior equations (2.12a) for $\boldsymbol{w}$ have the form

$$
\mathcal{B}\left(\varepsilon ; t, s ; \partial_{t}, \partial_{s}, \partial_{3}\right) \varphi=0
$$

where the three components $\mathcal{B}(\varepsilon)_{t}, \mathcal{B}(\varepsilon)_{s}$, and $\mathcal{B}(\varepsilon)_{3}$ of $\mathcal{B}(\varepsilon)$ can be written as polynomials of degree 2 in $\varepsilon$ with coefficients involving partial derivative operators of degree $\leq 2$ combined with integer powers of $R=R(s)$ and of $\frac{1}{\rho}$ with

$$
\rho=R(s)-r=R(s)-\varepsilon t
$$

which is the curvature radius in $s$ of the curve $\left\{x_{*} \in \omega\right.$, $\left.\operatorname{dist}\left(x_{*}, \partial \omega\right)=r\right\}$. The thorough expression of $\mathcal{B}(\varepsilon)$ can be found in [11, section 3]. A Taylor expansion at $t=0$ of $\rho^{-1}=(R-\varepsilon t)^{-1}$ yields an asymptotic expansion of $\mathcal{B}$ in a power series of $\varepsilon$ :

$$
\begin{equation*}
\mathcal{B} \sim \mathcal{B}^{(0)}+\varepsilon \mathcal{B}^{(1)}+\cdots \varepsilon^{k} \mathcal{B}^{(k)}+\cdots \tag{5.4}
\end{equation*}
$$

where the $\mathcal{B}^{(k)}\left(t, s ; \partial_{t}, \partial_{s}, \partial_{3}\right)$ are partial differential systems of order 2 with polynomial coefficients in $t$ independent from $\varepsilon$. Here follow the expressions for $\mathcal{B}^{(0)}$ and $\mathcal{B}^{(1)}$ :

$$
\begin{align*}
\left(\mathcal{B}^{(0)} \boldsymbol{\varphi}\right)_{t} & =\mu\left(\partial_{t t} \varphi_{t}+\partial_{33} \varphi_{t}\right)+(\lambda+\mu) \partial_{t}\left(\partial_{t} \varphi_{t}+\partial_{3} \varphi_{3}\right) \\
\left(\mathcal{B}^{(0)} \boldsymbol{\varphi}\right)_{s} & =\mu\left(\partial_{t t} \varphi_{s}+\partial_{33} \varphi_{s}\right)  \tag{5.5}\\
\left(\mathcal{B}^{(0)} \boldsymbol{\varphi}\right)_{3} & =\mu\left(\partial_{t t} \varphi_{3}+\partial_{33} \varphi_{3}\right)+(\lambda+\mu) \partial_{3}\left(\partial_{t} \varphi_{t}+\partial_{3} \varphi_{3}\right)
\end{align*}
$$

and, with the curvature $\kappa=\frac{1}{R}$,

$$
\begin{align*}
\left(\mathcal{B}^{(1)} \varphi\right)_{t} & =-\mu \kappa \partial_{t} \varphi_{t}+(\lambda+\mu) \partial_{t}\left(-\kappa \varphi_{t}+\partial_{s} \varphi_{s}\right) \\
\left(\mathcal{B}^{(1)} \varphi\right)_{s} & =\mu \kappa\left(\partial_{t t}\left(t \varphi_{s}\right)+\partial_{33}\left(t \varphi_{s}\right)\right)-\mu \kappa \partial_{t} \varphi_{s}+(\lambda+\mu) \partial_{s}\left(\partial_{t} \varphi_{t}+\partial_{3} \varphi_{3}\right)  \tag{5.6}\\
\left(\mathcal{B}^{(1)} \varphi\right)_{3} & =-\mu \kappa \partial_{t} \varphi_{3}+(\lambda+\mu) \partial_{3}\left(-\kappa \varphi_{t}+\partial_{s} \varphi_{s}\right)
\end{align*}
$$

Thus, the interior equation $\mathcal{B}(\varepsilon) \boldsymbol{\varphi}=0$ can be written as

$$
\begin{equation*}
\mathcal{B}^{(0)} \boldsymbol{\varphi}+\varepsilon \mathcal{B}^{(1)} \boldsymbol{\varphi}+\cdots \varepsilon^{k} \mathcal{B}^{(k)} \boldsymbol{\varphi}+\cdots \sim 0 \tag{5.7}
\end{equation*}
$$

5.1.3. Horizontal boundary conditions. The boundary conditions on the horizontal sides $x_{3}= \pm 1$ are (cf. (2.13a))

$$
\begin{align*}
& \mu\left(\partial_{3} \varphi_{t}+\partial_{t} \varphi_{3}\right)=0  \tag{5.8a}\\
& \mu \partial_{3} \varphi_{s}+\varepsilon \mu \partial_{s} \varphi_{3}=0  \tag{5.8b}\\
& (\lambda+2 \mu) \partial_{3} \varphi_{3}+\lambda \partial_{t} \varphi_{t}+\varepsilon \lambda\left(-\frac{1}{\rho} \varphi_{t}+\frac{R}{\rho} \partial_{s}\left(\frac{R}{\rho} \varphi_{s}\right)\right)=0 \tag{5.8c}
\end{align*}
$$

Similarly to the interior equations, we can develop the horizontal boundary conditions $\mathcal{G}(5.8 \mathrm{a})$ in powers of $\varepsilon$ :

$$
\begin{equation*}
\mathcal{G} \sim \mathcal{G}^{(0)}+\varepsilon \mathcal{G}^{(1)}+\cdots \varepsilon^{k} \mathcal{G}^{(k)}+\cdots \tag{5.9}
\end{equation*}
$$

where the $\mathcal{G}^{(k)}\left(t, s ; \partial_{t}, \partial_{s}, \partial_{3}\right)$ are partial differential systems of order 1 with polynomial coefficients in $t$. The expressions for $\mathcal{G}^{(0)}$ and $\mathcal{G}^{(1)}$ are

$$
\begin{align*}
\left(\mathcal{G}^{(0)} \varphi\right)_{t} & =\mu\left(\partial_{3} \varphi_{t}+\partial_{t} \varphi_{3}\right), & \left(\mathcal{G}^{(1)} \varphi\right)_{t} & =0 \\
\left(\mathcal{G}^{(0)} \varphi\right)_{s} & =\mu \partial_{3} \varphi_{s}, & \left(\mathcal{G}^{(1)} \varphi\right)_{s} & =\mu \partial_{s} \varphi_{3}  \tag{5.10}\\
\left(\mathcal{G}^{(0)} \varphi\right)_{3} & =(\lambda+2 \mu) \partial_{3} \varphi_{3}+\lambda \partial_{t} \varphi_{t}, & \left(\mathcal{G}^{(1)} \varphi\right)_{3} & =\lambda\left(-\kappa \varphi_{t}+\partial_{s} \varphi_{s}\right)
\end{align*}
$$

Thus, the horizontal boundary conditions $\mathcal{G}(\varepsilon) \varphi=0$ can be written as

$$
\begin{equation*}
\mathcal{G}^{(0)} \boldsymbol{\varphi}+\varepsilon \mathcal{G}^{(1)} \boldsymbol{\varphi}+\cdots \varepsilon^{k} \mathcal{G}^{(k)} \boldsymbol{\varphi}+\cdots \sim 0 \tag{5.11}
\end{equation*}
$$

5.2. The recursive equations. Assuming that $\sum_{k} \varepsilon^{k} \underline{\boldsymbol{u}}^{k}$ already fulfills the relations in Table 8, we determine now the equations satisfied by the profiles $\varphi^{k}$ and the remaining conditions satisfied by the displacements $\underline{\boldsymbol{u}}^{k}$ so that

$$
\begin{equation*}
\sum_{k \geq 0} \varepsilon^{k} \underline{\boldsymbol{u}}^{k}+\sum_{k \geq 1} \varepsilon^{k}\left(\boldsymbol{\varphi}_{*}^{k}, \varepsilon \varphi_{3}^{k}\right) \tag{5.12}
\end{equation*}
$$

satisfies equations (2.12a)-(2.14).
5.2.1. Interior equations. Equation (5.7) yields that

$$
\begin{equation*}
\forall k \geq 0, \quad \sum_{\ell=0}^{k} \mathcal{B}^{(\ell)} \boldsymbol{\varphi}^{k-\ell}=0 \tag{5.13}
\end{equation*}
$$

which guarantees (2.12a) for the whole expansion (5.12).
5.2.2. Horizontal boundary conditions. Equation (5.11) yields that

$$
\begin{equation*}
\forall k \geq 0, \quad \sum_{\ell=0}^{k} \mathcal{G}^{(\ell)} \varphi^{k-\ell}=0 \tag{5.14}
\end{equation*}
$$

which guarantees (2.13a) for the whole expansion (5.12).
5.2.3. Lateral Dirichlet boundary conditions. Let $\sum_{k} \varepsilon^{k} D_{n}^{k}, \sum_{k} \varepsilon^{k} D_{s}^{k}$, and $\sum_{k} \varepsilon^{k} D_{3}^{k}$ be the normal, tangential, and vertical components of the lateral Dirichlet traces of the series (5.12). The lateral Dirichlet boundary conditions then read

$$
\begin{equation*}
\forall k \geq 0, \quad D_{n}^{k}=0 \text { if } n \in A, \quad D_{s}^{k}=0 \text { if } s \in A, \quad D_{3}^{k}=0 \text { if } 3 \in A \tag{5.15}
\end{equation*}
$$

which immediately yields the Dirichlet conditions for the whole expansion (5.12).
For the terms $D^{k}$, we have

$$
\begin{equation*}
D_{n}^{0}=\underline{u}_{n}^{0}, \quad D_{s}^{0}=\underline{u}_{s}^{0}, \quad D_{3}^{0}=\underline{u}_{3}^{0}, \quad D_{3}^{1}=\underline{u}_{3}^{1} \tag{5.16}
\end{equation*}
$$

and for $k \geq 1$

$$
\begin{align*}
D_{n}^{k} & =\varphi_{t}^{k}+\underline{u}_{n}^{k}  \tag{5.17a}\\
D_{s}^{k} & =\varphi_{s}^{k}+\underline{u}_{s}^{k}  \tag{5.17b}\\
D_{3}^{k+1} & =\varphi_{3}^{k}+\underline{u}_{3}^{k+1} \tag{5.17c}
\end{align*}
$$

5.2.4. Lateral Neumann boundary conditions. Let $\sum_{k} \varepsilon^{k} T_{n}^{k}, \sum_{k} \varepsilon^{k} T_{s}^{k}$, and $\sum_{k} \varepsilon^{k} T_{3}^{k}$ be the normal, tangential, and vertical components of the lateral Neumann traces of the series (5.12). The lateral Neumann boundary conditions then read

$$
\begin{equation*}
\forall k \geq 0, \quad T_{n}^{k}=0 \text { if } n \in B, \quad T_{s}^{k}=0 \text { if } s \in B, \quad T_{3}^{k}=0 \text { if } 3 \in B \tag{5.18}
\end{equation*}
$$

which immediately yields the Neumann conditions for the whole expansion (5.12).
Let us evaluate the terms $T^{k}$. To that aim, we rely on the following formulas for $\underline{\boldsymbol{u}}^{k}$, cf. Table 8. Either $\underline{\boldsymbol{u}}^{k}=\boldsymbol{u}_{\mathrm{KL}}^{k}+\boldsymbol{v}^{k}$, i.e.,

$$
\begin{align*}
\underline{u}_{n}^{k} & =\zeta_{n}^{k}-x_{3} \partial_{n} \zeta_{3}^{k}+v_{n}^{k}  \tag{5.19a}\\
\underline{u}_{s}^{k} & =\zeta_{s}^{k}-x_{3} \partial_{s} \zeta_{3}^{k}+v_{s}^{k}  \tag{5.19b}\\
\underline{u}_{3}^{k} & =\zeta_{3}^{k}+v_{3}^{k} \tag{5.19c}
\end{align*}
$$

or $\underline{\boldsymbol{u}}^{k}=\boldsymbol{u}_{\mathrm{KL}}^{k}+V \boldsymbol{\zeta}^{k-2}+\boldsymbol{y}^{k-2}$, i.e.,

$$
\begin{align*}
\underline{u}_{n}^{k} & =\zeta_{n}^{k}-x_{3} \partial_{n} \zeta_{3}^{k}+\bar{p}_{2} \partial_{n} \operatorname{div}_{*} \boldsymbol{\zeta}_{*}^{k-2}+\bar{p}_{3} \partial_{n} \Delta_{*} \zeta_{3}^{k-2}+\boldsymbol{y}_{n}^{k-2}  \tag{5.20a}\\
\underline{u}_{s}^{k} & =\zeta_{s}^{k}-x_{3} \partial_{s} \zeta_{3}^{k}+\bar{p}_{2} \partial_{s} \operatorname{div}_{*} \boldsymbol{\zeta}_{*}^{k-2}+\bar{p}_{3} \partial_{s} \Delta_{*} \zeta_{3}^{k-2}+\boldsymbol{y}_{s}^{k-2}  \tag{5.20b}\\
\underline{u}_{3}^{k} & =\zeta_{3}^{k}+\bar{p}_{1} \operatorname{div}_{*} \boldsymbol{\zeta}_{*}^{k-2}+\bar{p}_{2} \Delta_{*} \zeta_{3}^{k-2}+\boldsymbol{y}_{3}^{k-2} \tag{5.20c}
\end{align*}
$$

where $\bar{p}_{1}, \bar{p}_{2}, \bar{p}_{3}$ are introduced in (4.4).
Thus, we find

$$
\begin{equation*}
T_{n}^{0}=0, \quad T_{n}^{1}=0, \quad T_{s}^{0}=0, \quad T_{s}^{1}=0, \quad T_{3}^{0}=0 \tag{5.21}
\end{equation*}
$$

and for $k \geq 1$ (cf. (3.10a), (3.12a), (5.2))

$$
\begin{align*}
&{ }_{n}^{k+1}=T_{t}^{(0)}\left(\boldsymbol{\varphi}^{k}\right)+T_{t}^{(1)}\left(\boldsymbol{\varphi}^{k-1}\right)+T_{n}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{k-1}\right)-x_{3} M_{n}\left(\zeta_{3}^{k-1}\right)  \tag{5.22a}\\
&+\lambda \partial_{3} \boldsymbol{y}_{3}^{k-1}+\lambda \operatorname{div}_{*} \boldsymbol{v}_{*}^{k-1}+2 \mu \partial_{n} v_{n}^{k-1} \\
& T_{s}^{k+1}=T_{s}^{(0)}\left(\boldsymbol{\varphi}^{k}\right)+T_{s}^{(1)}\left(\boldsymbol{\varphi}^{k-1}\right)+T_{s}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{k-1}\right)-2 \mu x_{3}\left(\partial_{n}+\frac{1}{R}\right) \partial_{s} \zeta_{3}^{k-1}  \tag{5.22b}\\
&+\mu\left(\partial_{s} v_{n}^{k-1}+\partial_{n} v_{s}^{k-1}+\frac{2}{R} v_{s}^{k-1}\right) \\
&  \tag{5.22c}\\
& T_{3}^{k}= T_{3}^{(0)}\left(\boldsymbol{\varphi}^{k}\right)+\mu\left(\bar{p}_{2}+\bar{p}_{3}^{\prime}\right) \partial_{n} \Delta_{*} \zeta_{3}^{k-2} \\
&+\mu\left(\partial_{n} \boldsymbol{y}_{3}^{k-2}+\partial_{3} \boldsymbol{y}_{n}^{k-2}\right)
\end{align*}
$$

5.3. Solving the inner expansion. According to the calculations of the previous subsection, to solve the problem with the Ansatz (5.12), it remains to find a sequence of profiles $\left(\boldsymbol{\varphi}^{k}\right)_{k}$ and a sequence of Kirchhoff-Love generators $\left(\boldsymbol{\zeta}^{k}\right)_{k}$ such that (5.13), (5.14), (5.15), and (5.18) hold.

Let us consider now the profiles $\varphi^{k}$ for $k \geq 1$ as main unknowns. In view of (5.13), (5.14), (5.17a), and (5.22), we see that the sequence of problems satisfied by the $\varphi^{k}$ can be written in a recursive way: for each $k \geq 1$ the profile $\varphi^{k}$ has to solve the equation

$$
\begin{equation*}
\mathcal{B}_{\mathbb{i}}\left(\boldsymbol{\varphi}^{k}\right)=\left(\mathfrak{f}^{k} ; \mathfrak{g}^{k} ; \mathfrak{h}^{k}\right), \tag{5.23}
\end{equation*}
$$

where

- $\mathcal{B}_{(1)}$ is the operator $\mathcal{B}^{(0)}$ inside the domain, the traction operator $\mathcal{G}^{(0)}$ on the horizontal sides, the Dirichlet traces on the lateral side for $a \in A_{(i)}$ and the Neumann traces on the lateral side for $b \in B_{(1)}$,
- $\mathfrak{f}^{k}$ and $\mathfrak{g}^{k}$ are the following functions of the previous profiles

$$
\begin{equation*}
\mathfrak{f}^{k}=-\sum_{\ell=1}^{k} \mathcal{B}^{(\ell)} \boldsymbol{\varphi}^{k-\ell} \quad \text { and } \quad \mathfrak{g}^{k}=-\sum_{\ell=1}^{k} \mathcal{G}^{(\ell)} \boldsymbol{\varphi}^{k-\ell} \tag{5.24}
\end{equation*}
$$

so that (5.13)-(5.14) is solved, and $\mathfrak{h}^{k}$ involves previous profiles as well as certain traces of the Kirchhoff-Love generators, according to (5.15)-(5.22).
An important point is now to note that neither $\mathcal{B}^{(0)}$, nor $\mathcal{G}^{(0)}$, nor the lateral trace operators of $\mathcal{B}_{(i)}$ contain any derivative with respect to the tangential variable $s$. Thus, (5.23) can be solved in the variables $t \in \mathbb{R}^{+}$and $x_{3} \in(-1,1)$, the role of $s$ being only that of a parameter. So we introduce the half-strip

$$
\begin{equation*}
\Sigma^{+}=\left\{\left(t, x_{3}\right) ; \quad 0<t, \quad-1<x_{3}<1\right\} \tag{5.25}
\end{equation*}
$$

Its boundary has two horizontal parts $\gamma_{ \pm}=\mathbb{R}^{+} \times\left\{x_{3}= \pm 1\right\}$ and a lateral part

$$
\begin{equation*}
\gamma_{0}=\left\{\left(t, x_{3}\right) ; \quad t=0, \quad-1<x_{3}<1\right\} \tag{5.26}
\end{equation*}
$$

Thus, we have

$$
\mathcal{B}_{\mathbb{i}}(\boldsymbol{\varphi})=(\mathfrak{f} ; \mathfrak{g} ; \mathfrak{h}) \Longleftrightarrow\left\{\begin{align*}
\mathcal{B}^{(0)}(\boldsymbol{\varphi}) & =\mathfrak{f}, & & \text { in } \Sigma^{+},  \tag{5.27}\\
\mathcal{G}^{(0)}(\boldsymbol{\varphi}) & =\mathfrak{g}, & & \text { on } \gamma_{ \pm}, \\
\varphi_{a} & =\mathfrak{h}_{a}, & & \text { on } \gamma_{0}, \quad \forall a \in A_{(i} \\
T_{b}^{(0)}(\boldsymbol{\varphi}) & =\mathfrak{h}_{b}, & & \text { on } \gamma_{0}, \quad \forall b \in B_{(1)}
\end{align*}\right.
$$

Essential is the possibility of finding exponentially decreasing solutions when $\mathfrak{f}$ and $\mathfrak{g}$ have the same property. This is what we start to investigate in the next section.

## 6. Exponentially decaying profiles in a half-strip.

6.1. General principles. The properties of the operators $\mathcal{B}_{(i)}$ are closely linked to those of the corresponding operator $\underline{\mathcal{B}}$ on the full strip $\Sigma:=\mathbb{R} \times(-1,1)$, defined as $\underline{\mathcal{B}}(\boldsymbol{\varphi})=(\mathfrak{f} ; \mathfrak{g})$ with $\mathfrak{f}=\mathcal{B}^{(0)}(\boldsymbol{\varphi})$ in $\Sigma$ and $\mathfrak{g}=\mathcal{G}^{(0)}(\boldsymbol{\varphi})$ on $\mathbb{R} \times\left\{x_{3}= \pm 1\right\}$; see also Nazarov and Plamenevskii [23, Chap. 5].

Let $\mathcal{P}$ be the space of polynomial displacements $\boldsymbol{Z}$ satisfying $\underline{\mathcal{B}}(\boldsymbol{Z})=0$. Computations like those of Mielke in [20] yield that $\mathcal{P}$ has eight dimensions and that a basis of $\mathcal{P}$ is given by the following polynomial displacements $\boldsymbol{Z}^{[1]}, \ldots, \boldsymbol{Z}^{[8]}$

$$
\begin{gathered}
\boldsymbol{Z}^{[1]}=\left(\begin{array}{l}
1 \\
0 \\
0
\end{array}\right), \quad \boldsymbol{Z}^{[2]}=\left(\begin{array}{c}
0 \\
1 \\
0
\end{array}\right), \quad \boldsymbol{Z}^{[3]}=\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right), \quad \boldsymbol{Z}^{[4]}=\left(\begin{array}{c}
-x_{3} \\
0 \\
t
\end{array}\right) \\
\boldsymbol{Z}^{[5]}=\left(\begin{array}{c}
t \\
0 \\
\bar{p}_{1}
\end{array}\right), \quad \boldsymbol{Z}^{[6]}=\left(\begin{array}{c}
0 \\
t \\
0
\end{array}\right), \quad \boldsymbol{Z}^{[7]}=\left(\begin{array}{c}
-2 t x_{3} \\
0 \\
t^{2}+2 \bar{p}_{2}
\end{array}\right) \\
\boldsymbol{Z}^{[8]}=\left(\begin{array}{c}
-3 t^{2} x_{3}+6 \bar{p}_{3} \\
0 \\
t^{3}+6 t \bar{p}_{2}
\end{array}\right)
\end{gathered}
$$

where $\bar{p}_{1}\left(x_{3}\right), \bar{p}_{2}\left(x_{3}\right), \bar{p}_{3}\left(x_{3}\right)$ are the polynomials previously introduced in (4.4).
Let us introduce weighted spaces $H_{\eta}^{m}$ on the half-strip $\Sigma^{+}$: for $\eta>0$, their elements are exponentially decreasing as $t \rightarrow \infty$.

Definition 6.1. Let $\eta \in \mathbb{R}$. For $m \geq 0$ let $H_{\eta}^{m}\left(\Sigma^{+}\right)$be the space of functions $v$ such that $e^{\eta t} v$ belongs to $H^{m}\left(\Sigma^{+}\right)$. We also denote $H_{\eta}^{0}\left(\Sigma^{+}\right)$by $L_{\eta}^{2}\left(\Sigma^{+}\right)$. Similar definitions hold for $\mathbb{R}^{+}$.

Like in [9, Lemmas 4.10 and 4.11], we have, with $\eta_{0}$ the smallest exponent arising from the Papkovich-Fadle eigenfunctions, compare Papkovich [26] for early reference and Gregory and Wan [17]:

Lemma 6.2. Let $\eta, 0<\eta<\eta_{0}$. Let $\mathfrak{f}$ belong to $L_{\eta}^{2}\left(\Sigma^{+}\right)^{3}$ and $\mathfrak{g}$ belong to $L_{\eta}^{2}\left(\mathbb{R}^{+}\right)^{6}$, let $\mathfrak{h}_{a}$ belong to $H^{1 / 2}\left(\gamma_{0}\right)$ for each $a \in A_{(\mathbb{1}}$, and $\mathfrak{h}_{b}$ belong to $H^{-1 / 2}\left(\gamma_{0}\right)$ for each $b \in B_{(1)}$. Then there exist $\boldsymbol{\varphi} \in H_{\eta}^{1}\left(\Sigma^{+}\right)^{3}$ and $\boldsymbol{Z} \in \mathcal{P}$ so that

$$
\begin{equation*}
\mathcal{B}_{\mathfrak{i}}(\boldsymbol{\varphi}+\boldsymbol{Z})=(\mathfrak{f} ; \mathfrak{g} ; \mathfrak{h}) \tag{6.1}
\end{equation*}
$$

But the solution given by Lemma 6.2 is not unique. Let $\mathcal{T}_{(i)}$ denote the space of the polynomial displacements $\boldsymbol{Z}$ such that there exists $\boldsymbol{\varphi}=\boldsymbol{\varphi}(\boldsymbol{Z}) \in H_{\eta}^{1}\left(\Sigma^{+}\right)^{3}$ satisfying

$$
\mathcal{B}_{\overparen{i}}(\boldsymbol{Z}+\boldsymbol{\varphi}(\boldsymbol{Z}))=0
$$

Like in [9, Proposition 4.12], we can prove that the dimension of $\mathcal{T}_{(\mathrm{i}}$ is 4 . Thus $\mathcal{P}$ can be split in the direct sum of two four-dimensional spaces $\mathcal{Z}_{(\mathrm{i}}$ and $\mathcal{T}_{(1)}$, and we have as a corollary the following lemma.

Lemma 6.3. Let $\mathfrak{f}$, $\mathfrak{g}$, and $\mathfrak{h}$ be as in Lemma 6.2. Then there exist $\boldsymbol{\varphi}$ unique in $H_{\eta}^{1}\left(\Sigma^{+}\right)^{3}$ and $\boldsymbol{Z}$ unique in the four-dimensional space $\mathcal{Z}_{(i)}$ so that (6.1) holds.

At this stage, the conclusion is that we have a defect number equal to four for the solution of the sequence of the above equations (5.23) by exponentially decreasing displacements $\varphi^{k}$ for each $s \in \partial \omega$. But four traces on $\partial \omega$ are still available, allowing us to modify $\mathfrak{h}^{k}$. Note that this is coherent with the principle of "matching asymptotics," according to which the behavior at infinity of the profiles is transformed into a function of the primitive variable $x$ (which is a Kirchhoff-Love displacement).
6.2. The operators acting on profiles. We can immediately see that the operators $\mathcal{B}_{\mathbb{i}}$ act separately on the couple of components $\left(\varphi_{t}, \varphi_{3}\right)$ that we denote $\boldsymbol{\varphi}_{\text {}}$ and on $\varphi_{s}$. The elasticity operator with the Lamé constants $\lambda$ and $\mu$ acts on $\varphi_{\natural}$, and the Laplace operatoron $\varphi_{s}$.

The interior elasticity operator in $\Sigma^{+}$is

$$
\begin{equation*}
\mathcal{B}_{\natural}^{(0)}: \boldsymbol{\varphi}_{\natural} \quad \longmapsto \quad \mathfrak{f}_{\natural}=\mu\left(\partial_{t t}+\partial_{33}\right)\binom{\varphi_{t}}{\varphi_{3}}+(\lambda+\mu)\binom{\partial_{t}}{\partial_{3}}\left(\partial_{t} \varphi_{t}+\partial_{3} \varphi_{3}\right), \tag{6.2}
\end{equation*}
$$

its horizontal boundary conditions $\mathcal{G}^{(0)}(5.10)$ on $\gamma_{ \pm}$are

$$
\begin{equation*}
\mathcal{G}_{\natural}^{(0)}: \boldsymbol{\varphi}_{\natural} \quad \longmapsto \quad \mathfrak{g}_{\natural}=\binom{\mu\left(\partial_{3} \varphi_{t}+\partial_{t} \varphi_{3}\right)}{(\lambda+2 \mu) \partial_{3} \varphi_{3}+\lambda \partial_{t} \varphi_{t}}, \tag{6.3}
\end{equation*}
$$

and the lateral boundary conditions are either Dirichlet's or Neumann's acting on the traction $\boldsymbol{T}_{\text {b }}^{(0)}=\left(T_{t}^{(0)}, T_{3}^{(0)}\right)$; cf. (5.25).

Let us introduce the four elasticity operators that we need. For each of them $\mathfrak{f}_{\natural}=\mathcal{B}_{\natural}^{(0)}\left(\boldsymbol{\varphi}_{\natural}\right)$ and $\mathfrak{g}_{\natural}=\mathcal{G}_{\natural}^{(0)}\left(\boldsymbol{\varphi}_{\natural}\right)$. Only differs the definition of the lateral trace $\mathfrak{h}_{\natural}$ :

- $E_{\text {Dir }}: \boldsymbol{\varphi}_{\natural} \mapsto\left(\boldsymbol{f}_{\natural} ; \mathfrak{g}_{\natural} ; \mathfrak{h}_{\natural}\right)$ with $\mathfrak{h}_{\natural}$ the trace of $\boldsymbol{\varphi}_{\natural}$ on $\gamma_{0}$,
- $E_{\text {Mix } 1}: \boldsymbol{\varphi}_{\natural} \mapsto\left(\mathfrak{f}_{\natural} ; \mathfrak{g}_{\natural} ; \mathfrak{h}_{\natural}\right)$ with $\mathfrak{h}_{\natural}$ the trace of $\left(T_{t}^{(0)}\left(\boldsymbol{\varphi}_{\natural}\right), \varphi_{3}\right)$ on $\gamma_{0}$,
- $E_{\text {Mix } 2}: \boldsymbol{\varphi}_{\natural} \mapsto\left(\mathfrak{f}_{\natural} ; \mathfrak{g}_{\natural} ; \mathfrak{h}_{\natural}\right)$ with $\mathfrak{h}_{\natural}$ the trace of $\left(\varphi_{t}, T_{3}^{(0)}\left(\boldsymbol{\varphi}_{\natural}\right)\right)$ on $\gamma_{0}$,
- $E_{\text {Free }}: \boldsymbol{\varphi}_{\natural} \mapsto\left(\mathfrak{f}_{\natural} ; \mathfrak{g}_{\natural} ; \mathfrak{h}_{\natural}\right)$ with $\mathfrak{h}_{\natural}$ the trace of $\boldsymbol{T}_{\natural}^{(0)}\left(\boldsymbol{\varphi}_{\natural}\right)$ on $\gamma_{0}$, whereas the Laplace operators are defined as
- $L_{\text {Dir }}: \varphi_{s} \mapsto\left(\mathfrak{f}_{s} ; \mathfrak{g}_{s} ; \mathfrak{h}_{s}\right)$ with $\mathfrak{f}_{s}=\mu \Delta \varphi_{s}, \mathfrak{g}_{s}=\mu \partial_{3} \varphi_{s}$ and $\mathfrak{h}_{s}=\varphi_{s}$ on $\gamma_{0}$,
- $L_{\text {Neu }}: \varphi_{s} \mapsto\left(\mathfrak{f}_{s} ; \mathfrak{g}_{s} ; \mathfrak{h}_{s}\right)$ with $\mathfrak{f}_{s}=\mu \Delta \varphi_{s}, \mathfrak{g}_{s}=\mu \partial_{3} \varphi_{s}$ and $\mathfrak{h}_{s}=\mu \partial_{t} \varphi_{s}$ on $\gamma_{0}$.

Then we have the splittings
$\mathcal{B}_{(1)}=E_{\mathrm{Dir}} \oplus L_{\mathrm{Dir}}, \quad \mathcal{B}_{(2)}=E_{\mathrm{Dir}} \oplus L_{\mathrm{Neu}}, \quad \mathcal{B}_{(3)}=E_{\mathrm{Mix} 1} \oplus L_{\mathrm{Dir}}, \quad \mathcal{B}_{(4)}=E_{\mathrm{Mix} 1} \oplus L_{\mathrm{Neu}}$,
$\mathcal{B}_{(5)}=E_{\mathrm{Mix} 2} \oplus L_{\mathrm{Dir}}, \quad \mathcal{B}_{(6)}=E_{\mathrm{Mix} 2} \oplus L_{\mathrm{Neu}}, \quad \mathcal{B}_{(7)}=E_{\mathrm{Free}} \oplus L_{\mathrm{Dir}}, \quad \mathcal{B}_{(8)}=E_{\mathrm{Free}} \oplus L_{\mathrm{Neu}}$.
6.3. The Laplacian on the half-strip. The Neumann problem on the full strip $\Sigma$ has a polynomial kernel of dimension 2 generated by 1 and $t$, corresponding to the elements $\boldsymbol{Z}^{[2]}$ and $\boldsymbol{Z}^{[6]}$ of the space $\mathcal{P}$ introduced at the beginning of the section.
6.3.1. Operator protect $\boldsymbol{L}_{\text {Dir }}$. The polynomial kernel of this problem is the function $t$ and by integration by parts of $t \Delta(\varphi+\delta)$ on rectangles $\Sigma_{L}=(0, L) \times(-1,1)$ with $L \rightarrow+\infty$, we easily prove the following proposition.

Proposition 6.4. For $\eta>0$, let $f \in L_{\eta}^{2}\left(\Sigma^{+}\right), g^{ \pm} \in L_{\eta}^{2}\left(\mathbb{R}^{+}\right)^{2}$, and $h \in H^{1 / 2}\left(\gamma_{0}\right)$. If, moreover, $\eta<\pi / 2$, then the problem

$$
L_{\mathrm{Dir}}(\psi)=\left(f ; g^{ \pm} ; h\right)
$$

has a unique solution $\psi=\varphi+\delta$ in $H_{\eta}^{1}\left(\Sigma^{+}\right) \oplus \operatorname{span}\{1\}$ with $\varphi \in H_{\eta}^{1}\left(\Sigma^{+}\right)$and

$$
\begin{equation*}
\delta=\frac{1}{2 \mu}\left(-\int_{\Sigma^{+}} t f\left(t, x_{3}\right) d t d x_{3}+\int_{\mathbb{R}^{+}} t\left(g^{+}(t)-g^{-}(t)\right) d t+\mu \int_{-1}^{+1} h\left(x_{3}\right) d x_{3}\right) \tag{6.4}
\end{equation*}
$$

Later on we will use as a model profile the exponentially decaying solution $\bar{\varphi}_{\text {Dir }}^{\mathrm{s}}$ of a special problem involving $L_{\text {Dir }}$.

LEMMA 6.5. Let $\bar{\varphi}_{\text {Dir }}^{\mathrm{s}} \in H_{\eta}^{1}\left(\Sigma^{+}\right)$be the exponentially decaying solution of the problem

$$
L_{\mathrm{Dir}}\left(\bar{\varphi}_{\mathrm{Dir}}^{\mathrm{s}}\right)=\left(0 ; 0 ; x_{3}\right) ;
$$

then it holds

$$
\int_{0}^{\infty} \bar{\varphi}_{\mathrm{Dir}}^{\mathrm{s}}(t, 1) d t>0
$$

Proof. The function $\bar{\varphi}_{\text {Dir }}^{\mathrm{S}}$ is an odd function with respect to $x_{3}$. Hence $\bar{\varphi}_{\text {Dir }}^{\mathrm{S}}(t, 0)=$ 0 for $t \in \mathbb{R}^{+}$. Moreover, as $\bar{\varphi}_{\mathrm{Dir}}^{\mathrm{s}}$ is harmonic, it can be reflected by parity at the line $x_{3}=1$ according to the reflection principle of Schwarz for harmonic functions. Thus, we obtain a function $\tilde{\varphi}$, which is still harmonic, but now in $\widetilde{\Sigma}^{+}=\mathbb{R}^{+} \times(0,2)$. Hence $\tilde{\varphi}$ satisfies the Dirichlet problem $\Delta \tilde{\varphi}=0$ in $\widetilde{\Sigma}^{+}$and $\tilde{\varphi}=\tilde{\Phi}$ on $\partial \widetilde{\Sigma}^{+}$with $\Phi\left(t, x_{3}\right)=0$ for $x_{3}=0,2$, and any $t$ and $\Phi\left(0, x_{3}\right)=x_{3}$ for $0<x_{3} \leq 1$ and $\Phi\left(0, x_{3}\right)=2-x_{3}$ for $1 \leq x_{3}<2$. From the maximum principle for harmonic functions it follows $\tilde{\varphi}>0$ in $\widetilde{\Sigma}^{+}$, hence the assertion.
6.3.2. Operator $\boldsymbol{L}_{\mathrm{Neu}}$. The polynomial kernel of this problem is the function 1 and there holds the following proposition similarly.

Proposition 6.6. For $\eta>0$, let $f \in L_{\eta}^{2}\left(\Sigma^{+}\right)$, $g^{ \pm} \in L_{\eta}^{2}\left(\mathbb{R}^{+}\right)^{2}$, and $h \in$ $H^{-1 / 2}\left(\gamma_{0}\right)$. If, moreover, $\eta<\pi / 2$, then the problem

$$
L_{\mathrm{Neu}}(\psi)=\left(f ; g^{ \pm} ; h\right)
$$

has a unique solution $\psi=\varphi+\delta t$ in $H_{\eta}^{1}\left(\Sigma^{+}\right) \oplus \operatorname{span}\{t\}$ with $\varphi \in H_{\eta}^{1}\left(\Sigma^{+}\right)$and

$$
\begin{equation*}
\delta=\frac{1}{2 \mu}\left(\int_{\Sigma^{+}} f\left(t, x_{3}\right) d t d x_{3}-\int_{\mathbb{R}^{+}}\left(g^{+}(t)-g^{-}(t)\right) d t+\int_{-1}^{+1} h\left(x_{3}\right) d x_{3}\right) \tag{6.5}
\end{equation*}
$$

We introduce the solution $\bar{\varphi}_{\text {Neu }}^{\mathrm{s}}$ similarly as above, and using the second Green formula for the product $x_{3} \Delta \bar{\varphi}_{\mathrm{Neu}}^{\mathrm{s}}\left(t, x_{3}\right)$ on $\Sigma_{+}$we prove the following lemma.

LEMMA 6.7. Let $\bar{\varphi}_{\text {Neu }}^{\mathrm{s}} \in H_{\eta}^{1}\left(\Sigma^{+}\right)$be the exponentially decaying solution of the problem

$$
L_{\mathrm{Neu}}\left(\bar{\varphi}_{\mathrm{Neu}}^{\mathrm{s}}\right)=\left(0 ; 0 ; 2 \mu x_{3}\right)
$$

then it holds

$$
\int_{0}^{\infty} \bar{\varphi}_{\mathrm{Neu}}^{\mathrm{s}}(t, 1) d t=-\frac{2}{3}
$$

6.4. Elasticity on the half-strip. The problem (6.2)-(6.3) on the full strip has a polynomial kernel of dimension six generated by $\boldsymbol{Z}_{\natural}^{[1]}, \boldsymbol{Z}_{\natural}^{[3]}, \boldsymbol{Z}_{\natural}^{[4]}, \boldsymbol{Z}_{\natural}^{[5]}, \boldsymbol{Z}_{\natural}^{[7]}, \boldsymbol{Z}_{\natural}^{[8]}$, where the two components of $\boldsymbol{Z}_{\natural}^{[j]}$ are the first and third ones of $\boldsymbol{Z}^{[j]}$. In particular a basis of the two-dimensional rigid motions is given by

$$
\boldsymbol{Z}_{\natural}^{[1]}=\binom{1}{0}, \quad \boldsymbol{Z}_{\natural}^{[3]}=\binom{0}{1}, \quad \boldsymbol{Z}_{\natural}^{[4]}=\binom{-x_{3}}{t} .
$$

6.4.1. Operator $\boldsymbol{E}_{\text {Dir }}$. From [9, Proposition 4.12], we obtain the following proposition.

Proposition 6.8. For $\eta>0$, let $\mathfrak{f}_{\mathfrak{b}} \in L_{\eta}^{2}\left(\Sigma^{+}\right)^{2}$, $\mathfrak{g}_{\natural}^{ \pm} \in L_{\eta}^{2}\left(\mathbb{R}^{+}\right)^{4}$, and $\mathfrak{h}_{\natural} \in$ $H^{1 / 2}\left(\gamma_{0}\right)^{2}$. If, moreover, $\eta<\eta_{0}$, then the problem

$$
E_{\operatorname{Dir}}(\boldsymbol{\psi})=\left(\mathfrak{f}_{\natural} ; \mathfrak{g}_{\natural}^{ \pm} ; \mathfrak{h}_{\natural}\right)
$$

has a unique solution in $H_{\eta}^{1}\left(\Sigma^{+}\right)^{2} \oplus \operatorname{span}\left\{\boldsymbol{Z}_{\natural}^{[1]}, \boldsymbol{Z}_{\natural}^{[3]}, \boldsymbol{Z}_{\natural}^{[4]}\right\}$.
6.4.2. Other operators. Concerning the other operators $E_{\mathrm{Mix} 1}, E_{\mathrm{Mix} 2}$, and $E_{\text {Free }}$, and in contrast to the case of $E_{\text {Dir }}$, they have a polynomial kernel generated by some of the $\boldsymbol{Z}_{\natural}^{[j]}$. Relying on the following duality relations (6.7) satisfied by the $\boldsymbol{Z}^{[j]}$, formulas for the coefficients in the asymptotics at infinity of the solutions can be obtained from integrations by parts.

Lemma 6.9. Let $\boldsymbol{T}^{(0)}$ denote the lateral inward traction operator $\left(T_{t}^{(0)}, T_{s}^{(0)}, T_{3}^{(0)}\right)$; $c f$. (5.2). With $\sigma$ the permutation

$$
\begin{array}{lll}
\sigma(1)=5, & \sigma(2)=6, & \sigma(3)=8, \\
\sigma(5)=1, & \sigma(6)=2, & \sigma(7)=4, \\
\sigma(8)=3
\end{array}
$$

the antisymmetrized flux, which can be defined for any $L \in \mathbb{R}$ by

$$
\begin{equation*}
\underline{\Phi}\left(\boldsymbol{Z}^{[i]}, \boldsymbol{Z}^{[j]}\right):=\int_{-1}^{+1}\left(\boldsymbol{T}^{(0)}\left(\boldsymbol{Z}^{[i]}\right) \cdot \boldsymbol{Z}^{[j]}-\boldsymbol{T}^{(0)}\left(\boldsymbol{Z}^{[j]}\right) \cdot \boldsymbol{Z}^{[i]}\right)\left(L, x_{3}\right) d x_{3} \tag{6.6}
\end{equation*}
$$

is independent of $L$ (compare [9, Lemma 3.1]) and satisfies, for $i, j \in\{1, \ldots, 8\}$

$$
\begin{equation*}
\underline{\Phi}\left(\boldsymbol{Z}^{[i]}, \boldsymbol{Z}^{[j]}\right)=\bar{\gamma}_{i} \delta_{j \sigma(i)} \tag{6.7}
\end{equation*}
$$

with $\bar{\gamma}_{i}$ a nonzero real number.
For $i=2,6$ we find again the simple relations on which rely Propositions 6.4 and 6.6. For the remaining values of $i$, the relations (6.7) apply to the bidimensional displacements $\boldsymbol{Z}_{\natural}^{[i]}$. Relying on (6.7) and integration by parts, we are able to present formulas for the coefficients in the asymptotics at infinity of the solutions to the problems concerning the operators $E_{\mathrm{Mix} 1}, E_{\mathrm{Mix} 2}$, and $E_{\text {Free }}$.

Proposition 6.10. For $\eta>0$, let $\mathfrak{f}_{\mathfrak{b}} \in L_{\eta}^{2}\left(\Sigma^{+}\right)^{2}, \mathfrak{g}_{\natural}^{ \pm} \in L_{\eta}^{2}\left(\mathbb{R}^{+}\right)^{4}, \mathfrak{h}_{t} \in H^{-1 / 2}\left(\gamma_{0}\right)$, and $\mathfrak{h}_{3} \in H^{1 / 2}\left(\gamma_{0}\right)$. If, moreover, $\eta<\eta_{0}$, then the problem

$$
E_{\mathrm{Mix} 1}(\boldsymbol{\psi})=\left(\mathfrak{f}_{\natural} ; \mathfrak{g}_{\natural}^{ \pm} ; \mathfrak{h}_{\natural}\right)
$$

has a unique solution $\boldsymbol{\psi}=\boldsymbol{\varphi}+\delta_{3} \boldsymbol{Z}_{\natural}^{[3]}+\delta_{5} \boldsymbol{Z}_{\natural}^{[5]}+\delta_{7} \boldsymbol{Z}_{\natural}^{[7]}$ with $\boldsymbol{\varphi} \in H_{\eta}^{1}\left(\Sigma^{+}\right)^{2}$ and

$$
\begin{gather*}
\bar{\gamma}_{5} \delta_{5}=\int_{\Sigma^{+}} f_{t}-\int_{\mathbb{R}^{+}}\left(g_{t}^{+}-g_{t}^{-}\right)+\int_{-1}^{+1} \mathfrak{h}_{t}  \tag{6.8a}\\
\bar{\gamma}_{7} \delta_{7}=\int_{\Sigma^{+}}\left(-x_{3} f_{t}+t f_{3}\right)+\int_{\mathbb{R}^{+}}\left(g_{t}^{+}+g_{t}^{-}-t\left(g_{3}^{+}-g_{3}^{-}\right)\right)-\int_{-1}^{+1} x_{3} \mathfrak{h}_{t} \tag{6.8c}
\end{gather*}
$$

$$
\bar{\gamma}_{3} \delta_{3}=\int_{\Sigma^{+}} \mathfrak{f}_{\mathfrak{h}} \cdot \boldsymbol{Z}_{\natural}^{[8]}-\int_{\mathbb{R}^{+}}\left(\left.\mathfrak{g}^{+} \cdot \boldsymbol{Z}_{\natural}^{[8]}\right|_{\gamma^{+}}-\left.\mathfrak{g}^{-} \cdot \boldsymbol{Z}_{\natural}^{[8]}\right|_{\gamma^{-}}\right)+6 \int_{-1}^{+1} \bar{p}_{3} \mathfrak{h}_{t}-\mu\left(\bar{p}_{2}+\bar{p}_{3}^{\prime}\right) \mathfrak{h}_{3} .
$$

Proposition 6.11. For $\eta>0$, let $\mathfrak{f}_{\natural} \in L_{\eta}^{2}\left(\Sigma^{+}\right)^{2}, \mathfrak{g}_{\natural}^{ \pm} \in L_{\eta}^{2}\left(\mathbb{R}^{+}\right)^{4}, \mathfrak{h}_{t} \in H^{1 / 2}\left(\gamma_{0}\right)$, and $\mathfrak{h}_{3} \in H^{-1 / 2}\left(\gamma_{0}\right)$. If, moreover, $\eta<\eta_{0}$, then the problem

$$
E_{\mathrm{Mix} 2}(\boldsymbol{\psi})=\left(\mathfrak{f}_{\natural} ; \mathfrak{g}_{\natural}^{ \pm} ; \mathfrak{h}_{\natural}\right)
$$

has a unique solution $\boldsymbol{\psi}=\boldsymbol{\varphi}+\delta_{1} \boldsymbol{Z}_{\natural}^{[1]}+\delta_{4} \boldsymbol{Z}_{\natural}^{[4]}+\delta_{8} \boldsymbol{Z}_{\natural}^{[8]}$ with $\boldsymbol{\varphi} \in H_{\eta}^{1}\left(\Sigma^{+}\right)^{2}$ and

$$
\begin{equation*}
\bar{\gamma}_{8} \delta_{8}=\int_{\Sigma^{+}} f_{3}-\int_{\mathbb{R}^{+}}\left(g_{3}^{+}-g_{3}^{-}\right)+\int_{-1}^{+1} \mathfrak{h}_{3} \tag{6.9a}
\end{equation*}
$$

$\bar{\gamma}_{1} \delta_{1}=\int_{\Sigma^{+}} t f_{t}-\int_{\mathbb{R}^{+}} t\left(g_{t}^{+}-g_{t}^{-}\right)-\int_{-1}^{+1}(\tilde{\lambda}+2 \mu) \mathfrak{h}_{t}-\frac{\tilde{\lambda}}{2 \mu}\left(\int_{\Sigma^{+}} x_{3} f_{3}-\int_{\mathbb{R}^{+}}\left(g_{3}^{+}+g_{3}^{-}\right)+\int_{-1}^{+1} x_{3} \mathfrak{h}_{3}\right)$,

$$
\begin{equation*}
\bar{\gamma}_{4} \delta_{4}=\int_{\Sigma^{+}} \mathfrak{f}_{\mathfrak{h}} \cdot \boldsymbol{Z}_{\natural}^{[7]}-\int_{\mathbb{R}^{+}}\left(\mathfrak{g}^{+} \cdot \boldsymbol{Z}_{\natural}^{[7]}-\mathfrak{g}^{-} \cdot \boldsymbol{Z}_{\natural}^{[7]}\right)+2 \int_{-1}^{+1}\left(\bar{p}_{2} \mathfrak{h}_{3}+(\tilde{\lambda}+2 \mu) x_{3} \mathfrak{h}_{t}\right) . \tag{6.9b}
\end{equation*}
$$

Proposition 6.12. For $\eta>0$, let $\mathfrak{f}_{\mathfrak{\natural}} \in L_{\eta}^{2}\left(\Sigma^{+}\right)^{2}$, $\mathfrak{g}_{\natural}^{ \pm} \in L_{\eta}^{2}\left(\mathbb{R}^{+}\right)^{4}$, and $\mathfrak{h}_{\natural}$ $\in H^{-1 / 2}\left(\gamma_{0}\right)^{2}$. If, moreover, $\eta<\eta_{0}$, then the problem

$$
E_{\text {Free }}(\boldsymbol{\psi})=\left(\mathfrak{f}_{\natural} ; \mathfrak{g}_{\natural}^{ \pm} ; \mathfrak{h}_{\natural}\right)
$$

has a unique solution $\boldsymbol{\psi}=\boldsymbol{\varphi}+\delta_{5} \boldsymbol{Z}_{\natural}^{[5]}+\delta_{7} \boldsymbol{Z}_{\natural}^{[7]}+\delta_{8} \boldsymbol{Z}_{\natural}^{[8]}$ with $\boldsymbol{\varphi} \in H_{\eta}^{1}\left(\Sigma^{+}\right)^{2}$ and

$$
\begin{gather*}
\bar{\gamma}_{5} \delta_{5}=\int_{\Sigma^{+}} f_{t}-\int_{\mathbb{R}^{+}}\left(g_{t}^{+}-g_{t}^{-}\right)+\int_{-1}^{+1} \mathfrak{h}_{t}  \tag{6.10a}\\
\bar{\gamma}_{8} \delta_{8}=\int_{\Sigma^{+}} f_{3}-\int_{\mathbb{R}^{+}}\left(g_{3}^{+}-g_{3}^{-}\right)+\int_{-1}^{+1} \mathfrak{h}_{3}  \tag{6.10b}\\
\bar{\gamma}_{7} \delta_{7}=\int_{\Sigma^{+}}\left(-x_{3} f_{t}+t f_{3}\right)+\int_{\mathbb{R}^{+}}\left(g_{t}^{+}+g_{t}^{-}-t\left(g_{3}^{+}-g_{3}^{-}\right)\right)-\int_{-1}^{+1} x_{3} \mathfrak{h}_{t} \tag{6.10c}
\end{gather*}
$$

## 7. Clamped plates.

7.1. Hard clamped plates: The first terms in the asymptotics. In [19, Chap. 16], Maz'ya, Nazarov, and Plamenevskii prove estimates like (3.4) for isotropic clamped plates and in $[8,9]$ the analog of Theorem 3.2 is proved for monoclinic clamped plates.

Here we will show how the formulas relating to lateral boundary condition (1) in Tables $2,3,5$, and 6 can be derived.

From (5.16) it follows that the boundary operators for the generators are the Dirichlet ones and that the four traces of $\boldsymbol{\zeta}^{0}$ are zero. We find again a fact known for long; cf. [5, 13] for early reference.

Let us investigate $\boldsymbol{\zeta}^{1}$ and $\varphi^{1}$ simultaneously. Condition (5.15) for $k=1$ yields that $\zeta_{3}^{1}=0, \varphi_{n}^{1}+\zeta_{n}^{1}-x_{3} \partial_{n} \zeta_{3}^{1}=0$ and $\varphi_{s}^{1}+\zeta_{s}^{1}-x_{3} \partial_{s} \zeta_{3}^{1}=0$ on $\Gamma_{0}$. Moreover, condition (5.15) for $k=2$ with (5.17c) yields that $\varphi_{3}^{1}+\zeta_{3}^{2}+v_{3}^{2}=0$ on $\Gamma_{0}$.

Thus, the first profile $\varphi^{1}(s):\left(t, x_{3}\right) \mapsto \varphi^{1}\left(t, s, x_{3}\right)$ has to solve for all $s \in \partial \omega$ (cf. (5.23)), the equation $\mathcal{B}_{(1)}\left(\varphi^{1}(s)\right)=\left(0 ; 0 ; \mathfrak{h}^{1}(s)\right)$ with the trace $\mathfrak{h}^{1}(s)$ equal to

$$
\mathfrak{h}_{n}^{1}(s)=-\left(\zeta_{n}^{1}-x_{3} \partial_{n} \zeta_{3}^{1}\right)(s), \quad \mathfrak{h}_{s}^{1}(s)=-\left(\zeta_{s}^{1}-x_{3} \partial_{s} \zeta_{3}^{1}\right)(s), \quad \mathfrak{h}_{3}^{1}(s)=-\left(\zeta_{3}^{2}+v_{3}^{2}\right)(s)
$$

Note that the unknowns are the profile $\varphi^{1}$ and the traces of $\zeta_{n}^{1}, \zeta_{s}^{1}, \partial_{n} \zeta_{3}^{1}$, and $\zeta_{3}^{2}$.
Since $\mathcal{B}_{(1)}$ splits into the direct sum $E_{\text {Dir }} \oplus L_{\text {Dir }}$, for each $s \in \partial \omega$ (fixed now, thus omitted),

- $\varphi_{s}^{1}$ is the solution of the Poisson problem

$$
\begin{equation*}
L_{\operatorname{Dir}}\left(\varphi_{s}^{1}\right)=\left(0 ; 0 ; \mathfrak{h}_{s}^{1}\right) \tag{7.1}
\end{equation*}
$$

- the couple $\varphi_{\square}^{1}$ is the solution of the elasticity system

$$
\begin{equation*}
E_{\operatorname{Dir}}\left(\boldsymbol{\varphi}_{\natural}^{1}\right)=\left(0 ; 0 ; \mathfrak{h}_{\natural}^{1}\right) . \tag{7.2}
\end{equation*}
$$

We have to find the conditions on $\boldsymbol{\zeta}^{1}$ so that (7.1) and (7.2) admit exponentially decreasing solutions.

Concerning the Poisson problem, Proposition 6.4 yields that (7.1) admits an exponentially decreasing solution if the coefficient (6.4) is zero, i.e., if $\int_{-1}^{+1} \mathfrak{h}_{s}^{1}=0$. With the above expression of $\mathfrak{h}_{s}^{1}$, this yields that $\zeta_{s}^{1}=0$ on $\partial \omega$. Since we already found that $\zeta_{3}^{1}=0$ on $\partial \omega$, we obtain that $\mathfrak{h}_{s}^{1} \equiv 0$, thus $\varphi_{s}^{1}=0$.

Concerning the Lamé problem, Proposition 6.8 yields a solution for (7.2) in $H_{\eta}^{1}\left(\Sigma^{+}\right)^{2} \oplus \operatorname{span}\left\{\boldsymbol{Z}_{\natural}^{[1]}, \boldsymbol{Z}_{\natural}^{[3]}, \boldsymbol{Z}_{\natural}^{[4]}\right\}$. We first recall that (cf. (4.3)-(4.4))

$$
\begin{equation*}
v_{3}^{2}\left(x_{*}, x_{3}\right)=\bar{p}_{1}\left(x_{3}\right) \operatorname{div}_{*} \boldsymbol{\zeta}_{*}^{0}\left(x_{*}\right)+\bar{p}_{2}\left(x_{3}\right) \Delta_{*} \zeta_{3}^{0}\left(x_{*}\right) \tag{7.3}
\end{equation*}
$$

Let $\overline{\boldsymbol{\psi}}_{\natural}^{\mathrm{m}}$ be the solution in $H_{\eta}^{1}\left(\Sigma^{+}\right)^{2} \oplus \operatorname{span}\left\{\boldsymbol{Z}_{\natural}^{[1]}, \boldsymbol{Z}_{\natural}^{[3]}, \boldsymbol{Z}_{\natural}^{[4]}\right\}$ of

$$
\begin{equation*}
E_{\mathrm{Dir}}\left(\overline{\boldsymbol{\psi}}_{\mathfrak{\natural}}^{\mathrm{m}}\right)=\left(0 ; 0 ; 0,-\bar{p}_{1}\right) . \tag{7.4}
\end{equation*}
$$

Since the right-hand side of (7.4) has the parities of a membrane mode (the first component is even and the second odd with respect to $x_{3}$ ), the symmetries of the isotropic elasticity system yield that $\bar{\psi}_{t}^{\mathrm{m}}$ is even and $\bar{\psi}_{3}^{\mathrm{m}}$ odd. Thus the asymptotic behavior as $t \rightarrow \infty$ has the same parities: only $\boldsymbol{Z}_{\natural}^{[1]}$ is convenient.

Hence there exists a unique coefficient $c_{1}^{(1)}$ such that $\overline{\boldsymbol{\psi}}_{\natural}^{\mathrm{m}}$ splits into

$$
\begin{equation*}
\overline{\boldsymbol{\psi}}_{\natural}^{\mathrm{m}}=\overline{\boldsymbol{\varphi}}_{\natural}^{\mathrm{m}}+c_{1}^{(1)} \boldsymbol{Z}_{\natural}^{[1]} \quad \text { with } \overline{\boldsymbol{\varphi}}_{\natural}^{\mathrm{m}} \text { exponentially decreasing. } \tag{7.5}
\end{equation*}
$$

Similarly, let $\overline{\boldsymbol{\psi}}_{\natural}^{\mathrm{b}}$ be the solution in $H_{\eta}^{1}\left(\Sigma^{+}\right)^{2} \oplus \operatorname{span}\left\{\boldsymbol{Z}_{\natural}^{[1]}, \boldsymbol{Z}_{\natural}^{[3]}, \boldsymbol{Z}_{\natural}^{[4]}\right\}$ of

$$
\begin{equation*}
E_{\mathrm{Dir}}\left(\overline{\boldsymbol{\psi}}_{\text {দ }}^{\mathrm{b}}\right)=\left(0 ; 0 ; 0,-\bar{p}_{2}\right) . \tag{7.6}
\end{equation*}
$$

Since the right-hand side of (7.6) has the parities of a bending mode, the symmetries of the problem yield that $\bar{\psi}_{t}^{\mathrm{b}}$ is odd and $\bar{\psi}_{3}^{\mathrm{b}}$ even with respect to $x_{3}$. Thus only $\boldsymbol{Z}_{\natural}^{[3]}$ and $\boldsymbol{Z}_{\natural}^{[4]}$ are present in the asymptotics at infinity of $\overline{\boldsymbol{\psi}}_{\natural}^{\mathrm{b}}$.

Hence there exist unique coefficients $c_{3}^{(1)}$ and $c_{4}^{(1)}$ such that $\overline{\boldsymbol{\psi}}_{\mathrm{y}}^{\mathrm{b}}$ splits into

$$
\begin{equation*}
\overline{\boldsymbol{\psi}}_{\natural}^{\mathrm{b}}=\overline{\boldsymbol{\varphi}}_{\natural}^{\mathrm{b}}+c_{3}^{(1)} \boldsymbol{Z}_{\natural}^{[3]}+c_{4}^{(1)} \boldsymbol{Z}_{\natural}^{[4]} \quad \text { with } \overline{\boldsymbol{\varphi}}_{\natural}^{\mathrm{b}} \text { exponentially decreasing. } \tag{7.7}
\end{equation*}
$$

Then $\boldsymbol{\psi}_{\natural}^{1}$, defined as

$$
\boldsymbol{\psi}_{\natural}^{1}\left(t, s, x_{3}\right)=\operatorname{div}_{*} \boldsymbol{\zeta}_{*}^{0}(s) \overline{\boldsymbol{\psi}}_{\natural}^{\mathrm{m}}\left(t, x_{3}\right)+\Delta_{*} \zeta_{3}^{0}(s) \overline{\boldsymbol{\psi}}_{\natural}^{\mathrm{b}}\left(t, x_{3}\right),
$$

is the solution for each $s \in \partial \omega$ of (cf. (7.3), (7.4), and (7.6))

$$
\begin{equation*}
E_{\operatorname{Dir}}\left(\boldsymbol{\psi}_{\natural}^{1}\right)=\left(0 ; 0 ; 0,-v_{3}^{2}\right) . \tag{7.8}
\end{equation*}
$$

Thus, if we have for each $s \in \partial \omega$, (cf. (7.5) and (7.7))

$$
\binom{\zeta_{n}^{1}(s)-x_{3} \partial_{n} \zeta_{3}^{1}(s)}{\zeta_{3}^{2}(s)}=\left.\operatorname{div}_{*} \boldsymbol{\zeta}_{*}^{0}(s) c_{1}^{(1)} \boldsymbol{Z}_{\natural}^{[1]}\right|_{\gamma_{0}}+\left.\Delta_{*} \zeta_{3}^{0}(s)\left(c_{3}^{(1)} \boldsymbol{Z}_{\natural}^{[3]}+c_{4}^{11} \boldsymbol{Z}_{\natural}^{[4]}\right)\right|_{\gamma_{0}},
$$

i.e.,

$$
\begin{equation*}
\binom{\zeta_{n}^{1}(s)-x_{3} \partial_{n} \zeta_{3}^{1}(s)}{\zeta_{3}^{2}(s)}=\binom{\operatorname{div}_{*} \zeta_{*}^{0}(s) c_{1}^{(1)}-x_{3} \Delta_{*} \zeta_{3}^{0}(s) c_{4}^{(1)}}{\Delta_{*} \zeta_{3}^{0}(s) c_{3}^{1}}, \tag{7.9}
\end{equation*}
$$

then $\varphi_{\square}^{1}$ defined as

$$
\begin{equation*}
\boldsymbol{\varphi}_{\natural}^{1}\left(t, s, x_{3}\right)=\operatorname{div}_{*} \boldsymbol{\zeta}_{*}^{0}(s) \overline{\boldsymbol{\varphi}}_{\natural}^{\mathrm{m}}\left(t, x_{3}\right)+\Delta_{*} \zeta_{3}^{0}(s) \overline{\boldsymbol{\varphi}}_{\mathrm{G}}^{\mathrm{b}}\left(t, x_{3}\right) \tag{7.10}
\end{equation*}
$$

is the solution of $E_{\operatorname{Dir}}\left(\varphi_{\natural}^{1}(s)\right)=\left(0 ; 0 ; \mathfrak{h}_{\sharp}^{1}(s)\right)$; see (7.2). Thus we have obtained all the results relating to $\zeta^{1}$ and $\boldsymbol{\varphi}^{1}$.
7.2. The nonzero coupling constants. There holds the following lemma.

Lemma 7.1. The coefficients $c_{1}^{(1)}$ and $c_{4}^{(1)}$ are nonzero.
Let us prove first that $c_{4}^{1}$ is not zero. Let us denote by $\boldsymbol{Z}_{\natural}$ the polynomial displacement $\frac{1}{2} \boldsymbol{Z}_{\natural}^{[7]}$. Thus $\boldsymbol{Z}_{\natural}$ satisfies

$$
\begin{equation*}
E_{\text {Dir }}\left(\boldsymbol{Z}_{\text {দ }}\right)=\left(0 ; 0 ; 0, \bar{p}_{2}\right) . \tag{7.11}
\end{equation*}
$$

So, (7.11) joined with (7.6)-(7.7) yields that

$$
\boldsymbol{K}:=\boldsymbol{Z}_{\natural}+\overline{\boldsymbol{\varphi}}_{\natural}^{\mathrm{b}}+c_{3}^{(1)} \boldsymbol{Z}_{\natural}^{[3]}+c_{4}^{(1)} \boldsymbol{Z}_{\natural}^{[4]} \quad \in \quad \text { ker } E_{\mathrm{Dir}} .
$$

The proof proceeds by computation about the "flux" (cf. (6.6)):

$$
\begin{equation*}
\Phi_{t=t_{0}}(\boldsymbol{u} \mid \boldsymbol{v}):=\int_{-1}^{+1} \boldsymbol{T}_{\natural}^{(0)}(\boldsymbol{u})\left(t_{0}, x_{3}\right) \cdot \boldsymbol{v}\left(t_{0}, x_{3}\right) d x_{3} . \tag{7.12}
\end{equation*}
$$

We have

$$
\boldsymbol{T}_{\natural}^{(0)}\left(\boldsymbol{Z}_{\natural}\right)=\binom{-4 \frac{\mu(\lambda+\mu)}{\lambda+2 \mu} x_{3}}{0} .
$$

Thus,

$$
\begin{equation*}
\Phi_{t=0}\left(\boldsymbol{Z}_{\natural} \mid c_{3}^{(1)} \boldsymbol{Z}_{\natural}^{[3]}+c_{4}^{(1)} \boldsymbol{Z}_{\natural}^{[4]}\right)=\frac{8}{3} \frac{\mu(\lambda+\mu)}{\lambda+2 \mu} c_{4}^{(1)} . \tag{7.13}
\end{equation*}
$$

We are going to prove that (cf. (7.7))

$$
\begin{equation*}
\Phi_{t=0}\left(\boldsymbol{Z}_{\natural} \mid c_{3}^{1} \boldsymbol{Z}_{\natural}^{[3]}+c_{4}^{(1)} \boldsymbol{Z}_{\natural}^{[4]}\right)=\Phi_{t=0}\left(\boldsymbol{K} \mid c_{3}^{(1)} \boldsymbol{Z}_{\natural}^{[3]}+c_{4}^{(1)} \boldsymbol{Z}_{\natural}^{[4]}+\overline{\boldsymbol{\varphi}}_{\natural}^{\mathrm{b}}\right) \tag{7.14}
\end{equation*}
$$

and that

$$
\begin{equation*}
\Phi_{t=0}\left(\boldsymbol{K} \mid c_{3}^{(1)} \boldsymbol{Z}_{\natural}^{[3]}+c_{4}^{(1)} \boldsymbol{Z}_{\natural}^{[4]}+\overline{\boldsymbol{\varphi}}_{\natural}^{\mathrm{b}}\right)>0 . \tag{7.15}
\end{equation*}
$$

The fact that $c_{4}^{(1)}>0$ is clearly a consequence of $(7.13)-(7.15)$.
In order to prove (7.14) and (7.15), we abbreviate the notations by

$$
c_{3}^{(1)} \boldsymbol{Z}_{\natural}^{[3]}+c_{4}^{(1)} \boldsymbol{Z}_{\natural}^{[4]}:=\boldsymbol{R} \quad \text { and } \quad \boldsymbol{\varphi}:=\overline{\boldsymbol{\varphi}}_{\natural}^{\mathrm{b}} .
$$

Proof of (7.14). We want to prove that $\Phi_{t=0}\left(\boldsymbol{Z}_{\natural} \mid \boldsymbol{R}\right)=\Phi_{t=0}(\boldsymbol{K} \mid \boldsymbol{R}+\boldsymbol{\varphi})$. Indeed, integrating by parts on the rectangle $\Sigma_{L}=(0, L) \times(-1,1)$ we obtain

$$
\begin{aligned}
& \int_{-1}^{+1}\left[\boldsymbol{T}_{\natural}^{(0)}(\boldsymbol{K}) \cdot(\boldsymbol{R}+\boldsymbol{\varphi})-\boldsymbol{K} \cdot \boldsymbol{T}_{\natural}^{(0)}(\boldsymbol{R}+\boldsymbol{\varphi})\right]\left(0, x_{3}\right) d x_{3} \\
&-\int_{-1}^{+1}\left[\boldsymbol{T}_{\natural}^{(0)}(\boldsymbol{K}) \cdot(\boldsymbol{R}+\boldsymbol{\varphi})-\boldsymbol{K} \cdot \boldsymbol{T}_{\natural}^{(0)}(\boldsymbol{R}+\boldsymbol{\varphi})\right]\left(L, x_{3}\right) d x_{3} \\
&= \int_{0}^{L}\left[\mathcal{G}_{\natural}^{(0)}(\boldsymbol{K}) \cdot(\boldsymbol{R}+\boldsymbol{\varphi})-\boldsymbol{K} \cdot \mathcal{G}_{\natural}^{(0)}(\boldsymbol{R}+\boldsymbol{\varphi})\right](t, 1) d t \\
& \quad-\int_{0}^{L}\left[\mathcal{G}_{\natural}^{(0)}(\boldsymbol{K}) \cdot(\boldsymbol{R}+\boldsymbol{\varphi})-\boldsymbol{K} \cdot \mathcal{G}_{\natural}^{(0)}(\boldsymbol{R}+\boldsymbol{\varphi})\right](t,-1) d t \\
& \quad-\int_{\Sigma_{L}} \mathcal{B}_{\natural}^{(0)}(\boldsymbol{K}) \cdot(\boldsymbol{R}+\boldsymbol{\varphi})-\boldsymbol{K} \cdot \mathcal{B}_{\natural}^{(0)}(\boldsymbol{R}+\boldsymbol{\varphi})
\end{aligned}
$$

As $\mathcal{B}_{\natural}^{(0)}(\boldsymbol{K})=\mathcal{B}_{\natural}^{(0)}\left(\boldsymbol{Z}_{\natural}\right)=0$ and $\mathcal{G}_{\natural}^{(0)}(\boldsymbol{K})=\mathcal{G}_{\natural}^{(0)}\left(\boldsymbol{Z}_{\natural}\right)=0$, the above right-hand side is zero. Therefore

$$
\Phi_{t=0}(\boldsymbol{K} \mid \boldsymbol{R}+\boldsymbol{\varphi})=\Phi_{t=L}(\boldsymbol{K} \mid \boldsymbol{R}+\boldsymbol{\varphi})-\int_{-1}^{+1} \boldsymbol{K}\left(L, x_{3}\right) \cdot \boldsymbol{T}_{\natural}^{(0)}(\boldsymbol{R}+\boldsymbol{\varphi})\left(L, x_{3}\right) d x_{3}
$$

Since $\boldsymbol{T}_{\natural}^{(0)}(\boldsymbol{R})=0(\boldsymbol{R}$ is a rigid displacement) and since $\varphi$ is exponentially decreasing, we deduce from the identity above that, for all $0<\eta<\eta_{0}$

$$
\Phi_{t=0}(\boldsymbol{K} \mid \boldsymbol{R}+\boldsymbol{\varphi})=\Phi_{t=L}\left(\boldsymbol{Z}_{\text {亿 }} \mid \boldsymbol{R}\right)+\mathcal{O}\left(e^{-\eta L}\right) .
$$

But for all $L$, we have the conservation of the flux against rigid displacements

$$
\Phi_{t=L}\left(\boldsymbol{Z}_{\natural} \mid \boldsymbol{R}\right)=\Phi_{t=0}\left(\boldsymbol{Z}_{\natural} \mid \boldsymbol{R}\right),
$$

whence the result.
Proof of (7.15). We want to prove that $\Phi_{t=0}(\boldsymbol{K} \mid \boldsymbol{R}+\boldsymbol{\varphi})>0$. To see it, notice that, since $\left.\boldsymbol{Z}_{\natural}\right|_{t=0}=-\left.(\boldsymbol{R}+\boldsymbol{\varphi})\right|_{t=0}$ and since we easily check the equality $\Phi_{t=0}\left(\boldsymbol{Z}_{\natural} \mid \boldsymbol{Z}_{\natural}\right)=0$, we have

$$
\begin{aligned}
\Phi_{t=0}(\boldsymbol{K} \mid \boldsymbol{R}+\boldsymbol{\varphi}) & =\Phi_{t=0}\left(\boldsymbol{Z}_{\natural} \mid \boldsymbol{R}+\boldsymbol{\varphi}\right)+\Phi_{t=0}(\boldsymbol{R}+\boldsymbol{\varphi} \mid \boldsymbol{R}+\boldsymbol{\varphi}), \\
& =-\Phi_{t=0}\left(\boldsymbol{Z}_{\natural} \mid \boldsymbol{Z}_{\natural}\right)+\Phi_{t=0}(\boldsymbol{\varphi} \mid \boldsymbol{R}+\boldsymbol{\varphi}), \\
& =\Phi_{t=L}(\boldsymbol{\varphi} \mid \boldsymbol{R}+\boldsymbol{\varphi})+\int_{\Sigma_{L}} A e\left(\partial_{t}, \partial_{3}\right)(\boldsymbol{\varphi}): e\left(\partial_{t}, \partial_{3}\right)(\boldsymbol{R}+\boldsymbol{\varphi}), \\
& =\int_{\Sigma_{L}} A e\left(\partial_{t}, \partial_{3}\right)(\boldsymbol{\varphi}): e\left(\partial_{t}, \partial_{3}\right)(\boldsymbol{\varphi})+\mathcal{O}\left(e^{-\eta L}\right) .
\end{aligned}
$$

Since $\boldsymbol{Z}_{\natural}+\boldsymbol{R}$ is clearly not zero on $\{t=0\}$, then $\boldsymbol{\varphi} \not \equiv 0$. The result follows from the positivity of the elasticity matrix $A$.

The positivity of $c_{1}^{(1)}$ can be proved analogously to that of $c_{4}^{(1)}$, taking into account that $\boldsymbol{Z}_{\natural}^{[5]}$ satisfies problem $E_{\text {Dir }}\left(\boldsymbol{Z}_{\natural}^{[5]}\right)=\left(0 ; 0 ; 0, \bar{p}_{1}\right)$, thus

$$
\boldsymbol{K}^{\mathrm{m}}:=\boldsymbol{Z}_{\natural}^{[5]}+\overline{\boldsymbol{\varphi}}_{\natural}^{\mathrm{m}}+c_{1}^{(1)} \boldsymbol{Z}_{\natural}^{[1]} \quad \in \quad \text { ker } E_{\mathrm{Dir}}
$$

and that, moreover, there hold

$$
\boldsymbol{T}_{\natural}^{(0)}\left(\boldsymbol{Z}_{\natural}^{[5]}\right)=\binom{4 \frac{\mu(\lambda+\mu)}{\lambda+2 \mu}}{0} \quad \text { and } \quad \Phi_{t=0}\left(\boldsymbol{Z}_{\natural}^{[5]} \mid c_{1}^{(1)} \boldsymbol{Z}_{\natural}^{[1]}\right)=\frac{8 \mu(\lambda+\mu)}{\lambda+2 \mu} c_{1}^{(1)} .
$$

7.3. Soft clamped plates: The first terms in the asymptotics. We now have to take care of the space $\mathcal{R}_{(2}$, which is the space of rigid motions $\boldsymbol{v}$ satisfying the soft clamped plate conditions, i.e., $v_{n}$ and $v_{3}=0$ on the lateral boundary $\Gamma_{0}$. If the mean surface $\omega$ is not a disk or an annulus, $\mathcal{R}_{(2)}$ is reduced to $\{0\}$. If $\omega$ is a disk or an annulus that we may suppose is centered in $0, \mathcal{R}_{(2}$ is one-dimensional, generated by the in-plane rotation $\left(x_{2},-x_{1}, 0\right)$ and the orthogonality condition (2.11), ensuring uniqueness can be transcribed in $\Omega$ into $\int_{\Omega} \boldsymbol{u}_{*}(\varepsilon) \cdot\left(x_{2},-x_{1}\right)^{\top}=0$.

Thus, in this situation, the compatibility conditions on $\omega$ for the membrane problems (3.13a) has to be checked and the coherence with the orthogonality condition (2.11) has to be realized by an orthogonality condition for the $\boldsymbol{\zeta}_{*}^{k}$ in $\omega$. We refer to [11, section 6$]$ for details.

The behavior of the boundary layer terms is very similar to the hard clamped case because the boundary conditions involving the components $\boldsymbol{\varphi}_{\natural}$ are Dirichlet as in (1); the only change concerns the lateral component $\varphi_{s}$, which is uncoupled from the previous ones and subject now to lateral Neumann conditions instead of Dirichlet.
7.3.1. The traces of $\boldsymbol{\zeta}^{0}$. Solving recursively equations (5.13)-(5.14), (5.15), and (5.18), we find first the Dirichlet traces at the order zero: $\zeta_{n}^{0}-x_{3} \partial_{n} \zeta_{3}^{0}$ and $\zeta_{3}^{0}$ are zero on $\partial \omega$. Thus, the Dirichlet conditions concerning $\zeta^{0}$ are obtained.

The terms $T_{s}^{0}$ and $T_{s}^{1}$ are always zero. Next, condition $T_{s}^{2}=0$ yields (cf. (5.22b))

$$
T_{s}^{(0)}\left(\varphi^{1}\right)=-T_{s}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{0}\right)+2 \mu x_{3}\left(\partial_{n}+\frac{1}{R}\right) \partial_{s} \zeta_{3}^{0}
$$

Taking account of the already known Dirichlet conditions for $\zeta_{3}^{0}$, we obtain that $\varphi_{s}^{1}$ solves the Laplace-Neumann problem on the half-strip:

$$
\begin{equation*}
L_{\mathrm{Neu}}\left(\varphi_{s}^{1}\right)=\left(0 ; 0 ;-T_{s}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{0}\right)\right) \tag{7.16}
\end{equation*}
$$

Since, for each fixed $s \in \partial \omega, T_{s}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{0}\right)$ is a constant, Proposition 6.6 yields that the only exponentially decreasing solution is $\varphi_{s}^{1} \equiv 0$ obtained with $T_{s}^{m}\left(\boldsymbol{\zeta}_{*}^{0}\right)=0$ on $\partial \omega$. Then $\zeta^{0}$ satisfies zero boundary conditions according to Table 2.
7.3.2. The traces of $\boldsymbol{\zeta}^{1}$. The equations (5.15) for $k=1$ and for $k=2$ yield the same condition as in case (1) for the trace of $\zeta_{3}^{1}$ which must vanish, and the same equations (7.2) linking the couple $\boldsymbol{\varphi}_{4}^{1}$ and the traces of $\zeta_{n}^{1}, \partial_{n} \zeta_{3}^{1}, \zeta_{3}^{2}$. Thus, the result concerning these traces is the same for the hard and soft clamped situations.

As a consequence the coefficients $c_{1}^{(2)}$ and $c_{4}^{(2)}$ are equal to their homologues $c_{1}^{(1)}$ and $c_{4}^{11}$ for the hard clamped plate.

Concerning the tangential component, the condition $T_{s}^{3}=0$ yields (cf. (5.22b))

$$
T_{s}^{(0)}\left(\boldsymbol{\varphi}^{2}\right)=-T_{s}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{1}\right)+2 \mu x_{3}\left(\partial_{n}+\frac{1}{R}\right) \partial_{s} \zeta_{3}^{1}-T_{s}^{(1)}\left(\boldsymbol{\varphi}^{1}\right)
$$

Taking into account the already known trace condition $\zeta_{3}^{1}=0$, (5.23) leads to the following Neumann problem for the lateral part $\varphi_{s}^{2}$ :

$$
\begin{equation*}
L_{\mathrm{Neu}}\left(\varphi_{s}^{2}\right)=\left(-\left(\mathcal{B}^{(1)} \boldsymbol{\varphi}^{1}\right)_{s} ;-\left(\mathcal{G}^{(1)} \boldsymbol{\varphi}^{1}\right)_{s} ;-T_{s}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{1}\right)+2 \mu x_{3} \partial_{s n} \zeta_{3}^{1}-T_{s}^{(1)}\left(\boldsymbol{\varphi}^{1}\right)\right) . \tag{7.17}
\end{equation*}
$$

Proposition 6.6 yields that $\varphi_{s}^{2}$ is exponentially decreasing if and only if

$$
\begin{align*}
& T_{s}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{1}\right)=-\frac{1}{2}\left(\int_{\Sigma_{+}}\left(\mathcal{B}^{(1)} \boldsymbol{\varphi}^{1}\right)_{s}\left(t, x_{3}\right) d t d x_{3}\right. \\
&  \tag{7.18}\\
& \quad-\int_{\mathbb{R}_{+}}\left(\left(\mathcal{G}^{(1)} \boldsymbol{\varphi}^{1}\right)_{s}(t, 1)-\left(\mathcal{G}^{(1)} \boldsymbol{\varphi}^{1}\right)_{s}(t,-1)\right) d t \\
& \\
& \left.\quad+\int_{-1}^{+1} T_{s}^{(1)}\left(\boldsymbol{\varphi}^{1}\right)\left(0, x_{3}\right)-2 \mu x_{3} \partial_{s n} \zeta_{3}^{1}(0) d x_{3}\right)
\end{align*}
$$

Since $\varphi_{s}^{1}=0$, the terms involved in (7.18) reduce to

$$
\left(\mathcal{B}^{(1)} \boldsymbol{\varphi}^{1}\right)_{s}=(\lambda+\mu) \partial_{s}\left(\partial_{t} \varphi_{t}^{1}+\partial_{3} \varphi_{3}^{1}\right), \quad\left(\mathcal{G}^{(1)} \boldsymbol{\varphi}^{1}\right)_{s}=\mu \partial_{s} \varphi_{3}^{1}, \quad T_{s}^{(1)}\left(\boldsymbol{\varphi}^{1}\right)=\mu \partial_{s} \varphi_{t}^{1} .
$$

Since only the even terms in $x_{3}$ contribute to the integrals in (7.18), we see that we have only to take into consideration the membrane part of $\varphi_{\mathrm{t}}^{1}$, which is equal to $\operatorname{div}_{*} \boldsymbol{\zeta}_{*}^{0}(s) \overline{\boldsymbol{\varphi}}_{\square}^{\mathrm{m}}\left(t, x_{3}\right)$, cf. (7.10). Thus $T_{s}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{1}\right)=c_{2}^{(2)} \partial_{s} \operatorname{div}_{*} \boldsymbol{\zeta}_{*}^{0}$, with $-\frac{2}{\mu} c_{2}^{(2)}$ equal to
$\frac{\lambda+\mu}{\mu} \int_{\Sigma_{+}}\left(\partial_{t} \bar{\varphi}_{t}^{\mathrm{m}}+\partial_{3} \bar{\varphi}_{3}^{\mathrm{m}}\right) d t d x_{3}-\int_{\mathbb{R}_{+}}\left(\bar{\varphi}_{3}^{\mathrm{m}}(t, 1)-\bar{\varphi}_{3}^{\mathrm{m}}(t,-1)\right) d t+\int_{-1}^{+1} \bar{\varphi}_{t}^{\mathrm{m}}\left(0, x_{3}\right) d x_{3}$.
Formulas of Table 3 concerning case (2) are completely proved.
7.3.3. Recursivity. It can be proved like in [8], cf. [11, section 6].
8. Simply supported plates. The space of rigid motions $\mathcal{R}_{(3}$ is reduced to $\{0\}$, whereas $\mathcal{R}_{(4)}$ is three-dimensional and spanned by the in-plane rigid motions. Here we only present the analysis for the hard simply supported plate. The main feature of the analysis of the soft simply supported plate is the treatment of compatibility conditions: we refer to [11, section 8$]$ for this.
8.1. Hard simple support: The traces of $\boldsymbol{\zeta}^{0}$. According to (5.15), $D_{3}^{0}=0$ yields $\zeta_{3}^{0}=0$ on $\partial \omega$; then $D_{s}^{0}=0$ is equivalent to $\zeta_{s}^{0}=0$ on $\partial \omega$. Next, $D_{3}^{1}=0$ yields $\zeta_{3}^{1}=0$ on $\partial \omega$, and $D_{s}^{1}=0$ provides the equation $L_{\operatorname{Dir}}\left(\varphi_{s}^{1}\right)=\left(0 ; 0 ;-\zeta_{s}^{1}\right)$. Then Proposition 6.4 yields that the only exponentially decreasing solution is $\varphi_{s}^{1} \equiv 0$, obtained with $\zeta_{s}^{1}=0$ on $\partial \omega$.

Conditions $T_{n}^{2}=0$ (cf. (5.22b)) and $D_{3}^{2}=0$ yield that $\varphi_{\text {b }}^{1}$ has to solve

$$
\begin{equation*}
E_{\mathrm{Mix} 1}\left(\boldsymbol{\varphi}_{\natural}^{1}\right)=\left(0 ; 0 ;-T_{n}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{0}\right)+x_{3} M_{n}\left(\zeta_{3}^{0}\right),-\left(\zeta_{3}^{2}+v_{3}^{2}\right)\right) . \tag{8.1}
\end{equation*}
$$

With formulas (6.8) we can compute the three coefficients $\delta_{3}, \delta_{5}$, and $\delta_{7}$, and determine conditions on $T_{n}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{0}\right), M_{n}\left(\zeta_{3}^{0}\right)$, and $\zeta_{3}^{2}$ so that these three coefficients are zero, ensuring that $\boldsymbol{\varphi}_{\square}^{1}$ is exponentially decaying. We have

$$
\begin{align*}
& \text { (8.2a) } \bar{\gamma}_{5} \delta_{5}=\int_{-1}^{+1}-T_{n}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{0}\right)+x_{3} M_{n}\left(\zeta_{3}^{0}\right) d x_{3}  \tag{8.2a}\\
& \text { (8.2b) } \bar{\gamma}_{7} \delta_{7}=\int_{-1}^{+1} x_{3} T_{n}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{0}\right)-x_{3}^{2} M_{n}\left(\zeta_{3}^{0}\right) d x_{3}  \tag{8.2b}\\
& \text { (8.2c) } \bar{\gamma}_{3} \delta_{3}=\int_{-1}^{+1} 6 \bar{p}_{3}\left(-T_{n}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{0}\right)+x_{3} M_{n}\left(\zeta_{3}^{0}\right)\right)+6 \mu\left(\bar{p}_{2}+\bar{p}_{3}{ }^{\prime}\right)\left(\zeta_{3}^{2}+v_{3}^{2}\right) d x_{3} .
\end{align*}
$$

With (8.2a) and (8.2b), the conditions $\delta_{5}=0$ and $\delta_{7}=0$ give immediately that $T_{n}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{0}\right)=0$ and $M_{n}\left(\zeta_{3}^{0}\right)=0$ on $\partial \omega$, respectively. Then with the formula $v_{3}^{2}=$ $\bar{p}_{1} \operatorname{div}_{*} \boldsymbol{\zeta}_{*}^{0}+\bar{p}_{2} \Delta_{*} \zeta_{3}^{0}$ we can compute from (8.2c)

$$
\bar{\gamma}_{3} \delta_{3}=-4(\tilde{\lambda}+2 \mu)\left(\zeta_{3}^{2}-\frac{\tilde{\lambda}}{30 \mu} \Delta_{*} \zeta_{3}^{0}\right),
$$

whence the relation $30 \mu \zeta_{3}^{2}=\tilde{\lambda} \Delta_{*} \zeta_{3}^{0}$ on $\partial \omega$ ensuring the existence of a unique exponentially decreasing profile solution of (8.1).

But we have on $\partial \omega$

$$
\begin{align*}
& T_{n}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}\right)=(\tilde{\lambda}+2 \mu) \operatorname{div}_{*} \zeta_{*}+2 \mu\left(\kappa \zeta_{n}-\partial_{s} \zeta_{s}\right),  \tag{8.3a}\\
& M_{n}\left(\zeta_{3}\right)=(\tilde{\lambda}+2 \mu) \Delta_{*} \zeta_{3}+2 \mu\left(\kappa \partial_{n} \zeta_{3}-\partial_{s s} \zeta_{3}\right) . \tag{8.3b}
\end{align*}
$$

Since $\zeta_{s}^{0}$ and $\zeta_{3}^{0}$ are zero on $\partial \omega$, then $\partial_{s} \zeta_{s}^{0}$ and $\partial_{s s} \zeta_{3}^{0}$ are also zero and since $T_{n}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{0}\right)=0$ and $M_{n}\left(\zeta_{3}^{0}\right)=0$ we deduce from (8.3a) the relations

$$
\begin{equation*}
\operatorname{div}_{*} \zeta_{*}^{0}=-\frac{2 \mu}{\tilde{\lambda}+2 \mu} \kappa \zeta_{n}^{0} \quad \text { and } \quad \Delta_{*} \zeta_{3}^{0}=-\frac{2 \mu}{\tilde{\lambda}+2 \mu} \kappa \partial_{n} \zeta_{3}^{0} \tag{8.4}
\end{equation*}
$$

Therefore, with $\overline{\boldsymbol{\varphi}}_{\mathrm{G}}^{\mathrm{m}}$ the solution of $E_{\mathrm{Mix} 1}\left(\overline{\boldsymbol{\varphi}}_{\mathrm{G}}^{\mathrm{m}}\right)=\left(0 ; 0 ; 0, \frac{2 \mu}{\bar{\lambda}+2 \mu} \bar{p}_{1}\right)$, and with $\overline{\boldsymbol{\varphi}}_{\mathrm{G}}^{\mathrm{b}}$ the solution of $E_{\text {Mix1 }}\left(\overline{\boldsymbol{\varphi}}_{\natural}^{\mathrm{b}}\right)=\left(0 ; 0 ; 0, \frac{2 \mu}{\tilde{\lambda}+2 \mu}\left(\frac{\tilde{\lambda}}{30 \mu}+\bar{p}_{2}\right)\right)$, we obtain the expression in Table 6 of the first boundary layer term.
8.2. The traces of $\zeta^{1}$. The next relations are deduced from $T_{n}^{3}=0$ and $D_{3}^{3}=0$ : $\varphi_{\natural}^{2}$ has to solve

$$
-E_{\mathrm{Mix} 1}\left(\boldsymbol{\varphi}_{\natural}^{2}\right)=\left(\left(\mathcal{B}^{(1)} \boldsymbol{\varphi}^{1}\right)_{\natural} ;\left(\mathcal{G}^{(1)} \boldsymbol{\varphi}^{1}\right)_{\natural} ; T_{t}^{(1)}\left(\boldsymbol{\varphi}^{1}\right)+T_{n}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{1}\right)-x_{3} M_{n}\left(\zeta_{3}^{1}\right), \zeta_{3}^{3}+v_{3}^{3}\right) .
$$

Since $\varphi_{s}^{1}=0$, the terms in the right-hand side reduce to

$$
\left(\mathcal{B}^{(1)} \boldsymbol{\varphi}^{1}\right)_{t}=-(\lambda+2 \mu) \kappa \partial_{t} \varphi_{t}^{1}, \quad\left(\mathcal{G}^{(1)} \boldsymbol{\varphi}^{1}\right)_{t}=0, \quad T_{t}^{(1)}\left(\boldsymbol{\varphi}^{1}\right)=-\lambda \kappa \varphi_{t}^{1} .
$$

The cancellation of the coefficients $\delta_{5}, \delta_{7}$, and $\delta_{3}$ (cf. (8.2a)) is ensured by relations determining $T_{n}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{1}\right), M_{n}\left(\zeta_{3}^{1}\right)$, and $\zeta_{3}^{3}$. In particular, we have

$$
\begin{aligned}
& T_{n}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{1}\right)=-\frac{1}{2}\left(\int_{\Sigma_{+}}\left(\mathcal{B}^{(1)} \boldsymbol{\varphi}^{1}\right)_{t}\left(t, x_{3}\right) d t d x_{3}\right. \\
& \quad-\int_{\mathbb{R}_{+}}\left(\left(\mathcal{G}^{(1)} \boldsymbol{\varphi}^{1}\right)_{t}(t, 1)-\left(\mathcal{G}^{(1)} \boldsymbol{\varphi}^{1}\right)_{t}(t,-1)\right) d t \\
&\left.+\int_{-1}^{+1} T_{t}^{(1)}\left(\boldsymbol{\varphi}^{1}\right)\left(0, x_{3}\right)-x_{3} M_{n}\left(\zeta_{3}^{1}\right)(0) d x_{3}\right) .
\end{aligned}
$$

Combining with the already known expression for $\varphi^{1}$, we obtain the formula of Table 3 for $T_{n}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{1}\right)$. The trace $M_{n}\left(\zeta_{3}^{1}\right)$ is determined similarly.
9. Sliding edge. Lateral condition (6) is the other one, with (3), which allows a reflexion across the boundary in any region $\mathcal{V}$ where it is flat. If the support of the data avoids $\mathcal{V}$, there are no boundary layer terms and $\boldsymbol{u}(\varepsilon)$ can be expanded in a power series in $\mathcal{V}$. In the special case when $\omega$ is a rectangle (in principle forbidden
here!) and the support of the data avoids the lateral boundary, the solution can be extended outside $\Omega$ in both in-plane directions into a periodic solution in $\mathbb{R}^{2} \times I$ : this link is indicated by Paumier in [27], where the periodic boundary conditions are addressed.

If the midplane of the plate $\omega$ is not a disk or an annulus, then the space $\mathcal{R}_{(6)}$ is one-dimensional and spanned by the vertical translation $(0,0,1)$. But if $\omega$ is a disk or an annulus that we may suppose is centered in 0 , then $\mathcal{R}_{6}$ is two-dimensional, generated by the vertical translation $(0,0,1)$ and the in-plane rotation $\left(x_{2},-x_{1}, 0\right)$. Here we will only treat the generic case.
9.1. The traces of $\zeta^{0}$. As the Dirichlet trace $D_{n}^{0}$ is zero, we have $\zeta_{n}^{0}=0$ and $\partial_{n} \zeta_{3}^{0}=0$ on $\partial \omega$. We deduce the problem for $\varphi_{\square}^{1}$ from $D_{n}^{1}=0$ and $T_{3}^{1}=0$ :

$$
E_{\mathrm{Mix} 2}\left(\boldsymbol{\varphi}_{\text {品 }}^{1}\right)=\left(0 ; 0 ;-\zeta_{n}^{1}+x_{3} \partial_{n} \zeta_{3}^{1}, 0\right) .
$$

Proposition 6.11 then yields the conditions $\zeta_{n}^{1}=0$ and $\partial_{n} \zeta_{3}^{1}=0$ on $\partial \omega$ and thus $\boldsymbol{\varphi}_{\text {品 }}^{1} \equiv 0$.

The condition $T_{s}^{2}=0$ yields that $\varphi_{s}^{1}$ has to satisfy

$$
\begin{equation*}
L_{\mathrm{Neu}}\left(\varphi_{s}^{1}\right)=\left(0 ; 0 ;-T_{s}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{0}\right)+2 \mu x_{3}\left(\partial_{n}+\kappa\right) \partial_{s} \zeta_{3}^{0}\right) \tag{9.1}
\end{equation*}
$$

Proposition 6.6 yields that $T_{s}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{0}\right)=0$ on $\partial \omega$. Combining with $\partial_{n} \zeta_{3}^{0}=0$ on $\partial \omega$, this solution is given by (cf. Lemma 6.7)

$$
\begin{equation*}
\varphi_{s}^{1}=\kappa \partial_{s} \zeta_{3}^{0}(s) \bar{\varphi}_{\mathrm{Neu}}^{\mathrm{s}}\left(t, x_{3}\right) \tag{9.2}
\end{equation*}
$$

With $T_{s}^{3}=0$ we obtain that $\varphi_{s}^{2}$ has to satisfy

$$
\begin{equation*}
L_{\mathrm{Neu}}\left(\varphi_{s}^{2}\right)=\left(-\left(\mathcal{B}^{(1)} \boldsymbol{\varphi}^{1}\right)_{s} ;-\left(\mathcal{G}^{(1)} \boldsymbol{\varphi}^{1}\right)_{s} ; \mathfrak{h}_{s}\right) \tag{9.3}
\end{equation*}
$$

where the terms in the right-hand side are given by, since $\boldsymbol{\varphi}_{\natural}^{1}=0$,

$$
\begin{aligned}
\left(\mathcal{B}^{(1)} \boldsymbol{\varphi}^{1}\right)_{s} & =\mu \kappa\left(\partial_{t t}\left(t \varphi_{s}^{1}\right)+\partial_{33}\left(t \varphi_{s}^{1}\right)-\partial_{t} \varphi_{s}^{1}\right), \quad\left(\mathcal{G}^{(1)} \boldsymbol{\varphi}^{1}\right)_{s}=0 \\
\mathfrak{h}_{s} & =-\left(2 \mu \kappa \varphi_{s}^{1}+T_{s}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{1}\right)-2 \mu x_{3}\left(\partial_{n}+\kappa\right) \partial_{s} \zeta_{3}^{1}\right)
\end{aligned}
$$

With the help of Proposition 6.6 and the fact that $\varphi_{s}^{1}$ is odd with respect to $x_{3}$, we deduce that $T_{s}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{1}\right)=0$ on $\partial \omega$. Taking into account relation (9.2) and the already known condition $\partial_{n} \zeta_{3}^{1}=0$ on $\partial \omega$, this solution is given by

$$
\begin{equation*}
\varphi_{s}^{2}=-\kappa^{2} \partial_{s} \zeta_{3}^{0} \bar{\psi}_{\mathrm{Neu}}^{\mathrm{s}}+\kappa \partial_{s} \zeta_{3}^{1} \bar{\varphi}_{\mathrm{Neu}}^{\mathrm{s}} \tag{9.4}
\end{equation*}
$$

where $\bar{\psi}_{\text {Neu }}^{\mathrm{s}}$ is the (odd) exponentially decreasing solution of

$$
\begin{equation*}
L_{\mathrm{Neu}}\left(\bar{\psi}_{\mathrm{Neu}}^{\mathrm{s}}\right)=\mu\left(\Delta\left(t \bar{\varphi}_{\mathrm{Neu}}^{\mathrm{s}}\right)-\partial_{t} \bar{\varphi}_{\mathrm{Neu}}^{\mathrm{s}} ; 0 ; 2 \bar{\varphi}_{\mathrm{Neu}}^{\mathrm{s}}\right) \tag{9.5}
\end{equation*}
$$

Conditions $D_{n}^{2}=0$ and $T_{3}^{2}=0$ lead to the following problem for $\varphi_{\square}^{2}$ :

$$
\begin{equation*}
E_{\mathrm{Mix} 2}\left(\boldsymbol{\varphi}_{\natural}^{2}\right)=\left(-\left(\mathcal{B}^{(1)} \boldsymbol{\varphi}^{1}\right)_{\natural} ;-\left(\mathcal{G}^{(1)} \boldsymbol{\varphi}^{1}\right)_{\natural} ; \mathfrak{h}_{t}, \mathfrak{h}_{3}\right), \tag{9.6}
\end{equation*}
$$

where the terms in the right-hand side are given by

$$
\begin{align*}
& \left(\mathcal{B}^{(1)} \boldsymbol{\varphi}^{1}\right)_{t}=(\lambda+\mu) \partial_{t} \partial_{s} \varphi_{s}^{1}, \quad\left(\mathcal{G}^{(1)} \boldsymbol{\varphi}^{1}\right)_{t}=0  \tag{9.7a}\\
& \left(\mathcal{B}^{(1)} \boldsymbol{\varphi}^{1}\right)_{3}=(\lambda+\mu) \partial_{3} \partial_{s} \varphi_{s}^{1}, \quad\left(\mathcal{G}^{(1)} \boldsymbol{\varphi}^{1}\right)_{3}=\lambda \partial_{s} \varphi_{s}^{1}  \tag{9.7b}\\
& \mathfrak{h}_{t}=-\left(\zeta_{n}^{2}-x_{3} \partial_{n} \zeta_{3}^{2}+\bar{p}_{2} \partial_{n} \operatorname{div}_{*} \boldsymbol{\zeta}_{*}^{0}+\bar{p}_{3} \partial_{n} \Delta_{*} \zeta_{3}^{0}+\left(G\left(\boldsymbol{f}, \boldsymbol{g}^{ \pm}\right)\right)_{n}\right)  \tag{9.7c}\\
& \mathfrak{h}_{3}=-\mu\left(\left(\bar{p}_{2}+\bar{p}_{3}^{\prime}\right) \partial_{n} \Delta_{*} \zeta_{3}^{0}+\partial_{3}\left(G\left(\boldsymbol{f}, \boldsymbol{g}^{ \pm}\right)\right)_{n}\right) \tag{9.7d}
\end{align*}
$$

Combining with (9.2), the condition $\delta_{8}=0$ from Proposition 6.11 yields

$$
2 \mu \partial_{s}\left(\partial_{n}+\kappa\right) \partial_{s} \zeta_{3}^{0} \int_{\mathbb{R}^{+}} \bar{\varphi}_{\mathrm{Neu}}^{\mathrm{s}}(t, 1) d t=\int_{-1}^{+1} \mathfrak{h}_{3} d x_{3}
$$

Using the expressions of $G_{n}$ (cf. Definition 4.5) and of $\bar{p}_{2}$ and $\bar{p}_{3}$ (cf. (4.4)), we derive

$$
\int_{-1}^{+1} \mathfrak{h}_{3} d x_{3}=-\left.\left[-\frac{2}{3}(\tilde{\lambda}+2 \mu) \partial_{n} \Delta_{*} \zeta_{3}^{0}+\int_{-1}^{+1} x_{3} f_{n} d x_{3}+g_{n}^{+}+g_{n}^{-}\right]\right|_{\partial \omega}
$$

Then Lemma 6.7 yields

$$
\frac{2}{3} \underbrace{\left((\tilde{\lambda}+2 \mu) \partial_{n} \Delta_{*} \zeta_{3}^{0}+2 \mu \partial_{s}\left(\partial_{n}+\kappa\right) \partial_{s} \zeta_{3}^{0}\right)}_{=N_{n}\left(\zeta_{3}^{0}\right)}=\left.\left(\int_{-1}^{+1} x_{3} f_{n} d x_{3}+g_{n}^{+}+g_{n}^{-}\right)\right|_{\partial \omega}
$$

hence the condition $N_{n}\left(\zeta_{3}^{0}\right)=\frac{3}{2} \int_{-1}^{+1} x_{3} f_{n} d x_{3}+g_{n}^{+}+g_{n}^{-}$on $\partial \omega$. Then the compatibility condition for the solvability of problem (3.13b) for $\zeta_{3}^{0}$ reads

$$
\begin{equation*}
\int_{\omega} R_{\mathrm{b}}^{0}\left(x_{*}\right) d x_{*}-\int_{\partial \omega} \frac{3}{2}\left(\int_{-1}^{+1} x_{3} f_{n} d x_{3}+g_{n}^{+}+g_{n}^{-}\right)(0, s) d s=0 \tag{9.8}
\end{equation*}
$$

With the help of the divergence theorem and formula (4.9), we can rewrite (9.8) as

$$
\frac{3}{2} \int_{\omega}\left\{\int_{-1}^{+1} f_{3} d x_{3}+g_{3}^{+}-g_{3}^{-}\right\} d x_{*}=0
$$

which is nothing else than the compatibility condition (2.10), whence (9.8).
9.2. The traces of $\zeta^{1}$. The only remaining boundary condition is that for $N_{n}\left(\zeta_{3}^{1}\right)$. Therefore we only consider the problem for $\boldsymbol{\varphi}_{\mathrm{b}}^{3}$, which is deduced from $D_{n}^{3}=0$ and $T_{3}^{3}=0$ and reads

$$
E_{\mathrm{Mix} 2}\left(\boldsymbol{\varphi}_{\natural}^{3}\right)=\left(-\left(\mathcal{B}^{(1)} \boldsymbol{\varphi}^{2}\right)_{\natural}-\left(\mathcal{B}^{(2)} \boldsymbol{\varphi}^{1}\right)_{\natural} ;-\left(\mathcal{G}^{(1)} \boldsymbol{\varphi}^{2}\right)_{\natural}-\left(\mathcal{G}^{(2)} \boldsymbol{\varphi}^{1}\right)_{\natural} ; \mathfrak{h}_{t}, \mathfrak{h}_{3}\right) .
$$

The boundary condition prescribing $N_{n}\left(\zeta_{3}^{1}\right)$ is then found by the cancellation of the coefficient $\delta_{8}$ (6.9a). For this, we need an expression for $\varphi_{\square}^{2}$, which is derived from the cancellation of the constants $\delta_{1}$ and $\delta_{4}(6.9 \mathrm{~b})-(6.9 \mathrm{c})$ relating to problem (9.6). The details can be found in [12, section 5].

Let us check the compatibility condition for $\zeta_{3}^{1}$. Setting $\varphi=\varphi^{1}+\varepsilon \varphi^{2}$, we have by construction

$$
\begin{gather*}
N_{n}\left(\zeta_{3}^{0}+\varepsilon \zeta_{3}^{1}\right)=\frac{3}{2}\left(\int_{\Sigma^{+}} \mathfrak{g}_{3}(\varepsilon)-\int_{\mathbb{R}^{+}}\left(\mathfrak{g}_{3}^{+}(\varepsilon)-\mathfrak{g}_{3}^{-}(\varepsilon)\right)+\int_{-1}^{+1} \mathfrak{h}_{3}(\varepsilon)\right)  \tag{9.9}\\
+2 \mu \partial_{s}\left(\partial_{n}+\kappa\right) \partial_{s}\left(\zeta_{3}^{0}+\varepsilon \zeta_{3}^{1}\right)
\end{gather*}
$$

TABLE 9
Auxiliary problems.

| $(5)$ | $\operatorname{mes}(\omega) L^{\mathrm{b}}\left(\eta_{\omega}\right)=1$ | in $\omega$ | $\eta_{\omega}=0$ and $\partial_{n} \eta_{\omega}=0 \quad$ on $\partial \omega$ |
| :---: | :---: | :---: | :---: | :---: |
| $(7)$ | $\operatorname{mes}(\omega) L^{\mathrm{b}}\left(\xi_{\omega}\right)=1$ | in $\omega$ | $\xi_{\omega}=0$ and $M_{n}\left(\xi_{\omega}\right)=0 \quad$ on $\partial \omega$ |

Table 10
Boundary conditions.

| (5) | $\zeta_{3}^{1}=c_{3}^{(5)}\left(\oint_{\partial \omega} \oint_{\partial \omega} L-\int_{\partial \omega}\left(\oint_{\partial \omega} \oint_{\partial \omega} L\right) N_{n}\left(\eta_{\omega}\right)\right)$ | $\partial_{n} \zeta_{3}^{1}=0$ |
| :---: | :---: | :---: |
| (7) | $\zeta_{3}^{1}=c_{3}^{(7)}\left(\oint_{\partial \omega} \oint_{\partial \omega} L+2 \mu \int_{\partial \omega} L \partial_{n} \xi_{\omega}-\int_{\partial \omega}\left(\oint_{\partial \omega} \oint_{\partial \omega} L\right) N_{n}\left(\xi_{\omega}\right)\right)$ | $M_{n}\left(\zeta_{3}^{1}\right)=c_{4}^{(7)} L$ |

where

$$
\mathfrak{f}(\varepsilon)=\mathcal{B} \boldsymbol{\varphi}+\mathcal{O}\left(\varepsilon^{2}\right), \quad \mathfrak{g}(\varepsilon)=\mathcal{G} \boldsymbol{\varphi}+\mathcal{O}\left(\varepsilon^{2}\right), \quad \mathfrak{h}(\varepsilon)=\boldsymbol{T} \boldsymbol{\varphi}+\mathcal{O}\left(\varepsilon^{2}\right)
$$

With $\boldsymbol{w}(\tilde{x})=\chi(r) \boldsymbol{\varphi}\left(\frac{r}{\varepsilon}, s, \frac{\tilde{x}_{3}}{\varepsilon}\right)$ on $\Omega^{\varepsilon}$ and integrating (9.9) along $\partial \omega$, we obtain for any rigid motion $\boldsymbol{v}=(0,0, a)$ in $\mathcal{R}_{(6)}$

$$
\int_{\partial \omega} N_{n}\left(\zeta_{3}^{0}+\varepsilon \zeta_{3}^{1}\right) v_{3}=-\frac{3}{2} \int_{\Omega^{\varepsilon}} A e(\boldsymbol{w}): e(\boldsymbol{v})+\mathcal{O}\left(\varepsilon^{2}\right)=\mathcal{O}\left(\varepsilon^{2}\right),
$$

where we have used $\int_{\partial \omega} \partial_{s}\left(\partial_{n}+\kappa\right) \partial_{s}\left(\zeta_{3}^{0}+\varepsilon \zeta_{3}^{1}\right) d s=0$. The desired compatibility condition then follows.
10. Friction conditions. We only give a few precisions about the traces of the first Kirchhoff-Love generators $\zeta^{0}$ and $\zeta^{1}$ for conditions (5) and (7), referring to [12, sections 4 and 6 ] for the proofs, which make use in particular of Lemma 6.5.

The membrane boundary operators $\gamma^{\mathrm{m}, j}, j=1,2$, are Dirichlet's in both cases and the corresponding traces $\gamma_{\mathrm{m}, j}^{0}$ and $\gamma_{\mathrm{m}, j}^{1}$ are zero.

The spaces of rigid motions $\mathcal{R}_{(5)}$ and $\mathcal{R}_{(7)}$ are one-dimensional and both are generated by the vertical translation $(0,0,1)$. As a consequence, the first terms $\zeta_{3}^{0}$ and $\zeta_{3}^{1}$ have to satisfy the zero mean value condition on $\omega$. The bending boundary operators $\gamma^{\mathrm{b}, j}, j=1,2$, are Dirichlet's for (5), and the trace operator on $\partial \omega$ and $M_{n}$ for (7). Thus the corresponding problems (3.13b) are uniquely solvable. The way out is that the boundary conditions issued from the solution of the Ansatz include $\partial_{s} \zeta_{3}=0$ on $\partial \omega$. Thus the trace of $\zeta_{3}$ can be fixed to any constant (we assume here for simplicity that $\partial \omega$ is connected), which can be chosen such that $\int_{\omega} \zeta_{3}=0$. The formula for this constant relies on the introduction of the solutions $\eta_{\omega}$ and $\xi_{\omega}$ of the auxiliary problems (Table 9).

Notation 10.1. If $L$ is an integrable function on $\partial \omega$ such that $\int_{\partial \omega} L=0$, then we denote by $\oint_{\partial \omega} L$ the unique primitive of $L$ along $\partial \omega$ with zero mean value on $\partial \omega$ (that is, $\int_{\partial \omega} \oint L d s=0$ ). The second primitive $\oint_{\partial \omega} \oint_{\partial \omega} L$ then makes sense.

For condition (5), $\partial_{n} \zeta_{3}^{0}=0$ and $\zeta_{3}^{0}$ is equal to the constant $-\int_{\omega} R_{\mathrm{b}}^{0} \eta_{\omega}$ on $\partial \omega$, whereas for condition (7), $M_{n}\left(\zeta_{3}^{0}\right)=0$ and $\zeta_{3}^{0}$ is equal to the constant $-\int_{\omega} R_{\mathrm{b}}^{0} \xi_{\omega}$ on $\partial \omega$. Finally, the boundary conditions for $\zeta_{3}^{1}$ are displayed in Table 10 , with $L$ given in (3.15).
11. Free. The space $\mathcal{R}_{8}$ is six-dimensional and spanned by all rigid motions. We are only going to explain how the traces of $\zeta^{0}$ can be determined by our method and refer to $[12$, section 7$]$ for the traces of $\boldsymbol{\zeta}^{1}$. The nonhomogeneity of the boundary condition $N_{n}\left(\zeta_{3}^{0}\right)$ is known; see Ciarlet [4, Theorem 1.7.2].

From the conditions $T_{3}^{1}=0$ and $T_{n}^{2}=0$, we obtain for $\varphi_{\square}^{1}$

$$
\begin{equation*}
E_{\text {Free }}\left(\boldsymbol{\varphi}_{\text {и }}^{1}\right)=\left(0 ; 0 ;-T_{n}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{0}\right)+x_{3} M_{n}\left(\zeta_{3}^{0}\right), 0\right) . \tag{11.1}
\end{equation*}
$$

From the cancellation of the constants $\delta_{5}$ and $\delta_{7}$ in Proposition 6.12, the conditions $T_{n}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{0}\right)=0$ and $M_{n}\left(\zeta_{3}^{0}\right)=0$ on $\partial \omega$ are obtained. Thus $\boldsymbol{\varphi}_{\square}^{1} \equiv 0$.

The condition $T_{s}^{2}=0$ yields that $\varphi_{s}^{1}$ has to satisfy problem (9.1). Thus $T_{s}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{0}\right)=$ 0 on $\partial \omega$ and $\varphi_{s}^{1}$ is then given by (cf. Lemma 6.7)

$$
\begin{equation*}
\varphi_{s}^{1}=\left(\partial_{n}+\kappa\right) \partial_{s} \zeta_{3}^{0}(s) \bar{\varphi}_{\mathrm{Neu}}^{\mathrm{s}} \tag{11.2}
\end{equation*}
$$

With $T_{s}^{3}=0$ we obtain that $\varphi_{s}^{2}$ has to satisfy problem (9.3), hence the condition $T_{s}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{1}\right)=0$ on $\partial \omega$ ensures the existence of an exponentially decaying profile. Taking into account the relation (11.2), this solution is given by

$$
\begin{equation*}
\varphi_{s}^{2}=-\kappa\left(\partial_{n}+\kappa\right) \partial_{s} \zeta_{3}^{0} \bar{\psi}_{\mathrm{Neu}}^{\mathrm{s}}+\left(\partial_{n}+\kappa\right) \partial_{s} \zeta_{3}^{1} \bar{\varphi}_{\mathrm{Neu}}^{\mathrm{s}} \tag{11.3}
\end{equation*}
$$

where $\bar{\psi}_{\text {Neu }}^{\mathrm{s}}$ is the solution of problem (9.5).
The conditions $T_{3}^{2}=0$ and $T_{n}^{3}=0$ lead to the following problem for $\varphi_{\mathrm{n}}^{2}$ :

$$
\begin{equation*}
E_{\text {Free }}\left(\boldsymbol{\varphi}_{\natural}^{2}\right)=\left(-\left(\mathcal{B}^{(1)} \boldsymbol{\varphi}^{1}\right)_{\natural} ;-\left(\mathcal{G}^{(1)} \boldsymbol{\varphi}^{1}\right)_{\natural} ; \mathfrak{h}_{t}, \mathfrak{h}_{3}\right), \tag{11.4}
\end{equation*}
$$

where the terms in the right-hand side of (11.4) are given by

$$
\left(\mathcal{B}^{(1)} \boldsymbol{\varphi}^{1}\right)_{t}=(\lambda+\mu) \partial_{t} \partial_{s} \varphi_{s}^{1},\left(\mathcal{G}^{(1)} \boldsymbol{\varphi}^{1}\right)_{t}=0, \mathfrak{h}_{t}=-\left(\lambda \partial_{s} \varphi_{s}^{1}+T_{n}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{1}\right)-x_{3} M_{n}\left(\zeta_{3}^{1}\right)\right),
$$

whereas $\left(\mathcal{B}^{(1)} \boldsymbol{\varphi}^{1}\right)_{3}$ and $\left(\mathcal{G}^{(1)} \boldsymbol{\varphi}^{1}\right)_{3}$ are still given by $(9.7 \mathrm{~b})$ and $\mathfrak{h}_{3}$ by (9.7d). Thus, the cancellation of the constants $\delta_{5}, \delta_{7}$, and $\delta_{8}$ from Proposition 6.12 is required. The cancellation of $\delta_{5}$ leads to the boundary condition $T_{n}^{\mathrm{m}}\left(\boldsymbol{\zeta}_{*}^{1}\right)=0$ on $\partial \omega$. Inserting the expressions involved, the condition $\delta_{7}=0$ reads

$$
\begin{aligned}
& {\left[(\lambda+\mu) \int_{\Sigma^{+}}\left(x_{3} \partial_{t} \bar{\varphi}_{\mathrm{Neu}}^{\mathrm{s}}-t \partial_{3} \bar{\varphi}_{\mathrm{Neu}}^{\mathrm{s}}\right) d t d x_{3}+\lambda \int_{0}^{\infty} t\left(\bar{\varphi}_{\mathrm{Neu}}^{\mathrm{s}}(1, t)-\bar{\varphi}_{\mathrm{Neu}}^{\mathrm{s}}(1, t)\right) d t\right.} \\
& \left.\quad+\lambda \int_{-1}^{+1} x_{3} \bar{\varphi}_{\mathrm{Neu}}^{\mathrm{s}}\left(0, x_{3}\right) d x_{3}\right] \partial_{s}\left(\partial_{n}+\kappa\right) \partial_{s} \zeta_{3}^{0}-\int_{-1}^{+1} x_{3}^{2} M_{n}\left(\zeta_{3}^{1}\right) d x_{3}=0 .
\end{aligned}
$$

As the boundary layer term $\bar{\varphi}_{\text {Neu }}^{\mathrm{s}}$ is odd, the above condition becomes

$$
\frac{2}{3} M_{n}\left(\zeta_{3}^{1}\right)=\partial_{s}\left(\partial_{n}+\kappa\right) \partial_{s} \zeta_{3}^{0}\left[-\mu \int_{-1}^{+1} x_{3} \bar{\varphi}_{\mathrm{Neu}}^{\mathrm{s}}\left(0, x_{3}\right) d x_{3}-2 \mu \int_{0}^{\infty} t \bar{\varphi}_{\mathrm{Neu}}^{\mathrm{s}}(1, t) d t\right]
$$

Applying the second Green formula for Laplace to the functions $\bar{\varphi}_{\text {Neu }}^{\mathrm{s}}\left(t, x_{3}\right)$ and $w\left(t, x_{3}\right)=t x_{3}$ yields the relation

$$
2 \int_{0}^{\infty} t \bar{\varphi}_{\mathrm{Neu}}^{\mathrm{s}}(t, 1) d t=\int_{-1}^{+1} x_{3} \bar{\varphi}_{\mathrm{Neu}}^{\mathrm{s}}\left(0, x_{3}\right) d x_{3}
$$

Thus $M_{n}\left(\zeta_{3}^{1}\right)=c_{3}^{8} \partial_{s}\left(\partial_{n}+\kappa\right) \partial_{s} \zeta_{3}^{0}$ on $\partial \omega$ with $c_{3}^{8}=-3 \mu \int_{-1}^{+1} x_{3} \bar{\varphi}_{\mathrm{Neu}}^{\mathrm{s}}\left(0, x_{3}\right) d x_{3}$.
The evaluation of the condition $\delta_{8}=0$ has been already done in section 8.1, which yields in exactly the same way, formula (3.14) for the trace $N_{n}\left(\zeta_{3}^{0}\right)$.

Now let us check the compatibility conditions ensuring the existence of the generator $\boldsymbol{\zeta}^{0}$. Concerning $\boldsymbol{\zeta}_{*}^{0}$, we have to show that the membrane right-hand side $\boldsymbol{R}_{\mathrm{m}}^{0}$ of the limit problem is orthogonal to each of the two-dimensional rigid motions $(1,0),(0,1)$, and ( $x_{2},-x_{1}$ ), since we have homogeneous traction boundary conditions in the problem for $\boldsymbol{\zeta}_{*}^{0}$. These orthogonality conditions are clearly a consequence of the expression of the right-hand side $\boldsymbol{R}_{\mathrm{m}}^{0}$ and of the three-dimensional compatibility conditions (2.10) for in-plane rigid motions.

The compatibility conditions for $\zeta_{3}^{0}$ remains to be checked. They are related to the kernel of $L^{\mathrm{b}}$ with boundary conditions $M_{n}$ and $N_{n}$, i.e., to the functions $1, x_{1}$, and $x_{2}$. It has been already shown in section 8.1 that the condition (9.8) relating to the element 1 of the kernel is fulfilled. Now let us check the condition for $x_{1}$, namely,

$$
\int_{\omega} x_{1} R_{\mathrm{b}}^{0}\left(x_{*}\right) d x_{*}-\frac{3}{2} \int_{\partial \omega} x_{1}\left(\int_{-1}^{+1} x_{3} f_{n} d x_{3}+g_{n}^{+}+g_{n}^{-}\right)(0, s) d s=0
$$

With the help of the divergence theorem we can rewrite it as

$$
\frac{3}{2}\left\{\int_{\Omega}\left(x_{1} f_{3}-x_{3} f_{1}\right) d x_{3} d x_{*}+\int_{\omega}\left\{x_{1}\left(g_{3}^{+}-g_{3}^{-}\right)-\left(g_{1}^{+}+g_{1}^{-}\right)\right\} d x_{*}\right\}=0
$$

which coincides with a compatibility condition (2.10) for the three-dimensional problem. Of course, the condition for $x_{2}$ can be proved analogously.
12. Error estimates. We provide in this section estimates in $H^{1}$ and $L^{2}$ norms.
12.1. In $\boldsymbol{H}^{\mathbf{1}}$ norm. In this section we prove Theorem 3.2 , which yields an optimal estimation of the error between the scaled displacement $\boldsymbol{u}(\varepsilon)$ and the Ansatz of order $N$. This extends the results obtained in [8, section 5] for the hard clamped situation to the eight "canonical" boundary conditions on the lateral side. The proof relies on energy estimates and on a very simple argument consisting in pushing the development a few terms further.

We define the space $\mathcal{V}_{(1)}(\Omega)$ as the subspace of the admissible displacements $\boldsymbol{u}$ in $V_{(\mathbb{1}}(\Omega)$ which are orthogonal for the $L^{2}$ product to all the rigid motions $\boldsymbol{v} \in \mathcal{R}_{(\mathrm{i})}(\Omega)$. Thus $\boldsymbol{u}(\varepsilon)$ belongs to $\mathcal{V}_{(\mathrm{i}}(\Omega)$. Combining Korn's inequality without boundary conditions and the infinitesimal rigid displacement lemma we obtain a Korn inequality with boundary conditions for arbitrary $\boldsymbol{u} \in \mathcal{V}_{(i)}(\Omega)$; compare [25] and [4], which reads in terms of the scaled linearized strain tensor $\theta(\varepsilon)$,

$$
\begin{equation*}
\left(\int_{\Omega} A \theta(\varepsilon)(\boldsymbol{u}): \theta(\varepsilon)(\boldsymbol{u})\right)^{1 / 2} \geq C^{*}\|\theta(\varepsilon)(\boldsymbol{u})\|_{L^{2}(\Omega)^{9}} \geq C\|\boldsymbol{u}\|_{H^{1}(\Omega)} \tag{12.1}
\end{equation*}
$$

Defining the remainder at the order $N$ of the asymptotics of $\boldsymbol{u}(\varepsilon)$ by $\bar{U}^{N}(\varepsilon):=$ $\boldsymbol{u}(\varepsilon)-U^{N}(\varepsilon)$, where $U^{N}(\varepsilon)$ denotes the asymptotic expansion of order $N$, namely,

$$
\begin{equation*}
U^{N}(\varepsilon)=\underbrace{\sum_{k=0}^{N} \varepsilon^{k} \underline{\boldsymbol{u}}^{k}}_{=: V^{N}(\varepsilon)}+\chi(r) \underbrace{\sum_{k=1}^{N} \varepsilon^{k} \boldsymbol{w}^{k}\left(\frac{r}{\varepsilon}, s, x_{3}\right)}_{=: W^{N}(\varepsilon)} \tag{12.2}
\end{equation*}
$$

with $\underline{\boldsymbol{u}}^{k}:=\boldsymbol{u}_{\mathrm{KL}}^{k}+\boldsymbol{v}^{k}$; compare section 3.1 for notations, we only need to establish an a priori estimate for $\bar{U}^{N}(\varepsilon)$ in the norm of the space $H^{1}(\Omega)^{3}$.

Therefore, we split $U^{N}(\varepsilon)$ into its natural parts $U^{N}(\varepsilon)=V^{N}(\varepsilon)+\chi(r) W^{N}(\varepsilon)$. Considering carefully the construction algorithm, in particular the derivation of the boundary layer terms, we observe that for any $N \in \mathbb{N}, U^{N}(\varepsilon)$ belongs to the space $\mathcal{V}_{(\mathrm{i}}(\Omega)$. Thus, we have

$$
\forall N \in \mathbb{N}, \quad \bar{U}^{N}(\varepsilon) \in \mathcal{V}_{(\mathbb{i}}(\Omega)
$$

and the variational form of the problem for $\bar{U}^{N}(\varepsilon)$ can be written down, where we split the deviation to the true solution into an error generated by $V^{N}(\varepsilon)$ and an error coming from $W^{N}(\varepsilon)$; compare [8, (5.8)-(5.11)]. For the choice $\boldsymbol{v}=\bar{U}^{N}(\varepsilon)$ of the test function in the variational formulation of the problem for $\bar{U}^{N}(\varepsilon)$, we obtain as one side of the resulting equation the energy associated to the remainder, namely,

$$
\int_{\Omega} A \theta(\varepsilon)\left(\bar{U}^{N}(\varepsilon)\right): \theta(\varepsilon)\left(\bar{U}^{N}(\varepsilon)\right)
$$

Korn's inequality (12.1) and the coercivity of the operator of elasticity then provides the following rough estimate

$$
\left\|\bar{U}^{N}(\varepsilon)\right\|_{H^{1}(\Omega)^{3}} \leq C \varepsilon^{N-3}
$$

exactly in the same manner as in the proof of Lemma 5.3 in [8]. This estimate reads for $\left\|\bar{U}^{N+4}(\varepsilon)\right\|_{H^{1}(\Omega)^{3}} \leq C \varepsilon^{N+1}$ at the rank $N+4$, whence

$$
\begin{align*}
\| \boldsymbol{u}(\varepsilon)(x)- & \boldsymbol{u}_{\mathrm{KL}}^{0}(x)-\sum_{k=1}^{N} \varepsilon^{k} \boldsymbol{u}^{k}\left(x, \frac{r}{\varepsilon}\right) \| H^{1}(\Omega)^{3}  \tag{12.3}\\
& \leq C \varepsilon^{N+1}+\sum_{k=N+1}^{N+4} \varepsilon^{k}\left(\left\|\underline{\boldsymbol{u}}^{k}\right\| H^{1}(\Omega)^{3}+\left\|\chi(r) \boldsymbol{w}^{k}\left(\frac{r}{\varepsilon}, s, x_{3}\right)\right\| H^{1}(\Omega)^{3}\right)
\end{align*}
$$

With the help of the following $H^{1}$-estimates of each term in the asymptotics

$$
\begin{equation*}
\left\|\underline{\boldsymbol{u}}^{k}\right\|_{H^{1}(\Omega)^{3}} \leq C \quad \text { and } \quad\left\|\chi(r) \boldsymbol{w}^{k}\left(\frac{r}{\varepsilon}, s, x_{3}\right)\right\| H^{1}(\Omega)^{3} \leq C \varepsilon^{-1 / 2} \tag{12.4}
\end{equation*}
$$

the estimate (3.4) directly follows from (12.3).
12.2. In other norms. The $L^{2}$-estimates of each term corresponding to (12.4)

$$
\begin{equation*}
\left\|\underline{\boldsymbol{u}}^{k}\right\|_{L^{2}(\Omega)^{3}} \leq C \quad \text { and } \quad\left\|\chi(r) \boldsymbol{w}^{k}\left(\frac{r}{\varepsilon}, s, x_{3}\right)\right\| L^{2}(\Omega)^{3} \leq C \varepsilon^{1 / 2} \tag{12.5}
\end{equation*}
$$

lead in a straightforward way to the following estimates in $L^{2}$ norm:

$$
\begin{equation*}
\left\|\boldsymbol{u}(\varepsilon)-\sum_{k=0}^{N} \varepsilon^{k} \underline{\boldsymbol{u}}^{k}-\chi(r) \sum_{k=1}^{N} \varepsilon^{k} \boldsymbol{w}^{k}\left(\frac{r}{\varepsilon}, s, x_{3}\right)\right\| L^{2}(\Omega)^{3} \leq C \varepsilon^{N+1} \tag{12.6}
\end{equation*}
$$

The question of estimates in higher norms, $H^{2}$ for instance, is also considered in [9] for the clamped case. Such estimates require a splitting of the solution and
of terms in the asymptotics, since in general the $H^{2}$ regularity is not attained. The situation is similar for all lateral conditions. Let us just emphasize that all the terms in the outer expansion are smooth, but also that the singularities along the edges $\partial \omega \times\{ \pm 1\}$ of the plate are concentrated in the inner expansion: the model profiles are all nonsmooth, with a regularity between $H^{3 / 2}$ and $H^{3}$. For example, $\bar{\varphi}_{\text {Dir }}^{\mathrm{s}}$ is almost $H^{2}$ and $\bar{\varphi}_{\text {Neu }}^{\mathrm{s}}$ is almost $H^{3}$, whereas the profiles $\bar{\varphi}_{\mathrm{Dir}, \natural}^{\mathrm{m}}$ and $\bar{\varphi}_{\mathrm{Dir}, \text { 王 }}^{\mathrm{b}}$ occurring in the clamped plates have less regularity, cf. [10].
13. Conclusions. Coming back to the family of thin domains $\Omega^{\varepsilon}$, we will briefly address the question of the determination of a limit solution and of the evaluation of the relative error between this limit and the three-dimensional solution. The correct answer depends on the norm in which the error is evaluated and on the type of the loading.
13.1. $\boldsymbol{H}^{\mathbf{1}}$ norm. We have first to evaluate the behavior of the $H^{1}\left(\Omega^{\varepsilon}\right)$ norm denoted by $\|\cdot\|_{H 1}$ of each of the four types of components of series (3.5), namely, $\tilde{\boldsymbol{u}}_{\mathrm{KL}, \mathrm{b}}^{k}, \tilde{\boldsymbol{u}}_{\mathrm{KL}, \mathrm{m}}^{k}, \tilde{\boldsymbol{v}}^{k}$, and $\boldsymbol{\varphi}^{k}$. We find

$$
\begin{aligned}
\left\|\tilde{\boldsymbol{u}}_{\mathrm{KL}, \mathrm{~b}}^{k}\right\|_{H 1}=\mathcal{O}\left(\varepsilon^{-1 / 2}\right), & \left\|\tilde{\boldsymbol{u}}_{\mathrm{KL}, \mathrm{~m}}^{k}\right\|_{H 1}=\mathcal{O}\left(\varepsilon^{1 / 2}\right), \\
\left\|\tilde{\boldsymbol{v}}^{k}\right\|_{H 1}=\mathcal{O}\left(\varepsilon^{-1 / 2}\right), & \left\|\varphi^{k}\right\|_{H 1}=\mathcal{O}(1) .
\end{aligned}
$$

In the case of a bending load such that $R_{\mathrm{b}}^{0}$ (cf. (4.9)) is nonzero, we have

$$
\begin{equation*}
\frac{\left\|\boldsymbol{u}^{\varepsilon}-\tilde{\boldsymbol{u}}_{\mathrm{KL}, \mathrm{~b}}^{0}\right\|_{H 1}}{\left\|\boldsymbol{u}^{\varepsilon}\right\|_{H 1}} \leq C \varepsilon \tag{13.1}
\end{equation*}
$$

and this estimate is sharp for any lateral boundary condition, since the main contribution to the error comes from $\tilde{\boldsymbol{v}}^{1}$, which is equal to $\left(0,0, \bar{p}_{2}\left(x_{3}\right) \Delta_{*} \zeta_{3}^{0}\right)$; indeed, since we assumed that $R_{\mathrm{b}}^{0}$ is nonzero, $\Delta_{*}^{2} \zeta_{3}^{0}$ is nonzero, and $\tilde{\boldsymbol{v}}^{1} \not \equiv 0$.

In the case of a membrane load such that $\boldsymbol{R}_{\mathrm{m}}^{0}$ (cf. (4.6)) is nonzero, we have to include $\tilde{\boldsymbol{v}}^{1}$ in the limit solution to have a convergence: we set

$$
\begin{equation*}
\boldsymbol{u}_{\mathrm{m}}^{\lim }=\tilde{\boldsymbol{u}}_{\mathrm{KL}, \mathrm{~m}}^{0}+\varepsilon \tilde{\boldsymbol{v}}^{1}=\left(\zeta_{*}^{0}, \bar{p}_{1}\left(\tilde{x}_{3}\right) \operatorname{div}_{*} \zeta_{*}^{0}\right) \tag{13.2}
\end{equation*}
$$

Then

$$
\begin{equation*}
\frac{\left\|\boldsymbol{u}^{\varepsilon}-\boldsymbol{u}_{\mathrm{m}}^{\lim }\right\|_{H 1}}{\left\|\boldsymbol{u}^{\varepsilon}\right\|_{H 1}} \leq C \varepsilon^{1 / 2}, \quad \text { in cases (1)-(4) } \tag{13.3}
\end{equation*}
$$

this estimate being generically optimal, in the sense that it is sharp when $\varphi^{1}$ is nonzero, i.e., when $\operatorname{div}_{*} \zeta_{*}^{0}$ is nonzero on $\partial \omega$ in cases (1), (2), and (4), and when $\kappa \zeta_{n}^{0}$ is nonzero on $\partial \omega$ in cases (3). On the other hand,

$$
\begin{equation*}
\frac{\left\|\boldsymbol{u}^{\varepsilon}-\boldsymbol{u}_{\mathrm{m}}^{\lim }\right\|_{H 1}}{\left\|\boldsymbol{u}^{\varepsilon}\right\|_{H 1}} \leq C \varepsilon, \quad \text { in cases (5)-(8) } \tag{13.4}
\end{equation*}
$$

this estimate being generically optimal too, in the sense that it is sharp when $\tilde{\boldsymbol{v}}^{2}$ is nonzero, i.e., when $\operatorname{div}_{*} \zeta_{*}^{0} \not \equiv 0$; compare also with [22] for a special membrane loading on a free plate.
13.2. Energy norm. We now set $\|\boldsymbol{u}\|_{E}=\left(\int_{\Omega^{\varepsilon}} A e(\boldsymbol{u}): e(\boldsymbol{u})\right)^{1 / 2}$. The energy of the four types of terms in the series (3.5) has the same behavior as their $H^{1}$ norm except the one concerning $\tilde{\boldsymbol{u}}_{\mathrm{KL}, \mathrm{b}}^{k}$, whose energy is one order smaller:

$$
\left\|\tilde{\boldsymbol{u}}_{\mathrm{KL}, \mathrm{~b}}^{k}\right\|_{E}=\mathcal{O}\left(\varepsilon^{1 / 2}\right)
$$

We obtain exactly the same conclusions if we use this energy, or the $L^{2}$ norm of the strain tensor, or the complementary energy. We have to include the polynomial terms up to the order 2 to obtain a convergence: we set $\boldsymbol{u}_{\mathrm{m}}^{\lim }$ as above in (13.2) and moreover

$$
\begin{equation*}
\boldsymbol{u}_{\mathrm{b}}^{\lim }=\tilde{\boldsymbol{u}}_{\mathrm{KL}, \mathrm{~b}}^{0}+\varepsilon \tilde{\boldsymbol{v}}^{1}=\left(-x_{3} \nabla_{*} \zeta_{3}^{0}, \varepsilon^{-1} \zeta_{3}^{0}+\varepsilon \bar{p}_{2}\left(x_{3}\right) \Delta_{*} \zeta_{3}^{0}\right) \tag{13.5}
\end{equation*}
$$

cf. [28] and [30] in this context.
In the case of a bending load such that $R_{\mathrm{b}}^{0}$ is nonzero, we have

$$
\begin{equation*}
\frac{\left\|\boldsymbol{u}^{\varepsilon}-\boldsymbol{u}_{\mathrm{b}}^{\lim }\right\|_{E}}{\left\|\boldsymbol{u}^{\varepsilon}\right\|_{E}} \leq C \varepsilon^{1 / 2} \tag{13.6}
\end{equation*}
$$

this estimate being generically optimal, in the sense that it is sharp when $\varphi^{1}$ is nonzero, i.e., when $\ell^{\mathrm{b}}$ is nonzero on $\partial \omega$ in cases (1)-(4) (cf. Table 6) and when $\ell^{\mathrm{s}}$ is nonzero on $\partial \omega$ in cases (5)-8) (cf. Table 7).

In the case of a membrane load such that $\boldsymbol{R}_{\mathrm{m}}^{0}$ is nonzero, we have exactly the same behavior as with the $H^{1}$ norm; see (13.3) and (13.4). In particular, the condition for the optimality of the estimates is visibly sharp, which brings a conclusion to the work [2].

The observation of the first terms in the asymptotics also sheds light on the order of magnitude of the answer of the plate under the loading. The maximal answer rate (of order $\varepsilon^{-2}$ ) is obtained with a bending load such that $R_{\mathrm{b}}^{0}$ is nonzero and corresponds to the flexural nature of plates. In contrast, the membrane (or stretching) answer is of order 1 when $\boldsymbol{R}_{\mathrm{m}}^{0}$ is nonzero. Moreover, there are very many other types of loading (bending or membrane) whose answer rate is much lower; see [6].
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#### Abstract

In this paper we consider Maxwell's equations together with a dissipative nonlinear magnetic law, the Landau-Lifschitz-Gilbert equation, and we study long-time asymptotics of solutions in the 1D case in an infinite domain of propagation. We prove long-time convergence to zero of the electromagnetic field in a Fréchet topology defined by local energy seminorms: this corresponds to the local energy decay. We then introduce the set of stationary states for the Landau-Lifschitz-Gilbert equation and prove that it corresponds to the attractor set for the distribution of magnetization whose presence is one of the characteristics of ferromagnetic media.
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1. Introduction. Ferromagnetic materials possess a spontaneous magnetization whose interaction with the magnetic field provides to this type of medium interesting absorbing properties with respect to electromagnetic waves. That is why the use of such materials as absorbing coatings for scatterers is of real importance for stealth technology. The present paper is a contribution to the mathematical theory of electromagnetic scattering by such objects. One of the main characteristics of ferromagnetic materials lies in the fact that their constitutive law, namely, the relationship between the magnetic field $H$ and the magnetization $M$, is nonlinear and nonlocal with respect to time. This equation is the Landau-Lifschitz-Gilbert (LLG) equation that can be written pointwise in the form

$$
\begin{equation*}
\dot{M}=\gamma H_{T} \times M+\frac{\alpha}{|M|} M \times \dot{M} \tag{1.1}
\end{equation*}
$$

where $H_{T}$ is the total magnetic field defined as

$$
\begin{equation*}
H_{T}=H+H_{s}+H_{a}(M), \tag{1.2}
\end{equation*}
$$

with each of these contributions being defined as

$$
\begin{cases}H & \text { is the magnetic field; }  \tag{1.3}\\ H_{s}=H_{s}(\mathbf{x}) & \text { is an exterior static field (given) } \\ H_{a}(M)=-K P(M) & \text { is a field of anisotropy }\end{cases}
$$

In (1.3), $\mathbf{x}=(x, y, z)$ denotes the space variable, $t$ denoting time; $K$ denotes a positive coefficient, constant in time but that may depend on $\mathbf{x}$; and $P(M)$ is the orthogonal

[^14]projection in $\mathbb{R}^{3}$ on the plane orthogonal to some unit vector $\mathbf{p}$, called the easy axis (this direction, which is linked to the crystallic structure of the material, may also depend on $\mathbf{x}$ ):
\[

$$
\begin{equation*}
P(M)=M-(p \cdot M) p \tag{1.4}
\end{equation*}
$$

\]

Let us mention that in (1.1), $\gamma$, the gyromagnetic factor, is a universal constant while $\alpha$, the damping factor, is a phenomenologic coefficient which depends on $\mathbf{x}$. Therefore, for our applications, a propagation medium will be determined by $H_{s}, \alpha, K$, as function of $\mathbf{x}$ (and by the initial distribution of magnetization $M_{0}$; see (1.7)).

Here we are interested in the coupling of (1.1) with Maxwell's equations in some domain $\Omega$ (typically an exterior domain, if one thinks of applications to scattering problems) with boundary $\Gamma=\partial \Omega$. We assume that space and time variables are scaled in such a way that the constants $\gamma, \varepsilon_{0}$ (the electric permittivity) and $\mu_{0}$ (the magnetic permeability) can be taken equal to 1 . One then has to solve

$$
\left\{\begin{array}{l}
\dot{E}(\mathbf{x}, t)-\operatorname{curl} H(\mathbf{x}, t)=0  \tag{1.5}\\
\dot{H}(\mathbf{x}, t)+\operatorname{curl} E(\mathbf{x}, t)+\dot{M}(\mathbf{x}, t)=0 \\
\dot{M}(\mathbf{x}, t)=H_{T}(\mathbf{x}, t) \times M(\mathbf{x}, t)+\frac{\alpha}{|M(\mathbf{x}, t)|} M(\mathbf{x}, t) \times \dot{M}(\mathbf{x}, t),
\end{array} \quad \mathbf{x} \in \Omega, t>0,\right.
$$

with a perfectly conducting boundary condition on $\Gamma$ with unit normal vector $n$

$$
\begin{equation*}
E \times\left. n\right|_{\Gamma}=0 \tag{1.6}
\end{equation*}
$$

and initial conditions on $\mathbb{R}_{-}$:

$$
\begin{equation*}
E(\mathbf{x}, t=0)=E_{0}(\mathbf{x}), H(\mathbf{x}, t=0)=H_{0}(\mathbf{x}), M(\mathbf{x}, t=0)=M_{0}(\mathbf{x}) \tag{1.7}
\end{equation*}
$$

From a mathematical point of view, even the existence and uniqueness result for system (1.5) appears to be a very difficult question (see [4], [5]). Another natural question that we wish to address here is the following: Is it possible to describe the asymptotic behavior of the solution of system (1.9) for large time? In the case of linear materials, the answer to this question has been known for a long time (see [9], [10], [11]): the electric and magnetic fields tend locally to 0 . This result is known as the local energy decay. A more subtle question is an estimate of the rate of decay; this question is closely related to the geometry of the obstacle [18].

In the case of nonlinear media, there are much fewer results in that direction (see [16], [17]). Our goal in this paper is to establish a result analogous to the local energy decay in a simplified $1 D$ model problem. More precisely we assume that all the unknowns are functions of only one space variable $x$ (i.e., we consider the propagation of plane waves). The curl operator is then defined by

$$
\begin{equation*}
\operatorname{curl} H(x, t)=\left(0,-\frac{\partial H_{z}}{\partial x}, \frac{\partial H_{y}}{\partial x}\right), \operatorname{curl} E(x, t)=\left(0,-\frac{\partial E_{z}}{\partial x}, \frac{\partial E_{y}}{\partial x}\right) \tag{1.8}
\end{equation*}
$$

We assume that the propagation medium is the half-space $x<0$ and apply the perfectly conducting boundary condition at $x=0\left(e_{x}=(1,0,0)\right)$ :

$$
E \times e_{x}=0
$$

We also assume that the support of the initial magnetization $M_{0}$, which defines the ferromagnetic layer (see 2.6), is compact:

$$
\left.\left.\operatorname{supp} M_{0} \subset\right]-a, 0\right]
$$

Then, by a principle of reflection (or image principle), the analysis of (1.5), (1.6), and (1.7) can be reduced to the analysis of the pure Cauchy problem on the whole line:

$$
\left\{\begin{array}{l}
\dot{E}(x, t)-\operatorname{curl} H(x, t)=0,  \tag{1.9}\\
\dot{H}(x, t)+\operatorname{curl} E(x, t)+\dot{M}(x, t)=0, \\
\dot{M}(x, t)=H_{T}(x, t) \times M(x, t)+\frac{\alpha}{|M(x, t)|} M(x, t) \times \dot{M}(x, t),
\end{array} \quad x \in \mathbb{R}, t>0,\right.
$$

provided that the new initial data $M_{0}, E_{0}, H_{0}$ are appropriate extensions of the original ones:

$$
\left\{\begin{array}{l}
M_{0}(-x)=M_{0}(x)  \tag{1.10}\\
E_{0}(-x)=\Pi_{\perp} E_{0}(x) \\
H_{0}(-x)=\Pi_{\|} H_{0}(x)
\end{array}\right.
$$

where the operators $\Pi_{\perp}$ and $\Pi_{\|}$are defined for any field $A\left(A_{x}, A_{y}, A_{z}\right)$ by

$$
\left\lvert\, \begin{array}{ll}
\Pi_{\perp}\left(A_{x}, A_{y}, A_{z}\right) & =\left(A_{x},-A_{y},-A_{z}\right)  \tag{1.11}\\
\Pi_{\|}\left(A_{x}, A_{y}, A_{z}\right) & =\left(-A_{x}, A_{y}, A_{z}\right) .
\end{array}\right.
$$

Remark 1.1. Concerning the longitudinal components, equations (1.9) imply

$$
\begin{align*}
E_{x}(x, t) & =E_{x}^{0}(x) \\
H_{x}(x, t)+M_{x}(x, t) & =H_{x}^{0}(x)+M_{x}^{0}(x) \tag{1.12}
\end{align*}
$$

We see here that the component $E_{x}$ is constant in time, while convergence results on $M_{x}$ yield results on $H_{x}$.

The outline of this article is as follows. In section 2, after having recalled some known results about weak and strong solutions of the 1D scattering problem, we state the main results of the paper, namely, Theorems A and $A^{\prime}$ for the local energy decay (respectively, for weak and strong solutions) and Theorem B on long-time asymptotics of the magnetization $M$. Sections 3 and 4 are, respectively, devoted to the proof of Theorems A and $\mathrm{A}^{\prime}$. In section 5 , we give some intermediate results about the LLG equation seen as an ordinary differential equation; these results are preparatory for section 6 , in which we prove Theorem B. Finally, section 7 is devoted to some additional remarks and comments.

## 2. Statement of the main results.

2.1. Overview of known results in the 1D case. As we said above, existence and uniqueness results for system (1.9) are very difficult in dimension 3. In the case of the 1D model, the problem is easier and can be handled via a fixed point theorem. Let us summarize the main existence and uniqueness results from [7].

We introduce the phase space $V$ for the system (1.9). Let $L^{p}=\left[L^{p}(\mathbb{R})\right]^{3}$ for $1 \leq p \leq \infty, L^{2, \infty}$ be the Banach space $L^{2} \cap L^{\infty}$ with the norm

$$
\begin{equation*}
\|M\|_{L^{2, \infty}}=\|M\|_{L^{2}}+\|M\|_{L^{\infty}} \tag{2.1}
\end{equation*}
$$

and let $H$ (curl) denote the Hilbert space $\left\{u \in L^{2} /\right.$ curl $\left.u \in L^{2}\right\}$ with the norm

$$
\begin{equation*}
\|u\|_{\text {curl }}^{2}=\|\operatorname{curl} u\|_{L^{2}}^{2}+\|u\|_{L^{2}}^{2} \tag{2.2}
\end{equation*}
$$

Definition 2.1. Let $V$ be the Banach space

$$
V=\left\{(E, H, M) \in H(\operatorname{curl}) \times H(\operatorname{curl}) \times L^{2, \infty} ; H_{x} \in L^{\infty}(\mathbb{R})\right\}
$$

equipped with the norm

$$
\begin{equation*}
\|(E, H, M)\|_{V}=\|E\|_{\mathrm{curl}}+\|H\|_{\mathrm{curl}}+\|M\|_{L^{2, \infty}}+\left\|H_{x}\right\|_{L^{\infty}(\mathbb{R})} \tag{2.3}
\end{equation*}
$$

Remark 2.2. The $x$ component $H_{x}$ of the magnetic field plays a particular role because of the particular form of the curl operator in the 1D case.

Definition 2.3. A function $Y(t)=(E(x, t), H(x, t), M(x, t)) \in C^{0}(0, \infty ; V)$ is a global strong solution to the system (1.9) if

$$
\begin{equation*}
(E, H) \in C^{1}\left(0, \infty ; L^{2}\right) \cap C^{0}\left(0, \infty ; H^{1}\right) \text { and } M \in C^{1}\left(0, \infty ; L^{2, \infty}\right) \cap C^{2}\left(0, \infty ; L^{2}\right) \tag{2.4}
\end{equation*}
$$

and all equations in (1.9) hold in the sense of distributions.
One then shows the following theorem.
Theorem 2.4. Let the following assumptions hold:

$$
\left\{\begin{array}{l}
\bullet \alpha(x), K(x) \in L^{\infty}(\mathbb{R}), p(x) \in L^{\infty}  \tag{2.5}\\
\bullet H_{s}(x) \in L^{2, \infty} \\
\bullet\left(E^{0}(x), H^{0}(x), M^{0}(x)\right) \in V
\end{array}\right.
$$

Then the Cauchy problem (1.9) admits a unique global strong solution ( $E, H, M$ ), which, moreover, satisfies

$$
\begin{gather*}
|M(x, t)|=\left|M_{0}(x)\right| \quad \text { a.e. } x \in \mathbb{R} \forall t \geq 0  \tag{2.6}\\
\frac{d}{d t} \mathcal{E}(E, H, M)+\int_{\mathbb{R}} \frac{\alpha}{|M|}|\dot{M}|^{2} d x=0 \tag{2.7}
\end{gather*}
$$

where $\mathcal{E}(E, H, M)$ denotes the electromagnetic energy defined by

$$
\begin{equation*}
\mathcal{E}(E, H, M)=\frac{1}{2} \int_{\mathbb{R}}\left[|E|^{2}+|H|^{2}+K|P(M)|^{2}+\left|H_{s}-M\right|^{2}\right] d x \tag{2.8}
\end{equation*}
$$

Remark 2.5. For any strong solution, the electromagnetic energy is a function of class $C^{1}$ with respect to time.

One has to make precise the sense of the integral of $\frac{\alpha}{|M|}|\dot{M}|^{2}$. In fact, from the LLG equation, we have

$$
\dot{M}(t)-\alpha \frac{M}{|M|} \times \dot{M}(t)=\gamma H_{T}(M(t)) \times M(t)
$$

hence we deduce, via Pythagoras's theorem, that

$$
\begin{equation*}
\left(1+\alpha^{2}\right)|\dot{M}(t)|^{2}=\gamma^{2}\left|H_{T}(M) \times M\right|^{2} \tag{2.9}
\end{equation*}
$$

This observation leads to the following definition.
Definition 2.6. For the strong solution $(E, H, M)$ to system (1.9), we set

$$
\begin{equation*}
\frac{\alpha}{|M|}|\dot{M}|^{2}=\gamma^{2} \frac{\alpha}{1+\alpha^{2}} \frac{\left|H_{T} \times M\right|^{2}}{|M|} \tag{2.10}
\end{equation*}
$$

which is finite since the function $M \mapsto \frac{\left|H_{T} \times M\right|^{2}}{|M|}$ can be continuously extended by 0 for $M=0$. We have the estimate

$$
\begin{equation*}
\int_{\mathbb{R}} \frac{\alpha}{|M|}|\dot{M}|^{2} d x \leq \gamma^{2} \int_{\mathbb{R}} \frac{\alpha}{1+\alpha^{2}}|M|\left|H_{T}\right|^{2} d x \tag{2.11}
\end{equation*}
$$

which makes sense since one easily checks that $M \in\left(L^{\infty}\right)^{3}$ and $H_{T} \in\left(L^{2}\right)^{3}$ for any time.

Proof. See [7] for a complete proof. We just explain below how to obtain the two estimates of Theorem 2.4. Concerning (2.6), the product of the LLG equation with $M$ shows that $M \cdot \dot{M}=0$; we deduce that

$$
|M(x, t)|=\left|M_{0}(x)\right|, \text { a.e. } x \in \mathbb{R} \forall t \geq 0
$$

For (2.7), from Maxwell's equations we get

$$
\left\{\begin{array}{l}
\dot{E} \cdot E-\operatorname{curl} H \cdot E=0  \tag{2.12}\\
\dot{H} \cdot H+\operatorname{curl} E \cdot H=-\dot{M} \cdot H
\end{array}\right.
$$

Summing these two equalities and integrating over $\mathbb{R}$ leads, after integration by parts, to the following identity:

$$
\begin{equation*}
\frac{d}{d t}\left\{\frac{1}{2} \int_{\mathbb{R}}\left(|E|^{2}+|H|^{2}\right) d x\right\}=-\int_{\mathbb{R}} \dot{M} \cdot H d x \tag{2.13}
\end{equation*}
$$

We now use the LLG equation:

$$
\begin{equation*}
\dot{M}=\gamma H_{T} \times M+\frac{\alpha}{|M|} M \times \dot{M} \tag{2.14}
\end{equation*}
$$

Taking the scalar product with $H_{T}$, and using the notation $(\cdot, \cdot, \cdot)$ for the mixed product in $\mathbb{R}^{3}$, we get

$$
\dot{M} \cdot H_{T}=\frac{\alpha}{|M|}\left(M, \dot{M}, H_{T}\right)
$$

Taking the scalar product of the LLG equation by $\dot{M}$ gives

$$
|\dot{M}|^{2}=\gamma\left(\dot{M}, H_{T}, M\right)
$$

Therefore, eliminating the mixed product gives

$$
\begin{equation*}
\dot{M} \cdot H_{T}=\frac{\alpha}{\gamma|M|}|\dot{M}|^{2} \tag{2.15}
\end{equation*}
$$

(The meaning of the right-hand side of this expression has to be understood in the sense we made precise in Definition 2.6.) Now, by definition of $H_{T}$, we have

$$
\dot{M} \cdot H_{T}=\dot{M} \cdot H-K P(M) \cdot P(\dot{M})+H_{s} \cdot \dot{M}
$$

Using the fact that $|M(x, t)|=\left|M_{0}(x)\right|$, we note that

$$
\left\{\begin{array}{l}
H_{s} \cdot \dot{M}=-\frac{1}{2} \frac{\partial}{\partial t}\left|H_{s}-M\right|^{2}  \tag{2.16}\\
-K P(M) \cdot P(\dot{M})=-\frac{1}{2} \frac{\partial}{\partial t}\left[K|P(M)|^{2}\right]
\end{array}\right.
$$

Therefore, we have

$$
\begin{equation*}
\dot{M} \cdot H_{T}=\dot{M} \cdot H-\frac{1}{2} \frac{\partial}{\partial t}\left[\left|H_{s}-M\right|^{2}+K|P(M)|^{2}\right] ; \tag{2.17}
\end{equation*}
$$

that is to say, using (2.15),

$$
\begin{equation*}
-\dot{M} \cdot H=-\frac{\alpha}{\gamma|M|}|\dot{M}|^{2}-\frac{1}{2} \frac{\partial}{\partial t}\left[\left|H_{s}-M\right|^{2}+K|P(M)|^{2}\right] \tag{2.18}
\end{equation*}
$$

Plugging (2.18) into (2.13) leads to the energy identity

$$
\begin{align*}
\frac{d}{d t}\{ & \left.\frac{1}{2} \int_{\mathbb{R}}\left(|E|^{2}+|H|^{2}+\left|H_{s}-M\right|^{2}+K|P(M)|^{2}\right) d x\right\}  \tag{2.19}\\
& +\frac{1}{\gamma} \int_{\mathbb{R}} \frac{\alpha}{|M|}|\dot{M}|^{2} d x=0
\end{align*}
$$

Thanks to a priori estimates (2.6) and (2.7), one is also able to obtain a theorem for weak solutions (i.e., less regular solutions) under weaker assumptions on the initial data; see the following definition.

Definition 2.7. A function $Y(t)=(E(x, t), H(x, t), M(x, t)) \in C^{0}(0, \infty ; V)$ is a global weak solution to the system (1.9) if and only if
(i) $M \in C^{1}\left(0, \infty ; L^{2, \infty}\right)$;
(ii) for any $(\varphi, \psi) \in V \times V$ where $V$ is the space of test fields

$$
\begin{gathered}
V=\left\{\varphi \in C^{1}(H(\operatorname{curl})) / \operatorname{supp}(\varphi) \text { is compact }\right\} \\
\left\{\begin{aligned}
\iint(\dot{\varphi} \cdot E+\operatorname{curl} \varphi \cdot H) d x d t & =-\int E_{0} \cdot \varphi(\cdot, 0) d x \\
\iint(\dot{\psi} \cdot H-\operatorname{curl} \psi \cdot E) d x d t & =-\int H_{0} \cdot \psi(\cdot, 0) d x-\iint \dot{M} \cdot \psi d x d t
\end{aligned}\right.
\end{gathered}
$$

(iii) for almost every $(x, t) \in \mathbb{R} \times \mathbb{R}^{+}$,

$$
\left\{\begin{array}{l}
\dot{M}(x, t)=H_{T}(x, t) \times M(x, t)+\frac{\alpha}{|M(x, t)|} M(x, t) \times \dot{M}(x, t) \\
M(x, 0)=M_{0}(x)
\end{array}\right.
$$

Theorem 2.8. Assume that

$$
\left(E_{0}, H_{0}, M_{0}\right) \in\left(L^{2}\right)^{3} \times\left(L^{2}\right)^{3} \times\left(L^{2, \infty}\right)^{3}
$$

then system (1.9) admits a unique global weak solution which satisfies

$$
\begin{equation*}
\int_{0}^{\infty} \int_{\mathbb{R}} \frac{\alpha}{|M|}|\dot{M}|^{2} d x d t<+\infty \tag{2.20}
\end{equation*}
$$

Moreover, a.e. $x \in \mathbb{R}, t \mapsto M(x, t)$ belongs to $C^{0}(\mathbb{R})$.
Remark 2.9. From (2.20) and Fubini's theorem, we deduce that

$$
\text { a.e. } x \in \mathbb{R}, \quad \frac{|\dot{M}(x, t)|^{2}}{\left|M_{0}(x)\right|} \in L^{1}(\mathbb{R})
$$

Therefore, function $t \mapsto M(x, t)$ is in $H^{1}\left(\mathbb{R}_{+}\right) \subset C^{0}\left(\mathbb{R}_{+}\right)$.
2.2. Main results of the paper. Our first main theorem concerns the convergence to 0 in Fréchet topology of the transverse components of the electromagnetic fields. In the following, we denote the transverse components $E_{\|}(x, t)=\left(E_{y}(x, t)\right.$, $\left.E_{z}(x, t)\right), H_{\|}(x, t)=\left(H_{y}(x, t), H_{z}(x, t)\right)$, and so on.

Theorem A. Let all assumptions (2.5) hold. Assume, moreover, that

$$
\begin{equation*}
M_{0}(x)=0 \quad \text { for }|x|>a \tag{2.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\exists \alpha_{*}>0 \text { such that } \alpha(x) \geq \alpha^{*}, \text { a.e. } x \in[-a ; a] . \tag{2.22}
\end{equation*}
$$

Then, for the global solution to the Cauchy problem (1.9):
(i) For almost every $x \in \mathbb{R}$

$$
\begin{equation*}
\int_{0}^{\infty}\left(\left|E_{\|}(x, t)\right|^{2}+\left|H_{\|}(x, t)\right|^{2}\right) d t<\infty \tag{2.23}
\end{equation*}
$$

(ii) For every $R>0$

$$
\begin{equation*}
\int_{|x|<R}\left(\left|E_{\|}(x, t)\right|^{2}+\left|H_{\|}(x, t)\right|^{2}\right) d x \rightarrow 0 \text { as } t \rightarrow \infty \tag{2.24}
\end{equation*}
$$

Our second result is a variant of Theorem A. We prove that, provided additional regularity assumptions on the initial data, we have convergence to zero of the transverse electromagnetic field, not only in the local energy norm, but also uniformly in any compact set.

ThEOREM A'. Let the assumptions of Theorem A hold (in particular $\left(E_{0}, H_{0}\right) \in$ $(H(\text { curl }))^{2}$. Then

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} \int_{-a}^{a}|\dot{M}(x, t)|^{2} d x=0 \tag{2.25}
\end{equation*}
$$

and, for every $R>0$,

$$
\begin{align*}
\lim _{t \rightarrow+\infty} \int_{-R}^{R}\left(\left|\frac{\partial E_{\|}}{\partial x}(x, t)\right|^{2}+\left|\frac{\partial H_{\|}}{\partial x}(x, t)\right|^{2}\right) d x & =0  \tag{2.26}\\
\lim _{t \rightarrow+\infty} \sup _{|x| \leq R}\left\{\left|E_{\|}(x, t)\right|+\left|H_{\|}(x, t)\right|\right\} & =0 \tag{2.27}
\end{align*}
$$

Our other results concern the asymptotic behavior of the magnetization $M(x, t)$ (and thus of the longitudinal magnetic field). We first need to introduce a nondegeneracy assumption. Let us define

$$
\begin{equation*}
\tilde{H}_{T}(x, M)=H_{s}+K(p \cdot M) p-\left(e_{x} \cdot M\right) e_{x} \tag{2.28}
\end{equation*}
$$

where the dependence of $\tilde{H}_{T}(x, M)$ with respect to $x$ appears in the dependence of $H_{s}, K$, and $p$. We introduce the assumption, for any $x$ in $\mathbb{R}$,
$\left(\mathcal{H}_{x}\right):\left(\forall M \in \mathbb{R}^{3}, \exists \lambda(x, M) \in \mathbb{R}, \tilde{H}_{T}(M)=\lambda(x, M) e_{x}\right) \Rightarrow\left(\forall M \in \mathbb{R}^{3}, \lambda(x, M) \neq 0\right)$.
Remark 2.10. Assumption $\left(\mathcal{H}_{x}\right)$ is not satisfied if and only if the following two properties are satisfied:
(i) $H_{s}$ and $p$ are collinear to $e_{x}$;
(ii) there exists $M \in \mathbb{R}^{3}$ such that $\left(H_{s}+(K-1) M\right) \cdot e_{x}=0$.

For any $x$, we introduce the set

$$
\mathcal{Z}\left(x, M_{0}\right)=\left\{M \in \mathbb{R}^{3} \text { such that } \tilde{H}_{T}(x, M) \times M=0 \text { and }|M|=\left|M_{0}(x)\right|\right\}
$$

This set will be identified in section 5 as the set of stationary states of some unperturbed LLG equation at point $x$ that are possible limits for $M(x, t)$ with the initial data $M_{0}(x)$. It will be proved to be a finite set containing between two and six elements (see Theorem 5.2).

Our first result for $M$ concerns weak solutions.
Theorem B. Let the assumptions of Theorem A be satisfied. Assume that $\left(\mathcal{H}_{x}\right)$ holds almost everywhere in $x$. Then

$$
\begin{equation*}
M(x, t) \rightarrow \mathcal{Z}\left(x, M_{0}\right) \text { as } t \rightarrow \infty \text { for a.e. } x \in \mathbb{R} \tag{2.29}
\end{equation*}
$$

Remark 2.11. With the set $\mathcal{Z}\left(x, M_{0}\right)$ being discrete, (2.29) means that for a.e. $x$, there exists $M_{\infty} \in \mathcal{Z}\left(x, M_{0}\right)$ such that

$$
M(x, t) \rightarrow M_{\infty} \text { as } t \rightarrow \infty
$$

In other words,

$$
\mathcal{M}=\left\{M \in L^{\infty}([-a, a]) / \text { for a.e. } x \in[-a, a], M(x)=M_{\infty} \in \mathcal{Z}\left(x, M_{0}\right)\right\}
$$

is an infinite-dimensional attractor for $M(x, t)$.
Our last result is a variant of Theorem B for strong solutions.
Corollary 2.12. Let the assumptions of Theorem A' be satisfied. Assume that $\left(\mathcal{H}_{x}\right)$ holds everywhere. For every $x$, there exists $M_{\infty}(x) \in \mathcal{Z}\left(x, M_{0}\right)$ such that

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left|M(x, t)-M_{\infty}(x)\right|=0 \tag{2.30}
\end{equation*}
$$

Remark 2.13. We show with Theorem $\mathrm{A}^{\prime}$ that the transverse magnetic field $H_{\|}$ converges in time to 0 uniformly in space. It must be emphasized that this property is not strong enough to ensure that the convergence of the magnetization $M$ is also uniform in space. Section 7 will be devoted to a counterexample and some comments about this assertion.
3. Proof of Theorem A: $L^{2}$ bounds of the transverse electromagnetic field for weak solutions. The first two equations of (1.9) read

$$
\left\{\begin{array}{lll}
\dot{E}_{x}=0, & \dot{E}_{y}+\frac{\partial H_{z}}{\partial x}=0, & \dot{E}_{z}-\frac{\partial H_{y}}{\partial x}=0  \tag{3.1}\\
\dot{H}_{x}+\dot{M}_{x}=0, & \dot{H}_{y}-\frac{\partial E_{z}}{\partial x}+\dot{M}_{y}=0, & \dot{H}_{z}+\frac{\partial E_{y}}{\partial x}+\dot{M}_{z}=0
\end{array}\right.
$$

We easily deduce that

$$
\begin{cases}L_{+}\left(E_{y}+H_{z}\right) & =-\dot{M}_{z}  \tag{3.2}\\ L_{-}\left(E_{y}-H_{z}\right) & =\dot{M}_{z} \\ L_{+}\left(E_{z}-H_{y}\right) & =\dot{M}_{y} \\ L_{-}\left(E_{z}+H_{y}\right) & =-\dot{M}_{y}\end{cases}
$$

where we have introduced the two transport operators $L_{ \pm}=\frac{\partial}{\partial t} \pm \frac{\partial}{\partial x}$. Considering $\dot{M}$ as known, we can solve explicitly (3.1) using the method of characteristics. After some algebraic manipulations, we end up with the following formulas:

$$
\left\{\begin{align*}
E_{\|}(x, t) & =\frac{1}{2}\left\{E_{\|}^{0}(x+t)+E_{\|}^{0}(x-t)\right\}+\frac{J}{2}\left\{H_{\|}^{0}(x+t)-H_{\|}^{0}(x-t)\right\}  \tag{3.3}\\
& -\frac{J}{2}\left\{\int_{\Gamma_{+}(x, t)} \dot{M}_{\|}(y, s) d \sigma-\int_{\Gamma_{-}(x, t)} \dot{M}_{\|}(y, s) d \sigma\right\} \\
H_{\|}(x, t) & =\frac{1}{2}\left\{H_{\|}^{0}(x+t)+H_{\|}^{0}(x-t)\right\}-\frac{J}{2}\left\{E_{\|}^{0}(x+t)-E_{\|}^{0}(x-t)\right\} \\
& -\left\{\int_{\Gamma_{+}(x, t)} \dot{M}_{\|}(y, s) d \sigma+\int_{\Gamma_{-}(x, t)} \dot{M}_{\|}(y, s) d \sigma\right\}
\end{align*}\right.
$$

where

$$
J=\left[\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right]
$$

$\Gamma_{ \pm}(x, t)$ is the curve $\Gamma_{ \pm}(x, t)=(x, t)-D_{ \pm}$, with $D_{ \pm}=\{(x, t) / x \pm t=0\}$ (see Figure 3.1), and $\sigma$ is the curvilinear abscissa along $\Gamma_{ \pm}(x, t)$. Therefore, introducing

$$
F(x, t)=\binom{E_{\|}(x, t)}{H_{\|}(x, t)}
$$

we get (note that $d \sigma=\sqrt{2} d y,\|J\|=1$, and $\left|\dot{M}_{\|}\right| \leq|\dot{M}|$ )

$$
\begin{equation*}
|F(x, t)| \leq \frac{\sqrt{2}}{2} \int_{\Gamma^{a}(x, t)}|\dot{M}(y, s)| d y+\frac{1}{2}\left\{\left|F^{0}(x+t)\right|+\left|F^{0}(x-t)\right|\right\} \tag{3.4}
\end{equation*}
$$

with $\Gamma^{a}(x, t)=\left\{(y, s) \in \Gamma_{+}(x, t) \cup \Gamma_{-}(x, t):|y|<a\right\}$ (see Figure 3.1).
Then, the Cauchy-Schwarz inequality yields the estimate $\left(\int_{\Gamma^{a}(x, t)} d y=2 a\right)$

$$
\begin{equation*}
|F(x, t)| \leq \sqrt{a}\left(\int_{\Gamma^{a}(x, t)}|\dot{M}(y, s)|^{2} d y\right)^{\frac{1}{2}}+\frac{1}{2}\left\{\left|F^{0}(x+t)\right|+\left|F^{0}(x-t)\right|\right\} \tag{3.5}
\end{equation*}
$$

Integrating this inequality between 0 and $T$, and noticing that

$$
K(x, T) \equiv \bigcup_{t=0}^{T} \Gamma^{a}(x, t)
$$

is such that $K(x, T) \subset[-a, a] \times[0, T]$, we get the estimate

$$
\int_{0}^{T}|F(x, t)|^{2} d t \leq 2 a \int_{0}^{T}\left(\int_{|y|<a}|\dot{M}(y, s)|^{2} d y\right) d s+\frac{1}{2} \sum_{ \pm} \int_{0}^{T}\left|F^{0}(x \pm t)\right|^{2} d t
$$

which yields, after integrating over $[-a, a]$,

$$
\begin{aligned}
\int_{0}^{T} \int_{-a}^{a}|F(x, t)|^{2} d x d t & \leq 4 a^{2} \int_{0}^{T}\left(\int_{|y|<a}|\dot{M}(y, s)|^{2} d y\right) d s \\
& +\frac{1}{2} \sum_{ \pm} \int_{0}^{T} \int_{-a}^{a}\left|F^{0}(x \pm t)\right|^{2} d t
\end{aligned}
$$



Fig. 3.1. Characteristic lines and the $1 D$ layer.

Writing $|\dot{M}|^{2}=\frac{|M|}{\alpha} \cdot \frac{\alpha|\dot{M}|^{2}}{|M|}$ and using the conservation of the norm of $M$ and the assumption (2.22) about the damping function $\alpha(x)$, we get

$$
\begin{align*}
\int_{0}^{T} \int_{-a}^{a}|F(x, t)|^{2} d x d t & \leq \frac{4 a^{2}}{\alpha_{*}}\left\|M_{0}\right\|_{\infty} \int_{0}^{T}\left(\int_{|y|<a} \frac{\alpha}{|M|}|\dot{M}(y, s)|^{2} d y\right) d s \\
& +\frac{1}{2} \sum_{ \pm} \int_{0}^{T} \int_{-a}^{a}\left|F^{0}(x \pm t)\right|^{2} d t \tag{3.6}
\end{align*}
$$

Therefore, (2.5) and (2.20) imply (2.23). Besides, (3.4) can be rewritten as

$$
\begin{aligned}
|F(x, t)| \leq \frac{\sqrt{2}}{2} \int_{\Gamma_{a}^{+}(x, t)}|\dot{M}(y, s)| d s & +\frac{\sqrt{2}}{2} \int_{\Gamma_{a}^{-}(x, t)}|\dot{M}(y, s)| d s \\
& +\frac{1}{2}\left\{\left|F^{0}(x+t)\right|+\left|F^{0}(x-t)\right|\right\}
\end{aligned}
$$

where $\Gamma_{a}^{+}=\Gamma_{+} \cap \Gamma^{a}$ and $\Gamma_{a}^{-}=\Gamma_{-} \cap \Gamma^{a}$. This yields, via the Cauchy-Schwarz inequality,

$$
\begin{aligned}
|F(x, t)| \leq \frac{\sqrt{2 a}}{2}\left(\int_{\Gamma_{a}^{+}(x, t)}|\dot{M}(y, s)|^{2} d s\right)^{\frac{1}{2}} & +\frac{\sqrt{2 a}}{2}\left(\int_{\Gamma_{a}^{-}(x, t)}|\dot{M}(y, s)|^{2} d s\right)^{\frac{1}{2}} \\
& +\frac{1}{2}\left(\left|F^{0}(x+t)\right|+\left|F^{0}(x-t)\right|\right)
\end{aligned}
$$

Therefore

$$
\begin{align*}
|F(x, t)|^{2} \leq 2 a\left(\int_{\Gamma_{a}^{+}(x, t)}|\dot{M}(y, s)|^{2} d s\right. & \left.+\int_{\Gamma_{a}^{-}(x, t)}|\dot{M}(y, s)|^{2} d s\right)  \tag{3.7}\\
& +\left|F^{0}(x+t)\right|^{2}+\left|F^{0}(x-t)\right|^{2}
\end{align*}
$$

After having remarked that, for $t>R+a$,

$$
\bigcup_{x=-R}^{R} \Gamma_{a}^{ \pm}(x, t) \subset[-a, a] \times[t-(R+a), t]
$$

we obtain

$$
\begin{align*}
\int_{-R}^{R}|F(x, t)|^{2} d x & \leq 4 a \int_{t-(R+a)}^{t} \int_{-a}^{a}|\dot{M}(y, s)|^{2} d y d s  \tag{3.8}\\
& +\int_{-R}^{R}\left(\left|F^{0}(x+t)\right|^{2}+\left|F^{0}(x-t)\right|^{2}\right) d x
\end{align*}
$$

which leads to

$$
\begin{align*}
\int_{-R}^{R}|F(x, t)|^{2} d x & \leq \frac{4 a\left\|M_{0}\right\|_{\infty}}{\alpha_{*}} \int_{t-(R+a)}^{t} \int_{-a}^{a} \frac{\alpha}{|M|}|\dot{M}(y, s)|^{2} d y d s  \tag{3.9}\\
& +\int_{-R-t}^{R-t}\left|F^{0}(x)\right|^{2} d x+\int_{-R+t}^{R+t}\left|F^{0}(x)\right|^{2} d x
\end{align*}
$$

By (2.5) and (2.7),

$$
\int_{-\infty}^{+\infty}\left|F^{0}(x)\right|^{2} d x<+\infty \quad \text { and } \quad \int_{0}^{\infty} \int_{-a}^{a} \frac{\alpha}{|M|}|\dot{M}|^{2} d y d s<+\infty
$$

Therefore, (3.9) implies (2.24). This concludes the proof.
4. Proof of Theorem $A^{\prime}$ : Uniform bounds of the transverse electromagnetic field for strong solutions. The proof of Theorem $A^{\prime}$ relies on a technical lemma.

Lemma 4.1. The solution of the system satisfies

$$
\begin{equation*}
\int_{0}^{\infty} \int_{-a}^{a} \frac{\alpha}{\left|M_{0}(x)\right|}|\ddot{M}(x, t)|^{2} d x d t<\infty \tag{4.1}
\end{equation*}
$$

Proof. We give a proof which supposes that the electromagnetic field $(E, H)$ is slightly more regular in time than local strong solutions. However, all the forthcoming assumptions can be justified using the method of differential quotients (see [7] for details).

Nevertheless, our proof remains rather long and will be divided into four steps.
Step 1: Estimates using the characteristics. In what follows, we keep the notation of the proof of Theorem A. In particular, we set

$$
F(x, t)=\left[\begin{array}{c}
E_{\|}(x, t)  \tag{4.2}\\
H_{\|}(x, t)
\end{array}\right] \in \mathbb{R}^{4}
$$

First, we note that if we differentiate the system with respect to time, thanks to the linearity of Maxwell's equations, the relationship between $\ddot{M}$ and $\dot{E}, \dot{H}$ is exactly the same as the one between $\dot{M}$ and $E, H$. Therefore, reproducing the computations in the proof of Theorem A leads to the estimate

$$
\begin{equation*}
|\dot{F}(x, t)| \leq \sqrt{a}\left(\int_{\Gamma^{a}(x, t)}|\ddot{M}(y, s)| d y\right)^{\frac{1}{2}}+\frac{1}{2}\left\{\left|\dot{F}^{0}(x+t)\right|+\left|\dot{F}^{0}(x-t)\right|\right\} \tag{4.3}
\end{equation*}
$$

Then, proceeding as in the proof of Theorem A, we easily get

$$
\begin{align*}
\int_{0}^{T} \int_{-a}^{a}|\dot{F}(x, t)|^{2} d x d t & \leq \frac{4 a^{2}}{\alpha_{*}}\left\|M_{0}\right\|_{\infty} \int_{0}^{T}\left(\int_{|y|<a} \frac{\alpha}{|M|}|\ddot{M}(y, s)|^{2} d y\right) d s  \tag{4.4}\\
& +\frac{1}{2} \sum_{ \pm} \int_{0}^{T} \int_{-a}^{a}\left|\dot{F}^{0}(x \pm t)\right|^{2} d t
\end{align*}
$$

Step 2: Energy-like estimates. We start from the linear Maxwell's equations after time derivation:

$$
\left\{\begin{array}{l}
\ddot{E}-\operatorname{curl} \dot{H}=0  \tag{4.5}\\
\ddot{H}+\operatorname{curl} \dot{E}=-\ddot{M}
\end{array}\right.
$$

We multiply the first equation of (4.5) by $\dot{E}$, the second by $\dot{H}$, and add the two resulting equations. After integration over $x$, we easily get, using Green's formula and the fact that $M$ is supported in $[-a, a] \times \mathbb{R}^{+}$,

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{1}{2} \int\left(|\dot{E}|^{2}+|\dot{H}|^{2}\right) d x\right)+\int_{-a}^{a} \dot{H} \ddot{M} d x=0 \tag{4.6}
\end{equation*}
$$

Now, we differentiate in time the LLG equation which leads to

$$
\begin{equation*}
\ddot{M}=\dot{H} \times M+K(p \cdot \dot{M}) p \times M+H_{T} \times \dot{M}+\frac{\alpha}{|M|} M \times \ddot{M} \tag{4.7}
\end{equation*}
$$

using the fact that $|M|$ is constant in time. Multiplying (4.7) successively by $\dot{H}$ and $\ddot{M}$ gives

$$
\left\lvert\, \begin{align*}
& \ddot{M} \cdot \dot{H}=K(p \cdot \dot{M})(p, M \dot{M})+\left(H_{T}, \dot{M}, \dot{H}\right)+\frac{\alpha}{|M|}(M, \ddot{M}, \dot{H})  \tag{4.8}\\
& |\ddot{M}|^{2}=(\dot{H}, M, \ddot{M})+K(p \cdot \dot{M})(p, M, \ddot{M})+\left(H_{T}, \dot{M}, \ddot{M}\right)
\end{align*}\right.
$$

By an adequate linear combination of these two equalities, we eliminate the mixed product $(\dot{H}, M, \ddot{M})$. This leads to

$$
\begin{equation*}
\ddot{M} \cdot \dot{H}=\frac{\alpha}{|M|}|\ddot{M}|^{2}+\left(H_{T}, \dot{M}, \dot{H}\right)-\frac{\alpha}{|M|}\left(H_{T}, \dot{M}, \ddot{M}\right) \tag{4.9}
\end{equation*}
$$

that we plug into (4.6) to obtain
$\frac{d}{d t}\left[\frac{1}{2} \int\left(|\dot{H}|^{2}+|\dot{E}|^{2}\right) d x\right]+\int_{-a}^{a} \frac{\alpha}{|M|}|\ddot{M}|^{2} d x=\int_{-a}^{a}\left\{\frac{\alpha}{|M|}\left(H_{T}, \dot{M}, \ddot{M}\right)-\left(H_{T}, \dot{M}, \dot{H}\right)\right\} d x$.
Let us use the bounds

$$
\begin{aligned}
& \left|\left(H_{T}, \dot{M}, \ddot{M}\right)\right| \leq \frac{1}{2}|\ddot{M}|^{2}+\frac{1}{2}\left|H_{T}\right|^{2}|\dot{M}|^{2} \\
& \left|\left(H_{T}, \dot{M}, \dot{H}\right)\right| \leq \varepsilon|\dot{H}|^{2}+\frac{1}{4 \varepsilon}\left|H_{T}\right|^{2}|\dot{M}|^{2}
\end{aligned}
$$

where $\varepsilon$ is an arbitrary strictly positive real number. We then obtain

$$
\begin{aligned}
\frac{d}{d t}\left(\frac{1}{2} \int\left(|\dot{H}|^{2}+|\dot{E}|^{2}\right) d x\right) & +\frac{1}{2} \int_{-a}^{a} \frac{\alpha}{|M|}|\ddot{M}|^{2} d x \\
& \leq \varepsilon \int_{-a}^{a}|\dot{H}|^{2} d x+\int_{-a}^{a}\left(\frac{\alpha}{2|M|}+\frac{1}{4 \varepsilon}\right)\left|H_{T}\right|^{2}|\dot{M}|^{2} d x
\end{aligned}
$$

which we can integrate between 0 and $T$, to obtain

$$
\begin{align*}
& \frac{1}{2} \int\left(|\dot{H}(x, T)|^{2}+|\dot{E}(x, T)|^{2}\right) d x+\frac{1}{2} \int_{-a}^{a} \int_{0}^{T} \frac{\alpha}{|M|}|\ddot{M}|^{2} d x d t \\
& \quad \leq \frac{1}{2} \int\left(|\dot{H}(x, 0)|^{2}+|\dot{E}(x, 0)|^{2}\right) d x+\varepsilon \int_{-a}^{a} \int_{0}^{T}|\dot{H}|^{2} d x d t  \tag{4.11}\\
& \quad+\int_{-a}^{a} \int_{0}^{T}\left(\frac{\alpha}{2|M|}+\frac{1}{4 \varepsilon}\right)\left|H_{T}\right|^{2}|\dot{M}|^{2} d x d t
\end{align*}
$$

Step 3: Combination of the two estimates. We use (1.12) in Remark 1.1 to write

$$
\int_{-a}^{a} \int_{0}^{T}|\dot{H}|^{2} d x d t \leq \int_{-a}^{a} \int_{0}^{T}|\dot{F}|^{2} d x d t+\int_{-a}^{a} \int_{0}^{T}\left|\dot{M}_{x}\right|^{2} d x d t
$$

We thus obtain, using (4.4) in (4.11),

$$
\begin{aligned}
\frac{1}{2} \int\left(|\dot{H}(x, T)|^{2}\right. & \left.+|\dot{E}(x, T)|^{2}\right) d x+\frac{1}{2} \int_{-a}^{a} \int_{0}^{T}\left(1-\frac{8 \varepsilon a^{2}}{\alpha_{*}}\left\|M_{0}\right\|_{\infty}\right) \frac{\alpha}{|M|}|\ddot{M}|^{2} d x d t \\
\leq & \frac{1}{2} \int\left(|\dot{H}(x, 0)|^{2}+|\dot{E}(x, 0)|^{2}\right) d x+\frac{\varepsilon}{2} \sum_{ \pm} \int_{-a}^{a} \int_{0}^{T}\left|\dot{F}^{0}(x \pm t)\right|^{2} d x d t \\
& +\int_{-a}^{a} \int_{0}^{T}\left(\frac{\alpha}{2|M|}+\frac{1}{4 \varepsilon}\right)\left|H_{T}\right|^{2}|\dot{M}|^{2} d x d t+\varepsilon \int_{-a}^{a} \int_{0}^{T}\left|\dot{M}_{x}\right|^{2} d x d t
\end{aligned}
$$

We observe that

$$
\int_{-a}^{a} \int_{0}^{T}\left|\dot{F}^{0}(x \pm t)\right|^{2} d x d t \leq 2 a \int\left(|\dot{H}(x, 0)|^{2}+|\dot{E}(x, 0)|^{2}\right) d x
$$

and we choose $\varepsilon$ such that

$$
\begin{equation*}
1-\frac{8 \varepsilon a^{2}}{\alpha_{*}}\left\|M_{0}\right\|_{\infty}=\frac{1}{2} \tag{4.12}
\end{equation*}
$$

Finally, if we set

$$
\begin{equation*}
C_{0}=\frac{1}{2}+2 a \varepsilon, \quad C_{2}=\frac{1}{2}+\frac{\left\|M_{0}\right\|_{\infty}}{4 \varepsilon \alpha_{*}}, \quad C_{1}=\varepsilon \frac{\left\|M_{0}\right\|_{\infty}}{\alpha_{*}} \tag{4.13}
\end{equation*}
$$

we obtain

$$
\begin{array}{r}
\frac{1}{2} \int\left(|\dot{H}(x, T)|^{2}+|\dot{E}(x, T)|^{2}\right) d x+\frac{1}{4} \int_{-a}^{a} \int_{0}^{T} \frac{\alpha}{|M|}|\ddot{M}|^{2} d x d t \\
\leq C_{0} \int\left(|\dot{H}(x, 0)|^{2}+|\dot{E}(x, 0)|^{2}\right) d x+C_{1} \int_{-a}^{a} \int_{0}^{T} \frac{\alpha}{|M|}|\dot{M}|^{2} d x d t  \tag{4.14}\\
+C_{2} \int_{-a}^{a} \int_{0}^{T} \frac{\alpha}{|M|}\left|H_{T}\right|^{2}|\dot{M}|^{2} d x d t
\end{array}
$$

From (2.20), we already know that

$$
\int_{-a}^{a} \int_{0}^{T} \frac{\alpha}{|M|}|\dot{M}|^{2} d x d t<+\infty
$$

while, because of the regularity assumptions on the initial data, one can see that

$$
\begin{equation*}
\int|\dot{E}(x, 0)|^{2} d x=\int\left|\operatorname{curl} H_{0}\right|^{2} d x<+\infty \tag{4.15}
\end{equation*}
$$

Conversely,

$$
\begin{equation*}
\int|\dot{H}(x, 0)|^{2} d x \leq 2 \int\left|\operatorname{curl} E_{0}\right|^{2} d x+2 \int|\dot{M}(x, 0)|^{2} d x \tag{4.16}
\end{equation*}
$$

and from the LLG equation one deduces that

$$
|\dot{M}(x, 0)|^{2}=\frac{1}{1+\alpha^{2}}\left|H_{T}(x, 0)\right|^{2}|M(x, 0)|^{2}
$$

Therefore, setting $H_{T}^{0}(x)=H_{T}(x, 0)$, we have

$$
\begin{equation*}
\int|\dot{M}(x, 0)|^{2} d x \leq\left\|M_{0}\right\|_{L^{\infty}}^{2}\left\|H_{T}^{0}\right\|_{L^{2}}^{2} \tag{4.17}
\end{equation*}
$$

which is finite since, under the conditions on the data of the problem

$$
\begin{equation*}
H_{T}^{0}=H_{0}-K P\left(M_{0}\right)+H_{s} \in L^{2} \tag{4.18}
\end{equation*}
$$

we can conclude that

$$
\begin{equation*}
\int|\dot{H}(x, 0)|^{2} d x \leq 2\left\|\operatorname{curl} E_{0}\right\|_{L^{2}}^{2}+2\left\|M_{0}\right\|_{L^{\infty}}^{2}\left\|H_{T}^{0}\right\|_{L^{2}}^{2} \tag{4.19}
\end{equation*}
$$

Finally, if $C$ denotes a constant which depends only on $M_{0}, E_{0}, H_{0}, \alpha_{*}, K, H_{s}$, and $a$, we can write

$$
\begin{align*}
\frac{1}{2} \int\left(|\dot{H}(x, T)|^{2}+|\dot{E}(x, T)|^{2}\right) d x+\frac{1}{4} \int_{0}^{T} & \int_{-a}^{a} \frac{\alpha}{|M|}|\ddot{M}|^{2} d x d t \\
& \leq C+C_{2} \int_{0}^{T} \int_{-a}^{a} \frac{\alpha}{|M|}|\dot{M}|^{2}\left|H_{T}\right|^{2} d x d t \tag{4.20}
\end{align*}
$$

Step 4: A Gronwall-type estimate. From the definition of $H_{T}$, we easily get the following bound for $\left|H_{T}\right|^{2}$ :

$$
\left|H_{T}\right|^{2} \leq 3\left(1+\|K\|_{\infty}^{2}\right)\left[\left|H_{s}\right|^{2}+|M|^{2}+|H|^{2}\right]
$$

that implies, since $H_{x}=-M_{x}$,

$$
\begin{equation*}
\left|H_{T}\right|^{2} \leq 3\left(1+\|K\|_{\infty}^{2}\right)\left(\left|H_{s}\right|^{2}+2|M|^{2}\right)+3\left(1+\|K\|_{\infty}^{2}\right)\left|H_{\|}\right|^{2} \tag{4.21}
\end{equation*}
$$

Using the interpolation inequality

$$
\left\|H_{\|}\right\|_{L^{\infty}}^{2} \leq\left\|H_{\|}\right\|_{L^{2}}\left\|\frac{\partial H_{\|}}{\partial x}\right\|_{L^{2}}
$$

we can write

$$
\begin{equation*}
\left\|H_{T}\right\|_{L^{\infty}}^{2} \leq 3\left(1+\|K\|_{\infty}^{2}\right)\left(\left\|H_{s}\right\|_{L^{\infty}}^{2}+2\left\|M_{0}\right\|_{L^{\infty}}^{2}\right)+3\left(1+\|K\|_{\infty}^{2}\right)\left\|H_{\|}\right\|_{L^{2}}\left\|\frac{\partial H_{\|}}{\partial x}\right\|_{L^{2}} \tag{4.22}
\end{equation*}
$$

As we already know from Theorem 2.4 that $\left\|H_{\|}\right\|_{L^{2}}$ remains bounded, from (4.20) and (4.22), we can write

$$
\begin{align*}
& \frac{1}{2} \int\left(|\dot{H}(x, T)|^{2}+|\dot{E}(x, T)|^{2}\right) d x+\frac{1}{4} \int_{0}^{T} \int_{-a}^{a} \frac{\alpha}{|M|}|\ddot{M}|^{2} d x d t \\
& \quad \leq C\left(1+\int_{0}^{T}\left(\int_{-a}^{a} \frac{\alpha}{|M|}|\dot{M}|^{2} d x\right)\left\|\frac{\partial H_{\|}}{\partial x}\right\|_{L^{2}} d t\right) \tag{4.23}
\end{align*}
$$

where $C$ denotes a new positive constant depending only on the data of the problem. Finally, using Maxwell's equations, we observe that

$$
\begin{equation*}
\left\|\frac{\partial H_{\|}}{\partial x}\right\|_{L^{2}}=\left\|\dot{E}_{\|}\right\|_{L^{2}} . \tag{4.24}
\end{equation*}
$$

Therefore, if we set

$$
\left\{\begin{align*}
G(t) & =\int\left(|\dot{H}(x, t)|^{2}+|\dot{E}(x, t)|^{2}\right) d x  \tag{4.25}\\
m(t) & =\int_{-a}^{a} \frac{\alpha}{|M|}|\dot{M}|^{2} d x
\end{align*}\right.
$$

we deduce from (4.23), using that $\int_{0}^{\infty} \int_{-a}^{a} \frac{\alpha}{|M|}|\dot{M}|^{2} d x d t<+\infty$, the inequality ( $C$ denoting another constant)

$$
G(t) \leq C\left(1+\int_{0}^{t} m(s) G(s)^{\frac{1}{2}} d s\right)
$$

with $m \in L^{1}(0,+\infty)$. Therefore, using an appropriate generalization of Gronwall's lemma, we get

$$
\begin{equation*}
G(t) \leq\left(C^{\frac{1}{2}}+C \int_{0}^{t} m(s) d s\right)^{2} \tag{4.26}
\end{equation*}
$$

As $m \in L^{1}(0,+\infty)$, this shows that $G(t)$ remains bounded in time. Moreover, from (4.23) we also deduce

$$
\begin{equation*}
\int_{0}^{T} \int_{-a}^{a} \frac{\alpha}{|M|}|\ddot{M}|^{2} d x d t \leq C\left(1+\int_{0}^{T} G(s)^{\frac{1}{2}} m(s) d s\right) \tag{4.27}
\end{equation*}
$$

Setting $G^{*}=\sup _{t \geq 0} G(t)$, we thus obtain

$$
\begin{equation*}
\int_{0}^{T} \int_{-a}^{a} \frac{\alpha}{|M|}|\ddot{M}|^{2} d x d t \leq C\left(1+\left(G^{*}\right)^{\frac{1}{2}}\|m\|_{L^{1}}\right) \tag{4.28}
\end{equation*}
$$

which concludes the proof of the lemma.

Proof of Theorem A'. First, note that the inequalities

$$
\left\lvert\, \begin{aligned}
& \int_{-a}^{a}|\dot{M}(x, t)|^{2} d x \leq \frac{\left\|M_{0}\right\|_{L^{\infty}}}{\alpha_{*}} \int_{-a}^{a} \frac{\alpha}{|M|}|\dot{M}|^{2} d x \\
& \int_{-a}^{a}|\ddot{M}(x, t)|^{2} d x \leq \frac{\left\|M_{0}\right\|_{L^{\infty}}}{\alpha_{*}} \int_{-a}^{a} \frac{\alpha}{|M|}|\ddot{M}|^{2} d x
\end{aligned}\right.
$$

joined to the results of Theorem A and Lemma 4.1, imply

$$
\int_{0}^{\infty} \int_{-a}^{a}\left(|\dot{M}|^{2}+|\ddot{M}|^{2}\right) d x d t<+\infty
$$

that is to say,

$$
\begin{equation*}
\dot{M} \in H^{1}\left(\mathbb{R}^{+}, L^{2}(-a, a)\right) \tag{4.29}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} \int_{-a}^{a}|\dot{M}(x, t)|^{2} d x=0 \tag{4.30}
\end{equation*}
$$

Now, let us return to the formula

$$
|\dot{F}(x, t)| \leq \frac{\sqrt{2}}{2} \int_{\Gamma_{a}(x, t)}|\dot{M}(y, s)| d y+\frac{1}{2}\left\{\left|\dot{F}^{0}(x+t)\right|+\left|\dot{F}^{0}(x-t)\right|\right\}
$$

By the same manipulations as in the proof of Theorem A (cf. the method we used to obtain (3.9)), we get

$$
\begin{align*}
& \int_{-R}^{R}|\dot{F}(x, t)|^{2} d x \leq \frac{4 a\left\|M_{0}\right\|_{\infty}}{\alpha_{*}} \int_{t-(R+a)}^{t} \int_{-a}^{a} \frac{\alpha}{|M|}|\ddot{M}(y, s)|^{2} d y d s  \tag{4.31}\\
& \quad+\int_{-R-t}^{R-t}\left|\dot{F}^{0}(x)\right| d x+\int_{-R+t}^{R+t}\left|\dot{F}^{0}(x)\right| d x
\end{align*}
$$

Since $\int_{-\infty}^{+\infty}\left|\dot{F}^{0}(x)\right|^{2} d x<+\infty$ and $\int_{0}^{\infty} \int_{-a}^{a} \frac{\alpha}{|M|}|\ddot{M}|^{2} d y d s<+\infty$ (cf. Lemma 2.1), (4.31) implies that

$$
\begin{equation*}
\lim _{R \rightarrow+\infty} \int_{-R}^{R}\left(\left|\dot{E}_{\|}\right|^{2}+\left|\dot{H}_{\|}\right|^{2}\right) d x=0 \tag{4.32}
\end{equation*}
$$

Now, using Maxwell's equations we have

$$
\begin{align*}
& \int_{-R}^{R}\left|\frac{\partial E_{\|}}{\partial x}\right|^{2} d x=\int_{-R}^{R}\left|\dot{H}_{\|}\right|^{2} d x  \tag{4.33}\\
& \int_{-R}^{R}\left|\frac{\partial H_{\|}}{\partial x}\right|^{2} d x \leq 2 \int_{-R}^{R}\left|\dot{E}_{\|}\right|^{2} d x+2 \int_{-a}^{a}|\dot{M}|^{2} d x
\end{align*}
$$

which, taking into account (4.30) and (4.32), lead to (2.26). Thanks to Theorem A, (2.27) is then a consequence of $(2.26)$, since $H^{1}(-R, R) \subset L^{\infty}(-R, R)$. This concludes the proof of the theorem.
5. Transitions to stationary states in the LLG equation. This section must be seen as an introduction to the second part of the paper, which is devoted to long-time asymptotics of the magnetization $M$.
5.1. Stationary states in the LLG equation. We consider the solutions to the following nonlinear evolution equation that we shall call the unperturbed LLG equation at point $x$ :

$$
\left\{\begin{array}{l}
\dot{M}(x, t)=\tilde{H}_{T}(x, M(x, t)) \times M(x, t)+\frac{\alpha}{|M(x, t)|} M(x, t) \times \dot{M}(x, t),  \tag{5.1}\\
M(x, t=0)=M_{0}(x)
\end{array}\right.
$$

where $\tilde{H}_{T}(x, M(x, t))$ has been defined by (2.28).
Remark 5.1. One can easily check that the first equation of (5.1) can be rewritten as

$$
\begin{equation*}
\dot{M}(x, t)=L(x, M(x, t)) \tag{5.2}
\end{equation*}
$$

where we have defined

$$
\begin{equation*}
L(x, M)=\frac{1}{1+\alpha^{2}}\left[\tilde{H}_{T}(x, M) \times M+\frac{\alpha}{|M|} M \times\left(\tilde{H}_{T}(x, M) \times M\right)\right] \tag{5.3}
\end{equation*}
$$

We now introduce the set $\mathcal{S}(x)$ of the stationary states for (5.1) as

$$
\begin{equation*}
\mathcal{S}(x)=\left\{M_{0} \in \mathbb{R}^{3} / \dot{M}(x, t)=0 \quad \forall t>0\right\} \tag{5.4}
\end{equation*}
$$

The main property of this set is that its intersection with any sphere $\Sigma(R)$ is a discrete set. (See Figure 5.1).

Theorem 5.2. Let $R>0$. Under assumption $\left(\mathcal{H}_{x}\right)$ (see section 2.2 ), the intersection of $\mathcal{S}(x)$ with the sphere $\Sigma(R)$ with center at the origin and of radius $R$ is a set which contains at least two elements and at most six.

This result is of interest because (see (2.9))

$$
|\dot{M}|=0 \quad \Leftrightarrow \quad\left|\tilde{H}_{T}(x, M) \times M\right|=0
$$

This shows that, for the set $\mathcal{Z}\left(x, M_{0}\right)$ defined in section2.2,

$$
\mathcal{Z}\left(x, M_{0}\right)=\mathcal{S}(x) \cap \Sigma\left(\left|M_{0}(x)\right|\right)
$$

and we have the following corollary.
Corollary 5.3. The set $\mathcal{Z}\left(x, M_{0}\right)$ is a discrete set which contains at least two elements and at most six.

Proof. We give a geometrical proof of Theorem 5.2: we characterize $\mathcal{S}(x)$ in every possible case. Toward this end, let us consider

$$
\begin{equation*}
\tilde{H}_{T}(x, M) \times M=0 \tag{5.5}
\end{equation*}
$$

This equality leads to two different problems depending on whether or not $H_{s}$ is equal to 0 .

Case 1. $H_{s}=0$. If $M$ belongs to $\mathcal{S}(x)$, we deduce from (5.5) that

$$
\begin{equation*}
\exists \lambda \in \mathbb{R}, \quad K(p \cdot M) p-\left(e_{x} \cdot M\right) e_{x}=\lambda M \tag{5.6}
\end{equation*}
$$



FIG. 5.1. The unit sphere and the set $\mathcal{S}(x)$ with six intersection points $\left(H_{s}=0.5 e_{z}, K=0.7\right.$, $p=e_{y}$ ).
which corresponds to a simple eigenvalue problem. Assumption $\left(\mathcal{H}_{x}\right)$ ensures that $p$ and $e_{x}$ are not collinear and that $K \neq 0$. Thus the operator defined by $M \mapsto$ $K(p \cdot M) p-\left(e_{x} \cdot M\right) e_{x}$ is a real symmetric operator A ; in the basis $\left(e_{x}, p, e_{x} \times p\right)$, we have

$$
A=\left[\begin{array}{ccc}
-1 & -\left(e_{x} \cdot p\right) & 0 \\
K\left(e_{x} \cdot p\right) & K & 0 \\
0 & 0 & 0
\end{array}\right]
$$

The operator A has three distinct real eigenvalues: one is zero, and the other ones have opposite signs (as $\left.K\left[\left(e_{x} \cdot p\right)^{2}-1\right]<0\right)$. Thus there exist three different eigendirections, $\left(e_{i}\right)$ and $\mathcal{S}(x)$ is made up of three lines passing through the center of the $\Sigma(R)$. There are exactly six stationary states such that $\left|M_{0}\right|=R$, namely $M_{0}=R e_{i}$, $i=1, \ldots, 3$.

Case 2. $H_{s} \neq 0$. Let us denote $u=e_{x}, v=p$, and $w=H_{s} /\left|H_{s}\right|$. We shall distinguish three cases:

- Case 2.1 (general case, see Figure 5.2): $(u, v, w) \neq 0$.

In the basis $\{u, v, w\}$, we denote $M$ by $(x, y, z)^{t}$. Equality (5.5) then reads

$$
\left(\left|H_{s}\right| w+K y v-x u\right) \times(x u+y v+z w)=0
$$

which yields

$$
\left|H_{s}\right| x w \times u+\left|H_{s}\right| y w \times v+K x y v \times u+K y z v \times w-x y u \times v-x z u \times w=0
$$

As $\{u \times v, u \times w, v \times w\}$ is also a basis of $\mathbb{R}^{3}$, we deduce that

$$
\left\{\begin{array}{cl}
x\left(\left|H_{s}\right|+z\right) & =0  \tag{5.7}\\
y\left(\left|H_{s}\right|-K z\right) & =0 \\
x y(K+1) & =0
\end{array}\right.
$$

This shows that $\mathcal{S}(x)$ is made up of two or three lines: $d_{1}=\{x=0, y=0\}$, $d_{2}=\left\{y=0, z=-\left|H_{s}\right|\right\}$ and, if $K \neq 0, d_{3}=\left\{x=0, z=\left|H_{s}\right| / K\right\}$. We deduce that the intersection between $\mathcal{S}(x)$ and a sphere of radius $R$ has at least two points (because the line $d_{1}$ passes through the point $(0,0,0)$ ) and at most six points. All the values between 2 and 6 are possible, depending on $R$ and on the distance of the lines $d_{2}$ and $d_{3}$ from the point $(0,0,0)$.

$\mathcal{S}(x)$

FIG. 5.2. The unit sphere and the set $\mathcal{S}(x)$ with six intersection points ( $H_{s}=0.5\left(e_{x}+p\right)$, $K=0.5, p=e_{y}$.

- Case 2.2: $(u, v, w)=0,(u, v, u \times v) \neq 0$.

In the basis $\{u, v, u \times v\}$, we denote $M$ by $(x, y, z)^{t}$ and $H_{s}$ by $\left(h_{u}, h_{v}, 0\right)^{t}$. The computations now lead to

$$
\left\{\begin{array}{cl}
x\left(h_{v}+K y\right)-y\left(h_{u}+x\right) & =0,  \tag{5.8}\\
z\left(h_{v}+K y\right) & =0, \\
z\left(h_{u}-x\right) & =0 .
\end{array}\right.
$$

In this case, the set $\mathcal{S}(x)$ is made up of a hyperbola $(\{z=0,(K+1) x y+$ $\left.h_{v} x-h_{u} y=0\right\}$ ) and, if $K \neq 0$, a line ( $\left\{x=h_{u}, y=-h_{v} / K\right\}$ ). As one of the branches of the hyperbola passes through the point $(0,0,0)$, the conclusions are exactly the same as in the previous case.

- Case 2.3: $u, v$, and $w$ are collinear.

In the canonical basis $\left\{e_{x}, e_{y}, e_{z}\right\}$, we have $p=e_{x}, H_{s}=\left|H_{s}\right| e_{x}$, and $M=$ $(x, y, z)^{t}$. The computations now lead to

$$
\left\{\begin{array}{l}
y\left(\left|H_{s}\right|+K y-x\right)=0  \tag{5.9}\\
z\left(\left|H_{s}\right|+K y-x\right)=0
\end{array}\right.
$$

As

$$
\left(\mathcal{H}_{x}\right) \Leftrightarrow \quad\left(\left|H_{s}\right|+K y-x\right) \neq 0,
$$

the set $\mathcal{S}(x)$ reduces in this case to the line $\{y=0, z=0\}$, and there are always exactly two intersection points.
5.2. Free transitions to stationary states. In this section we still consider the unperturbed case (i.e., $H_{\|}=0$ ). It is indeed easy to show in this case the convergence of $M(x, t)$ to some element of $\mathcal{Z}\left(x, M_{0}\right)$. It is also possible to see which of these positions are stable and which are not (see Remark 5.6).

Theorem 5.4. Let $\mathcal{Z}\left(x, M_{0}\right)$ be defined as in section 2.2. The solution to system (5.1) satisfies

$$
\exists M_{\infty}(x) \in \mathcal{Z}\left(x, M_{0}\right) \quad \text { such that } \quad \lim _{t \rightarrow \infty} M(x, t)=M_{\infty}(x) .
$$

Proof. Note that

$$
\begin{equation*}
\tilde{H}_{T}(x, M(x, t))=H_{s}(x)+K(p \cdot M(x, t)) p-\left(e_{x} \cdot M(x, t)\right) e_{x} \tag{5.10}
\end{equation*}
$$

can also be defined as

$$
\begin{equation*}
\tilde{H}_{T}(x, M(x, t))=\left(\nabla_{M} V\right)(x, M(x, t)) \tag{5.11}
\end{equation*}
$$

where we define

$$
V(x, M)=H_{s}(x) \cdot M(x, t)-\frac{1}{2}\left(e_{x} \cdot M(x, t)\right)^{2}-\frac{1}{2}|P(M)|^{2} \quad \forall x \in \mathbb{R}, \forall M \in \mathbb{R}^{3}
$$

For this reason, we have

$$
\begin{equation*}
\tilde{H}_{T}(x, M(x, t)) \cdot \dot{M}(x, t)=\frac{d}{d t} V(x, M(x, t)) \tag{5.12}
\end{equation*}
$$

Additionally, we deduce from (5.2) that

$$
\begin{equation*}
\tilde{H}_{T}(x, M(x, t)) \cdot \dot{M}(x, t)=\frac{\alpha}{1+\alpha^{2}} \frac{1}{|M|}\left|\tilde{H}_{T}(x, M(x, t)) \times M(x, t)\right|^{2} \tag{5.13}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\frac{d}{d t} V(x, M(x, t))=g(x, M(x, t)) \tag{5.14}
\end{equation*}
$$

where

$$
\begin{equation*}
g(x, M)=\frac{\alpha}{1+\alpha^{2}} \frac{1}{|M|}\left|\tilde{H}_{T}(x, M) \times M\right|^{2} \quad \forall x \in \mathbb{R}, \forall M \in \mathbb{R}^{3} \tag{5.15}
\end{equation*}
$$

The main properties of this function $g$ are, respectively,
(i) $g(x, M) \geq 0$;
(ii) $\left(g(x, M)=0\right.$ and $\left.|M|=\left|M_{0}(x)\right|\right) \Leftrightarrow\left(M \in \mathcal{Z}\left(x, M_{0}\right)\right)$;
(iii) $g(x, M)=\frac{\alpha}{1+\alpha^{2}} \frac{1}{|M|}\left|\nabla_{M} V(x, M) \times M\right|^{2}$.

Therefore, (5.14) means that the function $M \rightarrow V(x, M)$ is a strict anti-Liapunov function for the system (5.1). Classical results on dynamic systems then ensure the convergence to these stationary states (see, for instance, [6]).

Remark 5.5. Property (iii) of function $g$ means, in particular, that the set of extremal points of $V(x, M)$ on the sphere is included in $\mathcal{Z}\left(x, M_{0}\right)$.

Moreover, in the general case $\left(\left(e_{x}, p, H_{s}\right) \neq 0\right)$, it can be shown that, if $M \in$ $\mathcal{Z}\left(x, M_{0}\right)$ is neither a maximum nor a minimum for $V$, then it is a saddlepoint for $V$ (it cannot be a local extremum).

As an illustration of these results and Theorem 5.2, we represent below two trajectories of the vector $M(t)$ on the sphere of radius $\left|M_{0}\right|=1$ (see Figure 5.3). These trajectories have been computed numerically and correspond to the following data: $\left(H_{s}=2 e_{z}, K=0\right)$ and ( $\left.H_{s}=0.5 e_{z}, K=0.7, p=e_{y}\right)$, respectively. One can check that the first case corresponds to two stationary states on the sphere while the second one corresponds to six states (all are indicated by bold arrows). The initial position, indicated by a bold dot, is the same in both cases.

Remark 5.6. Although it is not the main objective of this paper, one could complete the analysis by results on the stability of the stationary points. Let us first recall the following definition.

Definition 5.7. A stationary state $M_{\infty}$ is stable for the trajectory $M(x, t)$ if and only if

$$
\begin{equation*}
\exists \mathcal{V}\left(M_{\infty}\right) \forall M_{0} \in \mathcal{V}\left(M_{\infty}\right), \quad \lim _{t \rightarrow \infty} M(x, t)=M_{\infty} \tag{5.16}
\end{equation*}
$$



FIG. 5.3. Trajectories of $M(t)$ with two and six stationary states.
where $\mathcal{V}\left(M_{\infty}\right)$ is a neighborhood of $M_{\infty}$ and $M(x, t)$ is the solution to (5.1) associated with the initial data $M_{0}$. (Otherwise, $M_{\infty}$ is said to be unstable.)

Two results can now be pointed out:

1. In the general case $\left(\left(e_{x}, p, H_{s}\right) \neq 0\right)$, one can show that only the points $M_{\infty} \in \mathcal{Z}\left(x, M_{0}\right)$, such that

$$
V\left(M_{\infty}\right)=\max _{M \in S} V
$$

are stable stationary states, while the others are unstable.
2. This is not necessarily true when $\left(e_{x}, p, H_{s}\right)=0$.
6. Proof of Theorem B: Attraction of $M$ for weak solutions. Using the notation of section 5 , one can check that the LLG equation of (1.5) can be rewritten (see Remark 5.1) in the form

$$
\begin{equation*}
\dot{M}(x, t)=L(x, M(x, t))+R(x, t) \tag{6.1}
\end{equation*}
$$

where
(6.2) $R(x, t)=\frac{1}{1+\alpha^{2}}\left[H_{\|}(x, t) \times M(x, t)+\frac{\alpha}{|M|} M(x, t) \times\left(H_{\|}(x, t) \times M(x, t)\right)\right]$.

By the definition of $V$ and $g$ (see section 5, proof of Theorem 5.4), one easily shows that

$$
\begin{equation*}
\frac{d}{d t} V(x, M(x, t))=g(x, M(x, t))+r(x, t), t>0 \tag{6.3}
\end{equation*}
$$

where

$$
\begin{equation*}
r(x, t)=-\tilde{H}_{T}(x, M(x, t)) \cdot R(x, t)+\frac{\alpha}{1+\alpha^{2}} \frac{1}{|M|}\left|H_{\|}(x, t) \times M(x, t)\right|^{2} \tag{6.4}
\end{equation*}
$$

As a consequence of Theorem A and (2.6), we see that $R(x, M)$ satisfies

$$
\begin{equation*}
\int_{0}^{\infty}\left|R\left(x, M(x, t), H_{\|}(x, t)\right)\right|^{2} d t<\infty \text { for a.e. } x \in \mathbb{R} \tag{6.5}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\int_{0}^{\infty}\left|r\left(x, M(x, t), H_{\|}(x, t)\right)\right| d t<\infty \text { for a.e. } x \in \mathbb{R} \tag{6.6}
\end{equation*}
$$

Let us fix an $x \in \mathbb{R}$ such that (6.1)-(6.6) hold. For this reason we shall write $M(t)$, $R(t)$, and $r(t)$ instead of $M(x, t), R(x, t)$, and $r(x, t)$, respectively, and similarly $g(M)$ and $V(M)$ instead of $g(x, M)$ and $V(x, M)$. By Theorem 2.8, we know that all these functions are, almost everywhere in $x$, continuous functions of time. In the following, we shall consider such an $x$. We shall also write $\mathcal{Z}$ instead of $\mathcal{Z}\left(x, M_{0}\right)$ and denote by $S$ the sphere of radius $\left|M_{0}(x)\right|$.

The first step of the proof is the convergence of $V(M(t))$. Let $V(\mathcal{Z})=$ $\left\{V_{0}, V_{1}, \ldots, V_{N}\right\}$ with $V_{0}<V_{1}<\cdots<V_{N}$ (In particular, by Remark $5.5 V_{0}$ is the minimum of $V$ on $S$ and $V_{N}$ is the maximum). Let us introduce

$$
\begin{equation*}
\left.\left.V^{+}=\lim \sup _{t \rightarrow \infty} V(M(t)) \in\right] V_{i}, V_{i+1}\right] \quad \text { for some } i . \tag{6.7}
\end{equation*}
$$

Lemma 6.1. Let $V_{i+1}$ be defined by (6.7). Then we necessarily have

$$
\begin{equation*}
V(M(t)) \rightarrow V_{i+1} \text { as } t \rightarrow \infty . \tag{6.8}
\end{equation*}
$$

Proof. We prove (6.8) by contradiction. Let us assume to the contrary that

$$
V^{-}=\liminf _{t \rightarrow \infty} V(M(t))<V_{i+1} .
$$

Using also (6.7), we deduce that there exists $\varepsilon>0$ and $V^{0} \in \mathbb{R}$ such that

$$
\begin{equation*}
\max \left(V^{-}, V_{i}+\varepsilon\right)<V^{0}<\min \left(V^{+}, V_{i+1}-\varepsilon\right) . \tag{6.9}
\end{equation*}
$$

Therefore, by continuity of $V(M(t))$ there exists a sequence $t_{k} \rightarrow \infty$ such that

$$
\begin{equation*}
V\left(M\left(t_{k}\right)\right)=V^{0} . \tag{6.10}
\end{equation*}
$$

If we prove that, for sufficiently large $T$ and $t>T$,

$$
\begin{equation*}
V(M(t)) \geq V_{i+1}-\varepsilon, \tag{6.11}
\end{equation*}
$$

we will get a contradiction to (6.10) since $t_{k} \rightarrow \infty$ and $V^{0}<V_{i+1}-\varepsilon$. To prove (6.11), first note that the properties of $g$ imply the existence of some $\delta>0$ such that

$$
\begin{equation*}
V(M) \in\left[V_{i}+\frac{\varepsilon}{2}, V_{i+1}-\frac{\varepsilon}{2}\right] \Rightarrow g(M) \geq \delta . \tag{6.12}
\end{equation*}
$$

Let us introduce for each $k$ the set

$$
\begin{equation*}
\mathcal{E}_{k}=\left\{t>t_{k}: V(M(\tau)) \in\left[V_{i}+\frac{\varepsilon}{2}, V_{i+1}-\frac{\varepsilon}{2}\right] \text { for } t_{k}<\tau<t\right\}, \tag{6.13}
\end{equation*}
$$

It is easy to see that by construction $\mathcal{E}_{k}$ is connected and that, taking into account (6.9) and (6.10) as well as the continuity of $V(M(t))$, it is not empty. One can also prove that this set is bounded. Indeed, let $\tau \in \mathcal{E}_{k}$; integrating (6.3) between $t_{k}$ and $\tau$, we get

$$
\begin{equation*}
V(M(\tau))-V\left(M\left(t_{k}\right)\right)=\int_{t_{k}}^{\tau} g(M(s)) d s+\int_{t_{k}}^{\tau} r(s) d s . \tag{6.14}
\end{equation*}
$$

By definition of $\mathcal{E}_{k}$, we have

$$
\forall t_{k}<s<\tau, \quad V(M(s)) \in\left[V_{i}+\frac{\varepsilon}{2}, V_{i+1}-\frac{\varepsilon}{2}\right]
$$

Therefore, using (6.14) and (6.12), we get

$$
\begin{equation*}
V(M(\tau))-V\left(M\left(t_{k}\right)\right) \geq \delta\left(\tau-t_{k}\right)-I_{k} \tag{6.15}
\end{equation*}
$$

and thus,

$$
\begin{equation*}
\tau \leq t_{k}+\frac{1}{\delta}\left(\max _{M \in S} V(M)-\min _{M \in S} V(M)+I_{k}\right) \tag{6.16}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{k}=\int_{t_{k}}^{\infty}|r(s)| d s \tag{6.17}
\end{equation*}
$$

Therefore $\mathcal{E}_{k}$ is bounded by

$$
\begin{equation*}
t_{k}+\frac{1}{\delta}\left(\max _{M \in S} V(M)-\min _{M \in S} V(M)+I_{k}\right) \tag{6.18}
\end{equation*}
$$

Now, let us introduce

$$
\begin{equation*}
\tau_{k}=\sup \mathcal{E}_{k}<+\infty \tag{6.19}
\end{equation*}
$$

By continuity, $V\left(M\left(\tau_{k}\right)\right)$ is equal to $V_{i}+\frac{\varepsilon}{2}$ or $V_{i+1}-\frac{\varepsilon}{2}$. Let us show that $V\left(M\left(\tau_{k}\right)\right)=$ $V_{i+1}-\frac{\varepsilon}{2}$ at least for $k$ large enough. Indeed, from (6.14), we deduce in particular that ( $g$ is positive and we take $\tau=\tau_{k}$ )

$$
\begin{equation*}
V\left(M\left(\tau_{k}\right)\right)-V\left(M\left(t_{k}\right)\right) \geq-I_{k} \tag{6.20}
\end{equation*}
$$

$I_{k}$ tends to 0 when $k$ tends to $+\infty$ because of (6.6). Thus, there exists $\bar{k}=\bar{k}(\varepsilon)$ such that, for $k \geq \bar{k}$,

$$
\begin{equation*}
V\left(M\left(\tau_{k}\right)\right)-V\left(M\left(t_{k}\right)\right) \geq-\frac{\varepsilon}{2} \text { for } t_{k}<\tau<\tau_{k} \tag{6.21}
\end{equation*}
$$

Therefore

$$
V\left(M\left(\tau_{k}\right)\right) \geq V\left(M\left(t_{k}\right)\right)-\frac{\varepsilon}{2}=V^{0}-\frac{\varepsilon}{2}>V_{i}+\frac{\varepsilon}{2}
$$

This proves that (see Figure 6.1)

$$
k \geq \bar{k} \Rightarrow V\left(M\left(\tau_{k}\right)\right)=V_{i+1}-\frac{\varepsilon}{2} .
$$

Now, we introduce the set

$$
\begin{equation*}
\mathcal{F}_{k}=\left\{t \geq \tau_{k}: V(M(\tau)) \geq V_{i+1}-\frac{\varepsilon}{2} \text { for } \tau_{k} \leq \tau \leq t\right\} \tag{6.22}
\end{equation*}
$$

Equations (6.9) and (6.10) ensure that $\mathcal{F}_{k}$ is bounded for every $k$. Let us set

$$
\begin{equation*}
\theta_{k}=\max \mathcal{F}_{k} \tag{6.23}
\end{equation*}
$$



Fig. 6.1. Behavior of a Liapunov function.

By definition of $\mathcal{F}_{k}$ and continuity of $V(M(t))$, we have

$$
\begin{equation*}
V\left(M\left(\theta_{k}\right)\right)=V_{i+1}-\frac{\varepsilon}{2} . \tag{6.24}
\end{equation*}
$$

Integrating (6.3) between $\theta_{k}$ and $t>\theta_{k}$ and using once again the positivity of $g$, we get, for $k \geq \bar{k}$,

$$
\begin{equation*}
\forall t>\theta_{k} \quad V(M(k))-V_{i+1}+\frac{\varepsilon}{2} \geq-I_{k} \geq-\frac{\varepsilon}{2} \tag{6.25}
\end{equation*}
$$

which proves (6.11) with $T=\theta_{\bar{k}}$.
Now to prove Theorem B, let us assume by contradiction that the conclusion is not true. This means that there exists $\rho>0$ and a strictly increasing sequence $t_{k} \rightarrow \infty$ such that (see Figure 6.2)

$$
\begin{equation*}
\operatorname{dist}\left(M\left(t_{k}\right), \mathcal{Z}\right) \geq \rho \tag{6.26}
\end{equation*}
$$

We are going to prove that this contradicts Lemma 6.1.
First, using the properties of $g$, we know that there exists $\delta>0$ such that

$$
\begin{equation*}
\operatorname{dist}\left(M\left(t_{k}\right), \mathcal{Z}\right) \geq \frac{\rho}{2} \Rightarrow g(M) \geq \delta \tag{6.27}
\end{equation*}
$$

By continuity of $M(t)$ and by (6.26), we know that the set

$$
\mathcal{G}_{k}=\left\{t>t_{k} / \tau \in\right] t_{k}, t\left[\Rightarrow \operatorname{dist}(M(\tau), \mathcal{Z}) \geq \frac{\rho}{2}\right\}
$$

is not empty. Let us check that, for $k$ large enough,

$$
\begin{equation*}
] t_{k}, t_{k}+T\right] \subset \mathcal{G}_{k} \text { where } T=C \rho, C>0 \tag{6.28}
\end{equation*}
$$
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Let $\tau_{k}=\sup \mathcal{G}_{k}$. As the case $\tau_{k}=+\infty$ is obvious (]$\left.\left.t_{k}, t_{k}+T\right] \subset\right] t_{k},+\infty[)$, let us assume that $\tau_{k}<+\infty$. By continuity, $\operatorname{dist}\left(M\left(\tau_{k}\right), \mathcal{Z}\right)=\rho / 2$, and using (6.26),

$$
\begin{equation*}
\left|M\left(t_{k}\right)-M\left(\tau_{k}\right)\right| \geq \frac{\rho}{2} \tag{6.29}
\end{equation*}
$$

Conversely, integrating (6.1) between $t_{k}$ and $\tau_{k}$ and using (6.5) and the CauchySchwarz inequality, we get
where $\omega>0$, and

$$
\begin{equation*}
J_{k}^{2}=\int_{t_{k}}^{\infty}|R(s)|^{2} d s \tag{6.31}
\end{equation*}
$$

Regrouping (6.29) and (6.30), we get, using Young's inequality,

$$
\begin{equation*}
\frac{\rho}{2} \leq \omega\left(\tau_{k}-t_{k}\right)+J_{k}\left(\tau_{k}-t_{k}\right)^{\frac{1}{2}} \leq 2 \omega\left(\tau_{k}-t_{k}\right)+\frac{J_{k}^{2}}{2 \omega} \tag{6.32}
\end{equation*}
$$

As $J_{k}^{2}$ tends to 0 when $k \rightarrow \infty$, we have, for $k \geq \tilde{k}, J_{k}^{2} / 2 \omega<\rho / 4$. Therefore,

$$
\begin{equation*}
k \geq \tilde{k} \Rightarrow \frac{\rho}{4} \leq 2 \omega\left(\tau_{k}-t_{k}\right) \Rightarrow\left(\tau_{k}-t_{k}\right) \geq C T \tag{6.33}
\end{equation*}
$$

Now, integrating (6.3) between $t_{k}$ and $t_{k}+T$, we get

$$
\begin{equation*}
V\left(M\left(t_{k}+T\right)\right)-V\left(M\left(t_{k}\right)\right)=\int_{t_{k}}^{t_{k}+T} g(M(s)) d s+\int_{t_{k}}^{t_{k}+T} r(s) d s \tag{6.34}
\end{equation*}
$$

By (6.26)-(6.28), $g(M(s)) \geq \delta$ for $s \in\left[t_{k}, t_{k}+T\right]$ and $k \geq \tilde{k}$. Therefore,

$$
\begin{equation*}
V\left(M\left(t_{k}+T\right)\right)-V\left(M\left(t_{k}\right)\right) \geq \delta T-I_{k} \tag{6.35}
\end{equation*}
$$

where $I_{k}=\int_{t_{k}}^{+\infty}|r(s)| d s$ tends to 0 when $k \rightarrow+\infty$. Therefore, for $k$ large enough,

$$
\begin{equation*}
V\left(M\left(t_{k}+T\right)\right)-V\left(M\left(t_{k}\right)\right) \geq \frac{\delta T}{2} \tag{6.36}
\end{equation*}
$$

which of course contradicts Lemma 6.1.
7. On the attraction of $M$ for strong solutions. In this last section, the assumptions are those of Theorem A'. First, note that the proof of Corollary 2.12 is obvious: indeed, the proof given in the previous section for weak solutions also applies to strong solutions and ensures the convergence of $M(x, t)$ for every $x \in \mathbb{R}$.

One could think that the uniform convergence to 0 of the transverse field $H_{\|}(x, t)$ would yield that the convergence of the magnetization distribution $M(x, t)$ to $M_{\infty}(x, t)$ is itself uniform. In fact, such a result is not obvious at all, and may not be true. More precisely, we are going to prove, with the help of a suitable counterexample, that it is not possible to prove the uniform convergence of $M(x, t)$ with the only assumption that the convergence of $H_{\|}(x, t)$ is uniform.

To construct this counterexample, we denote by $S$ the unit sphere, set $M_{\infty}=$ $e_{z}=(0,0,1)^{t}$, and $M_{-\infty}=-M_{\infty}$. We shall need two simple lemmas which apply to the evolution equation

$$
\left\{\begin{array}{l}
\dot{M}(t)=\tilde{H}_{T}(M(t)) \times M(t)+\frac{\alpha}{|M(t)|} M(t) \times \dot{M}(t)  \tag{7.1}\\
M(t=0)=M_{0} \in S
\end{array}\right.
$$

where $\tilde{H}_{T}(M(t))=-\left(M(t) \cdot e_{x}\right) e_{x}+2 e_{z}+H_{\|}(t)$, which corresponds to $H_{s}=2 e_{z}$ and $K=0$. In such a case, one easily verifies that

$$
\mathcal{Z}=\left\{M_{\infty}, M_{-\infty}\right\}
$$

Lemma 7.1. Assuming that $H_{\|}(t)=0$, for any solution $M(t)$ to system (7.1), and for all $M_{0} \in S$, we have

$$
\begin{equation*}
\left(M_{0} \neq M_{-\infty}\right) \Rightarrow\left(V\left(M_{0}\right)>V_{\min }=V\left(M_{-\infty}\right) \text { and } \lim _{t \rightarrow \infty} M(t)=M_{\infty}\right) \tag{7.2}
\end{equation*}
$$

where

$$
\forall M \in S, \quad V(M)=2 M \cdot e_{z}-\frac{1}{2}\left|M \cdot e_{x}\right|^{2}
$$

Remark 7.2. This result means that $M_{\infty}$ can be a limit state if and only if $M_{0}=M_{-\infty}$, in which case the solution is stationary.

Proof. It is easy to check that

$$
\max _{M \in S} V(M)=V_{\max }=V\left(M_{\infty}\right)
$$

and

$$
\min _{M \in S} V(M)=V_{\min }=\left(V\left(M_{-\infty}\right)\right)
$$

This is true as soon as $\left|H_{s}\right|>1$ (see section 4). Moreover, for the same reason, $V$ admits no other critical point on $S$. The lemma is then a direct consequence of the fact that $V$ is a strict anti-Liapunov function for the system (7.1).

Lemma 7.3. Let $\varepsilon \in] 0,1]$, and let us assume that $H_{\|}(t)=\varepsilon e_{y}$ and $M_{0}=M_{-\infty}$. Then, for all $T>0$, the solution to system (7.1) on $[0, T]$ is such that

$$
V(M(T))<V_{\min }=V\left(M_{-\infty}\right)
$$

where $V$ is as defined in Lemma 7.1.
Proof. In this case, the total magnetic field is

$$
\tilde{H}_{T}(M)=-\left(M(t) \cdot e_{x}\right) e_{x}+2 e_{z}+\varepsilon e_{y}
$$

The associated strict anti-Liapunov function is

$$
\begin{equation*}
\forall M \in S, V^{\prime}(M)=-\frac{1}{2}\left|M \cdot e_{x}\right|^{2}+2 M \cdot e_{z}+\varepsilon M \cdot e_{y} \tag{7.3}
\end{equation*}
$$

which is such that

$$
\min _{M \in S} V^{\prime}(M)=V_{\min }^{\prime}=V^{\prime}\left(M_{-\infty}\right)=V\left(M_{-\infty}\right)
$$

where $V$ has been defined in Lemma 7.1, and

$$
\max _{M \in S} V^{\prime}(M)=V_{\max }^{\prime}=V^{\prime}\left(M_{\infty}\right)=V\left(M_{\infty}\right)
$$

Thus,

$$
\begin{equation*}
V^{\prime}(M(T))>V_{\min }^{\prime}=V\left(M_{\infty}\right) \tag{7.4}
\end{equation*}
$$

Let us define

$$
\begin{equation*}
\mathcal{C}^{\prime}=\left\{M \in S \backslash V^{\prime}(M)=V^{\prime}(M(T))\right\} \tag{7.5}
\end{equation*}
$$

and

$$
\begin{equation*}
V_{T}=\min _{M \in \mathcal{C}^{\prime}} V(M) \tag{7.6}
\end{equation*}
$$

As $V^{\prime}{ }_{\text {min }}=V_{\text {min }}$ is reached in $M_{\infty}$ only, we see that

$$
\begin{equation*}
\left(V_{T}=V_{\min }\right) \Longrightarrow\left(V^{\prime}(M(T))=V_{\min }^{\prime}\right) \tag{7.7}
\end{equation*}
$$

which is not true; whence the result, since

$$
\begin{equation*}
V^{\prime}(M(T)) \geq V_{T}>V_{\min } \tag{7.8}
\end{equation*}
$$

We can now state the following theorem.
Theorem 7.4. Let $\Omega=[0,1]$ be a ferromagnetic layer defined by the initial distribution

$$
M_{0}(x)=M_{-\infty} \quad \forall x \in[0,1]
$$

$H_{s}=2 e_{z}$, and $K=0$. Let us consider a transverse magnetic field defined by

$$
\begin{aligned}
H_{\|}(x, t) & =0 \quad \forall x \notin[0,1] \\
& =0 \quad \forall t \notin\left[\frac{1}{x}, \frac{2}{x}\right] \\
& =x \quad \forall t \in\left[\frac{1}{x}, \frac{2}{x}\right]
\end{aligned}
$$

Then, $H_{\|}(x, t)$ converges uniformly to 0 when $t$ goes to $+\infty$; however,
(i) $\lim _{t \rightarrow \infty} M(0, t)=M_{-\infty}$;
(ii) $\forall x \in] 0,1], \lim _{t \rightarrow \infty} M(x, t)=M_{\infty}$;
(iii) $\forall \varepsilon \in[0,2[\forall T>0, \exists x \in] 0,1], \exists t>T$ such that

$$
\left|M(x, t)-\lim _{t \rightarrow \infty} M(x, t)\right|=\left|M(x, t)-M_{\infty}\right|=2>\varepsilon
$$

Proof. First of all, it is easy to see that

$$
\begin{equation*}
\sup _{x \in] 0,1]} H_{\|}(x, t)=\frac{2}{t} \tag{7.9}
\end{equation*}
$$

which ensures that the convergence of $H_{\|}$to 0 in time is uniform in space.
Concerning the three assertions of the theorem, result (i) is clear since $H_{\|}(0, t)=0$ for all $t \geq 0$. For (ii) and (iii), let us consider $\varepsilon \in[0,2[$ and $T>0$. We choose $x \in] 0,1]$ such that $1 / x>T$. Then, on the one hand,

$$
\begin{equation*}
\forall t \in[0, T], \quad H_{\|}(x, t)=0 \text { and } M(x, t)=M_{-\infty} \tag{7.10}
\end{equation*}
$$

On the other hand, by Lemma 7.3,

$$
\begin{equation*}
V\left(M\left(x, t=\frac{2}{x}\right)\right)>V_{\min } \tag{7.11}
\end{equation*}
$$

and thus, by Lemma 7.1,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} M(x, t)=M_{\infty} \tag{7.12}
\end{equation*}
$$

Remark 7.5. The previous example is only a counterexample to the fact that the uniform convergence of $M$ could be proven by using uniform convergence of $H_{\|}$. It is not a counterexample to the uniform convergence of $M$ : indeed, it is not a solution of the coupled Maxwell-LLG system.

Remark 7.6. One might also believe that $M(t)$ always converges to a stable stationary state. This is not so obvious, and may not be true. In fact, one can show that a "perturbation" $H_{\|}(x, t)$ - that is to say, a function $C^{1}$ in time vanishing to 0 with $t \rightarrow \infty$ - can lead the magnetization $M$ from a stable position to an unstable one. Let us consider

$$
\left\{\begin{array}{l}
\dot{\mu}(t)=-\mu(t) \times\left(H_{T}(\mu(t)) \times \mu(t)\right)  \tag{7.13}\\
\mu(t=0)=\mu_{0} \in S
\end{array}\right.
$$

where $H_{T}(\mu)=-\left(\mu \cdot e_{x}\right) e_{x}+2 e_{z}$. The solution to this problem is such that

$$
\begin{equation*}
\forall \mu_{0} \neq M_{\infty}, \quad \lim _{t \rightarrow \infty} \mu(t)=M_{-\infty} \tag{7.14}
\end{equation*}
$$

because $V(\mu)$ is a strict anti-Liapunov function for (7.13). Let us now define the function $h(t)$ as

$$
\begin{equation*}
h(t)=\frac{1}{1+\alpha^{2}} H_{T}(\mu(t)) \times \mu(t)-\frac{1+\alpha+\alpha^{2}}{1+\alpha^{2}} \mu(t) \times\left(H_{T}(\mu(t)) \times \mu(t)\right) \tag{7.15}
\end{equation*}
$$

This function is such that
(i) $h(t) \in C^{1}(\mathbb{R})$ because $\mu(t) \in C^{1}(\mathbb{R})$;
(ii) $h(t) \rightarrow 0$ when $t \rightarrow \infty$ because $\mu(t) \times H_{T}(\mu(t)) \rightarrow 0$ when $t \rightarrow \infty$;
(iii) additionally, computations lead to

$$
\begin{aligned}
\left(H_{T}(\mu(t))+h(t)\right) & \times \mu(t)+\alpha \mu(t) \times\left[\left(H_{T}(\mu(t))+h(t)\right) \times \mu(t)\right]= \\
& -\mu(t) \times\left(H_{T}(\mu(t)) \times \mu(t)\right)
\end{aligned}
$$

In other words, function $\mu(t)$, the solution to problem (7.13), is also the solution to problem (7.1) with the perturbation $H_{\|}(t)=h(t)$.
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A closed form solution of a linear homogenous difference equation of order $N$ with variable coefficients is presented for $N \geq 3$. From it, the solution for the special case of an equation with constant coefficients is also obtained.
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1. Introduction. Linear homogeneous difference equations or linear homogeneous recurrences play a significant role in the mathematical models of systems which we come across in various areas of science and engineering. Closed form solutions of linear recurrences with constant coefficients are known, and the recurrences have a nice and complete theory. That is no longer the case when the coefficients vary with the index [1]. For equations with variable coefficients, the closed form solution of the first order equation is known $[2,3,4]$. However, for homogeneous equations of order $N$ greater than one, if $N-1$ linearly independent solutions are known, then any other linearly independent solution can be obtained in closed form in terms of the known solutions using the Casoratian (Wronskian in discrete domain) $[2,3,5,6]$. For a second order linear homogeneous difference equation with variable coefficients, the closed form solution in terms of coefficients has been presented in [7, 8]. The solution of the $N$ th order linear difference equation with variable coefficients has also been represented in terms of determinants of submatrices of a single solution matrix [9]. But, in the available open literature, there are no general closed form expressions in terms of coefficients for the complete solution of linear homogeneous difference equations with varying coefficients when the order is $N$, except for cases when the coefficients have some special properties [1]. This paper presents a complete closed form solution in terms of coefficients of a linear homogeneous difference equation of order $N$ with variable coefficients when $N \geq 3$.

We begin with some definitions and examine some properties based on the definitions. Let $\mathbf{N}$ denote the set of natural numbers. For any given $N \in \mathbf{N}, N \geq 3$, and for all $n \in \mathbf{N}$, define a function $f: \mathbf{N} \rightarrow \mathbf{N}$ as

$$
f(n) \triangleq \begin{cases}(N-1)\left\lfloor\frac{n}{N}\right\rfloor+1 & \text { if } n \text { is divisible by } N  \tag{1.1}\\ (N-1)\left\lfloor\frac{n}{N}\right\rfloor+N-1 & \text { if } n \text { is not divisible by } N\end{cases}
$$

where $\left\lfloor\frac{n}{N}\right\rfloor$ is the largest natural number which is less than or equal to $\frac{n}{N}$. For all ascending $q$-tuples $\left(k_{1}, \ldots, k_{q}\right)$ of natural numbers, where $q \geq 2$ and $k_{1}<\cdots<k_{q}$,

[^15]define a function $\mathbf{g}_{q}: \mathbf{N}^{q} \rightarrow \mathbf{N}^{q}$ as
\[

$$
\begin{align*}
& \mathbf{g}_{q}\left(k_{1}, \ldots, k_{q}\right) \triangleq\left(l_{1}, \ldots, l_{q}\right), \\
& \text { such that } \\
& l_{1}=2, \text { and }  \tag{1.2}\\
& \text { for } m=2, \ldots, q, \\
& l_{m}= \begin{cases}1+l_{m-1} & \text { if } k_{m}-k_{m-1}=1, \\
2 & \text { if } k_{m}-k_{m-1} \geq 2\end{cases}
\end{align*}
$$
\]

For example, $\mathbf{g}_{2}(3,4)=(2,3), \mathbf{g}_{2}(3,5)=\mathbf{g}_{2}(3,6)=(2,2), \mathbf{g}_{3}(3,4,5)=(2,3,4)$, $\mathbf{g}_{3}(4,5,7)=(2,3,2), \mathbf{g}_{4}(3,4,6,7)=(2,3,2,3), \mathbf{g}_{4}(3,5,6,7)=(2,2,3,4)$. Thus the function $\mathbf{g}_{q}$ keeps track of the strings of consecutive numbers in $\left(k_{1}, \ldots, k_{q}\right)$.

Let a set $S_{q}(L, U)$, where $q, L, U \in \mathbf{N}$, be defined as the set of all $q$-tuples with elements from $\{L, L+1, \ldots, U\}$ arranged in ascending order in which no $N$ consecutive elements are present, that is,

$$
\begin{align*}
S_{q}(L, U) & \triangleq\{L, L+1, \ldots, U\} \quad \text { if } U \geq L \text { and } q=1  \tag{1.3a}\\
& \triangleq\left\{\left(k_{1}, \ldots, k_{q}\right): L \leq k_{1}<\cdots<k_{q} \leq U\right\} \quad \text { if } U \geq L+q-1, q=2, \ldots, N-1  \tag{1.3b}\\
& \triangleq\left\{\left(k_{1}, \ldots, k_{q}\right): L \leq k_{1}<\cdots<k_{q} \leq U ; k_{m}-k_{m-N+1} \geq N \text { for } m=N, \ldots, q\right\} \\
& \quad \text { if } U \geq L+N \text { and } N \leq q \leq f(U-L)  \tag{1.3c}\\
& \triangleq \emptyset \text { otherwise. } \tag{1.3d}
\end{align*}
$$

Also, let a set $T_{q}(L, U)$ be defined as

$$
\begin{equation*}
T_{q}(L, U) \triangleq\left\{\left(\left[k_{1}, l_{1}\right], \ldots,\left[\left[_{q}, l_{q}\right]\right):\left(k_{1}, \ldots, k_{q}\right) \in S_{q}(L, U) ;\left(l_{1}, \ldots, l_{q}\right) \in \mathbf{g}_{q}\left(k_{1}, \ldots, k_{q}\right)\right\},\right. \tag{1.4}
\end{equation*}
$$

where functions $f$ and $\mathbf{g}_{q}$ are defined in (1.1) and (1.2), respectively.
Proposition 1. For $U \geq L+1,2 \leq q \leq f(U-L+N)$,

$$
\begin{align*}
S_{q}(L, U+N)= & S_{q}(L, U+N-1) \\
& \cup\left\{\left(k_{1}, \ldots, k_{q}\right):\left(k_{1}, \ldots, k_{q-1}\right) \in S_{q-1}(L, U+N-2) ; k_{q}=U+N\right\} \\
& \cup\left\{\left(k_{1}, \ldots, k_{q}\right):\left(k_{1}, \ldots, k_{q-2}\right) \in S_{q-2}(L, U+N-3) ; k_{q-1}=U+N-1, k_{q}=U+N\right\} \\
& \cup \cdots \\
& \cup\left\{\left(k_{1}, \ldots, k_{q}\right):\left(k_{1}, \ldots, k_{q-N+1}\right) \in S_{q-N+1}(L, U) ; k_{q-N+2}=U+2, \ldots, k_{q}=U+N\right\} \\
= & S_{q}(L, U+N-1) \cup \\
& {\left[\bigcup_{r=1}^{N-1}\left\{\left(k_{1}, \ldots, k_{q}\right):\left(k_{1}, \ldots, k_{q-r}\right) \in S_{q-r}(L, U+N-r-1) ; k_{q-p}=U+N-p, p=0, \ldots, r-1\right\}\right] . } \tag{1.5}
\end{align*}
$$

Proof. From the definition of $S_{q}(L, U), S_{q}(L, U+N)$ can be expressed as a disjoint union of $\mathcal{S}_{r}, r=0, \ldots, N-1$, where $\mathcal{S}_{r}$ is the set of $q$-tuples $\left(k_{1}, \ldots, k_{q}\right) \in S_{q}(L, U+N)$ such that $k_{q-r} \leq U+N-r-1$, and

$$
k_{q-r+1}=U+N-r+1, k_{q-r+2}=U+N-r+2, \ldots, k_{q}=U+N .
$$

Note that

$$
\mathcal{S}_{r}=\left\{\left(k_{1}, \ldots, k_{q-r}, U+N-r+1, \ldots, U+N\right):\left(k_{1}, \ldots, k_{q-r}\right) \in S_{q-r}(L, U+N-r-1)\right\},
$$

so the proposition immediately follows.
Proposition 2. For $U \geq L+1,2 \leq q \leq f(U-L+N)$,

$$
\begin{aligned}
T_{q}(L, U+N)= & T_{q}(L, U+N-1) \cup \\
& {\left[\bigcup _ { r = 1 } ^ { N - 1 } \left\{\left(\left[k_{1}, l_{1}\right], \ldots,\left[k_{q}, l_{q}\right]\right):\left(\left[k_{1}, l_{1}\right], \ldots,\left[k_{q-r}, l_{q-r}\right]\right) \in T_{q-r}(L, U+N-r-1) ;\right.\right.} \\
& \left.\left.\quad\left[k_{q-p}, l_{q-p}\right]=[U+N-p, r+1-p], p=0, \ldots, r-1\right\}\right] .
\end{aligned}
$$

Proof. From Proposition 1 and the definition of $T_{q}(L, U)$ in (1.4), we obtain (1.6).
2. Solution of the difference equation. Consider the $N$ th order linear homogeneous difference equation $(N \geq 3)$

$$
\begin{equation*}
y_{n+N}=a_{n, 1} y_{n+N-1}+a_{n, 2} y_{n+N-2}+a_{n, 3} y_{n+N-3}+\cdots+a_{n, N} y_{n}, \quad n \geq 1 \tag{2.1}
\end{equation*}
$$

with integral index $n$, variable complex coefficients $a_{n, 1}, \ldots, a_{n, N}$, and complex initial values $y_{1}, \ldots, y_{N}$.

Since our basic objective is to obtain the solution in terms of relations between the coefficient indices directly or indirectly, we approach the problem by transforming the original difference equation into another difference equation with new coefficients expressed in terms of the original coefficients. The transformed difference equation is then solved in closed form in terms of the new coefficients.

We begin by defining a quantity $\gamma_{i, j}$ for $i \geq 2, j \geq 2$ as

$$
\gamma_{i, j} \triangleq \begin{cases}\frac{a_{i, j}}{a_{i-1, j-1} a_{i, 1}} & \text { if } j=2, \ldots, N  \tag{2.2}\\ 0 & \text { if } j \geq N+1\end{cases}
$$

It is clear that the solution of difference equation (2.1) with initial values $y_{1}, \ldots, y_{N}$ can also be written as

$$
\begin{align*}
y_{i} & =c_{i-N, 1} y_{N}+c_{i-N, 2} y_{N-1}+c_{i-N, 3} y_{N-2}+\cdots+c_{i-N, N} y_{1}  \tag{2.3}\\
& =\sum_{j=1}^{N} c_{i-N, j} y_{N+1-j}, \quad i \geq 1
\end{align*}
$$

with

$$
\left[\begin{array}{cccc}
c_{0,1} & c_{0,2} & \cdots & c_{0, N}  \tag{2.4}\\
c_{-1,1} & c_{-1,2} & \cdots & c_{-1, N} \\
\vdots & \vdots & & \vdots \\
c_{-(N-1), 1} & c_{-(N-1), 2} & \cdots & c_{-(N-1), N}
\end{array}\right]=\mathbf{I}_{N}
$$

$\mathbf{I}_{N}$ being the $N \times N$ identity matrix, where

$$
\begin{equation*}
c_{i, j}=a_{i, 1} c_{i-1, j}+a_{i, 2} c_{i-2, j}+a_{i, 3} c_{i-3, j}+\cdots+a_{i, N} c_{i-N, j}, \quad i \geq 1, j=1, \ldots, N \tag{2.5}
\end{equation*}
$$

i.e., $y_{i}=c_{i-N, j}, j=1, \ldots, N$ are $N$ solutions of difference equation (2.1) for $i \geq 1$. Equation (2.5) can be rewritten as

$$
\begin{array}{rlrl}
c_{1, j} & =a_{1, j} & \text { for } j=1, \ldots, N, \\
c_{i, j} & =\sum_{l=1}^{i-1} a_{i, l} c_{i-l, j}+a_{i, i+j-1} & & \text { for } 2 \leq i \leq N+1-j, j=1, \ldots, N-1 \\
& =\sum_{l=1}^{i-1} a_{i, l} c_{i-l, j} & & \text { for } N+2-j \leq i \leq N, j=2, \ldots, N  \tag{2.6}\\
& =\sum_{l=1}^{N} a_{i, l} c_{i-l, j} & \text { for } i \geq N+1, j=1, \ldots, N .
\end{array}
$$

Next, we define, for $j=1, \ldots, N$,

$$
\begin{align*}
& d_{1, j} \triangleq \frac{c_{1, j}}{a_{1, j}}, \\
& d_{i, j} \triangleq \frac{c_{i, j}}{a_{1, j} a_{2,1} \ldots a_{i, 1}} \quad \text { for } \quad i \geq 2 \tag{2.7}
\end{align*}
$$

Using (2.7) and the definition of $\gamma_{i, j}$ in (2.2), we obtain, from (2.6),

$$
\begin{aligned}
d_{1, j} & =1 \\
d_{2, j} & =d_{1, j}+\gamma_{2, j+1} \\
& =1+\gamma_{2, j+1} \\
d_{i, j} & =d_{i-1, j}+\sum_{l=2}^{i-1} d_{i-l, j}\left[\prod_{p=2}^{l} \gamma_{i-l+p, p}\right]+\prod_{p=2}^{i} \gamma_{p, j+p-1} \text { for } 3 \leq i \leq N \\
& =d_{i-1, j}+\sum_{l=2}^{N} d_{i-l, j}\left[\prod_{p=2}^{l} \gamma_{i-l+p, p}\right] \quad \text { for } i \geq N+1
\end{aligned}
$$

where $j=1, \ldots, N$.
It is clear from (2.8) that, for $j=1, \ldots, N, i \geq 1$, the quantity $d_{i, j}$ can be expressed as

$$
\begin{equation*}
d_{i, j}=\phi_{1}(i)+\sum_{m=2}^{N} \phi_{m}(i)\left[\prod_{p=2}^{m} \gamma_{p, j+p-1}\right] \tag{2.9}
\end{equation*}
$$

where

$$
\begin{gather*}
\phi_{1}(1)=1, \quad \phi_{2}(1)=\cdots=\phi_{N}(1)=0 \\
\phi_{1}(2)=\phi_{2}(2)=1, \quad \phi_{3}(2)=\cdots=\phi_{N}(2)=0  \tag{2.10a}\\
\phi_{m}(i)=\phi_{m}(i-1)+\sum_{l=2}^{\min (i-1, N)} \phi_{m}(i-l)\left[\prod_{p=2}^{l} \gamma_{i-l+p, p}\right] \quad \text { for } i \geq 3 \tag{2.10~b}
\end{gather*}
$$

where $m=1, \ldots, N$. The transformed difference equation is given by (2.10b). Equation (2.10) also implies that

$$
\begin{aligned}
& \phi_{1}(1)=\phi_{1}(2)=1, \quad \phi_{1}(3)=1+\gamma_{3,2} \\
& \phi_{m}(i)=0, \quad 1 \leq i \leq m-1, \quad \phi_{m}(m)=\phi_{m}(m+1)=1, \quad \phi_{m}(m+2)=1+\gamma_{m+2,2} \\
& \text { for } m=2, \ldots, N \\
& (2.11)
\end{aligned}
$$

The closed form solution of the transformed difference equation can be expressed in terms of $\gamma_{i, j} \mathrm{~s}$ with their indices related by the set $T_{q}(L, U)$ defined in (1.4), as is given by the following proposition.

Proposition 3. For $m=1, \ldots, N, i \geq m+3$,

$$
\begin{equation*}
\phi_{m}(i)=1+\sum_{k=m+2}^{i} \gamma_{k, 2}+\sum_{q=2}^{q_{\max }(i-m)} \sum_{\left(\left[k_{1}, l_{1}\right], \ldots,\left[k_{q}, l_{q}\right]\right) \in T_{q}(m+2, i)}\left(\gamma_{k_{1}, l_{1}} \ldots \gamma_{k_{q}, l_{q}}\right) \tag{2.12}
\end{equation*}
$$

where $f$ is defined in (1.1), $T_{q}(L, U)$ in (1.4), $\gamma_{i, j}$ in (2.2), and

$$
q_{\max }(i-m)= \begin{cases}i-m-1 & \text { if } 3 \leq i-m \leq N-1  \tag{2.13}\\ f(i-m-2) & \text { if } i-m \geq N\end{cases}
$$

Proof. From (2.10b) and (2.11), we obtain, for $m=1, \ldots, N$ (substituting $i=$ $m+n)$,

$$
\begin{align*}
\phi_{m}(m+n)= & \phi_{m}(m+n-1)+\sum_{r=2}^{\min (n, N)} \phi_{m}(m+n-r)\left[\prod_{p=2}^{r} \gamma_{m+n-r+p, p}\right]  \tag{2.14}\\
& \text { for } n \geq 3
\end{align*}
$$

Using (2.10b) and (2.11), we get

$$
\begin{equation*}
\phi_{m}(m+3)=1+\left(\gamma_{m+2,2}+\gamma_{m+3,2}\right)+\gamma_{m+2,2} \gamma_{m+3,3} \tag{2.15}
\end{equation*}
$$

which satisfies (2.12) for all $N \geq 3$. Note that $q_{\max }(i-m)=2$ when $i-m=3$.
For $n \geq 4$, let $(2.12)$ be valid for $\phi_{m}(m+n-1), \phi_{m}(m+n-2), \ldots, \phi_{m}(m+3)$.

Then, applying (2.14), we obtain

$$
\begin{aligned}
& \phi_{m}(m+n)=1+\sum_{k=2}^{n-1} \gamma_{m+k, 2} \\
& +\sum_{q=2}^{q_{\max }(n-1)} \sum_{\left(\left[k_{1}, l_{1}\right], \ldots,\left[k_{q}, l_{q}\right]\right) \in T_{q}(2, n-1)}\left(\gamma_{m+k_{1}, l_{1} \ldots \gamma_{\left.m+k_{q}, l_{q}\right)}}+\sum_{r=2}^{\min (n, N)}\left(\gamma_{m+n-r+2,2} \ldots \gamma_{m+n, r}\right)\right. \\
& +\sum_{r=2}^{\min (n, N)} \sum_{k=2}^{n-r} \gamma_{m+k, 2}\left(\gamma_{m+n-r+2,2} \ldots \gamma_{m+n, r}\right) \\
& +\sum_{r=2}^{\min (n, N)} \sum_{q=r+1}^{q_{\max }(n-r)+r-1} \\
& \times \sum_{\left(\left[k_{1}, l_{1}\right], \ldots,\left[k_{q-r+1}, l_{q-r+1}\right]\right) \in T_{q-r+1}(2, n-r)}
\end{aligned}
$$

Substituting $U=n-N, L=2$ in (1.6), we get, for $2 \leq q \leq f(n-2)$,

$$
\begin{aligned}
T_{q}(2, n)= & T_{q}(2, n-1) \cup \\
& {\left[\bigcup _ { r = 2 } ^ { N } \left\{\left(\left[k_{1}, l_{1}\right], \ldots,\left[k_{q}, l_{q}\right]\right):\left(\left[k_{1}, l_{1}\right], \ldots,\left[k_{q-r+1}, l_{q-r+1}\right]\right) \in T_{q-r+1}(2, n-r) ;\right.\right.} \\
& {\left.\left.\left[k_{q-p}, l_{q-p}\right]=[n-p, r-p], p=0, \ldots, r-2\right\}\right] . }
\end{aligned}
$$

Combining the $q$-product terms in (2.16) using (2.17) gives (2.12) when $i=m+n$. By mathematical induction, (2.12) is valid for all $i \geq m+3$. $\quad \square$

From (2.3), (2.7), (2.9), and (2.2), we conclude that the closed form solution (in terms of the variable coefficients) of difference equation (2.1) with initial values $y_{1}, \ldots, y_{N}, N \geq 3$, is given by

$$
\begin{equation*}
y_{i+N}=c_{i, 1} y_{N}+c_{i, 2} y_{N-1}+c_{i, 3} y_{N-2}+\cdots+c_{i, N} y_{1}=\sum_{j=1}^{N} c_{i, j} y_{N+1-j}, \quad i \geq 1 \tag{2.18}
\end{equation*}
$$

where

$$
\begin{align*}
& c_{1, j}=a_{1, j} d_{1, j}=a_{1, j}, \quad j=1, \ldots, N  \tag{2.19}\\
& c_{i, j}=a_{1, j} a_{2,1} \ldots a_{i, 1} d_{i, j}, \quad j=1, \ldots, N, \quad i \geq 2
\end{align*}
$$

such that, for $j=1, \ldots, N, i \geq 1$,

$$
\begin{equation*}
d_{i, j}=\phi_{1}(i)+\sum_{m=2}^{N} \phi_{m}(i)\left[\prod_{p=2}^{m} \gamma_{p, j+p-1}\right] \tag{2.20}
\end{equation*}
$$

where $\gamma_{i, j}$ is defined in (2.2), and $\phi_{m}(i), m=1, \ldots, N$, are given by (2.11) and Proposition 3.
3. An example. Consider the case when $N=3$ in difference equation (2.1). The initial values are $y_{1}, y_{2}, y_{3}$. Suppose we want to obtain an expression for $y_{6}$ in terms of the coefficients $a_{i, j}, j=1,2,3, i=1,2,3$. To start with, we find $\gamma_{i, j}$ s and $\phi_{m}(i) \mathrm{s}$. Equation (2.2) gives

$$
\begin{array}{ll}
\gamma_{2,2}=\frac{a_{2,2}}{a_{1,1} a_{2,1}}, & \gamma_{3,2}=\frac{a_{3,2}}{a_{2,1} a_{3,1}} \\
\gamma_{2,3}=\frac{a_{2,3}}{a_{1,2} a_{2,1}}, \quad & \gamma_{3,3}=\frac{a_{3,3}}{a_{2,2} a_{3,1}} \tag{3.1}
\end{array}
$$

and, from (2.11), we get

$$
\begin{array}{lll}
\phi_{1}(1)=1, & \phi_{2}(1)=0, & \phi_{3}(1)=0 \\
\phi_{1}(2)=1, & \phi_{2}(2)=1, & \phi_{3}(2)=0  \tag{3.2}\\
\phi_{1}(3)=1+\gamma_{3,2}, & \phi_{2}(3)=1, & \phi_{3}(3)=1
\end{array}
$$

Next, from (2.20) and (3.2), we obtain

$$
\begin{align*}
d_{3,1} & =\phi_{1}(3)+\phi_{2}(3) \gamma_{2,2}+\phi_{3}(3) \gamma_{2,2} \gamma_{3,3} \\
& =1+\gamma_{3,2}+\gamma_{2,2}+\gamma_{2,2} \gamma_{3,3}, \\
d_{3,2} & =\phi_{1}(3)+\phi_{2}(3) \gamma_{2,3}  \tag{3.3}\\
& =1+\gamma_{3,2}+\gamma_{2,3}, \\
d_{3,3} & =\phi_{1}(3) \\
& =1+\gamma_{3,2} .
\end{align*}
$$

In addition, (2.19), (3.3), and (3.1) give

$$
\begin{align*}
& c_{3,1}=a_{1,1} a_{2,1} a_{3,1} d_{3,1}=a_{1,1} a_{2,1} a_{3,1}+a_{1,1} a_{3,2}+a_{3,1} a_{2,2}+a_{3,3} \\
& c_{3,2}=a_{1,2} a_{2,1} a_{3,1} d_{3,2}=a_{1,2} a_{2,1} a_{3,1}+a_{1,2} a_{3,2}+a_{3,1} a_{2,3}  \tag{3.4}\\
& c_{3,3}=a_{1,3} a_{2,1} a_{3,1} d_{3,3}=a_{1,3} a_{2,1} a_{3,1}+a_{1,3} a_{3,2}
\end{align*}
$$

Finally, (2.18) implies that

$$
\begin{equation*}
y_{6}=c_{3,1} y_{3}+c_{3,2} y_{2}+c_{3,3} y_{1} \tag{3.5}
\end{equation*}
$$

where $c_{3,1}, c_{3,2}$ and $c_{3,3}$ are given by (3.4). This is the desired result, and it agrees with what is obtained by direct substitution.
4. Difference equation with constant coefficients. Consider the difference equation (2.1) with initial values $y_{1}, \ldots, y_{N}$, in which $a_{n, j}=a_{j}$ for all $i \geq 1, j=$ $1, \ldots, N$, i.e.,

$$
\begin{equation*}
y_{n+N}=a_{1} y_{n+N-1}+a_{2} y_{n+N-2}+a_{3} y_{n+N-3}+\cdots+a_{N} y_{n}, \quad n \geq 1 \tag{4.1}
\end{equation*}
$$

As in (2.2), define

$$
\gamma_{j} \triangleq \begin{cases}\frac{a_{j}}{a_{j-1} a_{1}} & \text { if } j=2, \ldots, N  \tag{4.2}\\ 0 & \text { if } j \geq N+1\end{cases}
$$

The solution of difference equation (4.1) with initial values $y_{1}, \ldots, y_{N}$ is then given by (see (2.18), (2.19), (2.20))

$$
\begin{equation*}
y_{i+N}=c_{i, 1} y_{N}+c_{i, 2} y_{N-1}+c_{i, 3} y_{N-2}+\cdots+c_{i, N} y_{1}, \quad i \geq 1 \tag{4.3}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{i, j}=a_{j}\left(a_{1}\right)^{i-1} d_{i, j}, \quad j=1, \ldots, N, \quad i \geq 1 \tag{4.4}
\end{equation*}
$$

such that, for $j=1, \ldots, N, i \geq 1$,

$$
\begin{equation*}
d_{i, j}=\phi_{1}(i)+\sum_{m=2}^{N} \phi_{m}(i)\left[\prod_{p=2}^{m} \gamma_{j+p-1}\right] \tag{4.5}
\end{equation*}
$$

where, from (2.11) and (2.10),

$$
\begin{align*}
& \phi_{1}(1)=\phi_{1}(2)=1, \quad \phi_{1}(3)=1+\gamma_{2}, \\
& \phi_{m}(i)=0, \quad 1 \leq i \leq m-1, \quad \phi_{m}(m)=\phi_{m}(m+1)=1, \quad \phi_{m}(m+2)=1+\gamma_{2} \\
& \text { for } m=2, \ldots, N,  \tag{4.6a}\\
& \text { ba) }  \tag{4.6~b}\\
& \text { bb) } \quad \phi_{m}(i)=\phi_{m}(i-1)+\sum_{l=2}^{\min (i-1, N)} \phi_{m}(i-l)\left[\prod_{p=2}^{l} \gamma_{p}\right] \quad \text { for } i \geq 3 .
\end{align*}
$$

It is clear from (4.6) that

$$
\begin{equation*}
\phi_{m}(i)=\phi_{1}(i-(m-1)) \text { for } m=1, \ldots, N \tag{4.7}
\end{equation*}
$$

The condition $\phi_{m}(0)=0$ satisfies the relation (4.6b). Let the generating function $\Phi_{m}(u)$ of $\phi_{m}(i)$ be defined as

$$
\begin{equation*}
\Phi_{m}(u) \triangleq \sum_{i=0}^{\infty} \phi_{m}(i) u^{i} \tag{4.8}
\end{equation*}
$$

Then, from (4.6) and (4.7), we obtain

$$
\begin{equation*}
\Phi_{m}(u)=\frac{u^{m}}{1-u-\sum_{l=2}^{N}\left(\gamma_{2} \ldots \gamma_{l}\right) u^{l}} \tag{4.9}
\end{equation*}
$$

Equation (4.2) gives

$$
\begin{equation*}
\gamma_{2} \cdots \gamma_{l}=\frac{a_{l}}{a_{1}^{l}}, \quad l=2, \ldots, N \tag{4.10}
\end{equation*}
$$

Expressing $\Phi_{m}(u)$ as a formal power series and using the multinomial expansion formula for each term of the series, we get, from (4.9) and (4.10),

$$
\begin{equation*}
\Phi_{m}(u)=u^{m} \sum_{q=0}^{\infty} \sum_{\substack{\left(k_{1}, \ldots, k_{N}\right) \\ k_{1}, \ldots, k_{N} \geq 0 \\ k_{1}+k_{2}+\cdots+k_{N}=q}}\binom{q}{k_{1}, \ldots, k_{N}}\left[\prod_{l=1}^{N} a_{l}^{k_{l}}\right]\left(\frac{u}{a_{1}}\right)^{k_{1}+2 k_{2}+\cdots+N k_{N}} \tag{4.11}
\end{equation*}
$$

Substituting $i-m=k_{1}+2 k_{2}+\cdots+N k_{N}$ in (4.11), and using (4.8), we obtain

$$
\begin{gather*}
\phi_{m}(i)=\frac{1}{a_{1}^{i-m}} \quad \sum_{\substack{\left(k_{1}, \ldots, k_{N}\right) \\
k_{1}, \ldots, k_{N} \geq 0 \\
k_{1}+2 k_{2}+\cdots+N k_{N}=i-m}}\binom{k_{1}+k_{2}+\cdots+k_{N}}{k_{1}, \ldots, k_{N}}\left[a_{l=1}^{N} a_{l}^{k_{l}}\right], ~ \tag{4.12}
\end{gather*}
$$

for $i \geq m$. Note that $\phi_{m}(i)=0$ for $0 \leq i \leq m-1$.
Now, (4.2) gives

$$
\prod_{p=2}^{m} \gamma_{j+p-1}= \begin{cases}\frac{a_{j+m-1}}{a_{j} a_{1}^{m-1}} & \text { if } j+m-1=2, \ldots, N  \tag{4.13}\\ 0 & \text { if } j+m-1 \geq N+1\end{cases}
$$

which, along with (4.4) and (4.5), implies

$$
\begin{equation*}
c_{i, j}=\sum_{m=1}^{N+1-j} a_{j+m-1} a_{1}^{i-m} \phi_{m}(i) . \tag{4.14}
\end{equation*}
$$

Substituting (4.12) in (4.14), we get

$$
\begin{equation*}
c_{i, j}=\sum_{m=j}^{N}\left\{\sum_{\substack{\left(k_{1}, \ldots, k_{N}\right) \\ k_{1}, \ldots, k_{N} \geq 0 \\ k_{1}+2 k_{2}+\cdots+N k_{N}=i-m+j-1}}\binom{k_{1}+k_{2}+\cdots+k_{N}}{k_{1}, \ldots, k_{N}}\left[\prod_{l=1}^{N} a_{l}^{k_{l}}\right]\right\} a_{m} \tag{4.15}
\end{equation*}
$$

After replacing $k_{m}+1$ by $k_{m}$ in (4.15), the equation can be rewritten as

$$
c_{i, j} \sum_{\substack{\left(k_{1}, \ldots, k_{N}\right) \\
k_{1}, \ldots, k_{N} \geq 0}} \frac{k_{j}+k_{j+1}+\cdots+k_{N}}{k_{1}+k_{2}+\cdots+k_{N}}\left(\begin{array}{c}
k_{1}+k_{2}+\cdots+k_{N} \\
k_{1}, \ldots, k_{N}  \tag{4.16}\\
k_{1}+2 k_{2}+\cdots+N k_{N}=i+j-1
\end{array}\right)\left[\prod_{l=1}^{N} a_{l}^{k_{l}}\right]
$$

for $i \geq 1, j=1, \ldots, N$. Therefore the solution of difference equation (4.1) with initial values $y_{1}, \ldots, y_{N}$ is given by (4.3) and (4.16). This is a closed form solution in terms of the coefficients $a_{1}, \ldots, a_{N}$ and does not require evaluation of the roots of the characteristic polynomial.

If the difference equation (4.1) is written in vector form as

$$
\left[\begin{array}{c}
y_{n+N}  \tag{4.17}\\
y_{n+N-1} \\
\vdots \\
y_{n+1}
\end{array}\right]=\left[\begin{array}{cccccc}
a_{1} & a_{2} & a_{3} & \cdots & a_{N-1} & a_{N} \\
1 & 0 & 0 & \cdots & 0 & 0 \\
0 & 1 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1 & 0
\end{array}\right]\left[\begin{array}{c}
y_{n+N-1} \\
y_{n+N-2} \\
\vdots \\
y_{n}
\end{array}\right], \quad n \geq 1
$$

where the $N \times N$ matrix on the right hand side of (4.17) is the companion matrix, and the initial value vector is $\left[y_{N}, y_{N-1}, \ldots, y_{1}\right]^{T}$, then the solution of (4.17) can also be obtained in terms of the powers of the companion matrix, that is,

$$
\left[\begin{array}{c}
y_{i+N}  \tag{4.18}\\
y_{i+N-1} \\
\vdots \\
y_{i+1}
\end{array}\right]=\left[\begin{array}{cccccc}
a_{1} & a_{2} & a_{3} & \cdots & a_{N-1} & a_{N} \\
1 & 0 & 0 & \cdots & 0 & 0 \\
0 & 1 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1 & 0
\end{array}\right]^{i}\left[\begin{array}{c}
y_{N} \\
y_{N-1} \\
\vdots \\
y_{1}
\end{array}\right], \quad i \geq 1
$$

Comparing (4.18) with (4.3) and (2.4), we get

$$
\begin{align*}
& {\left[\begin{array}{cccccc}
a_{1} & a_{2} & a_{3} & \cdots & a_{N-1} & a_{N} \\
1 & 0 & 0 & \cdots & 0 & 0 \\
0 & 1 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1 & 0
\end{array}\right]^{i}}  \tag{4.19}\\
& \quad=\left[\begin{array}{ccccc}
c_{i, 1} & c_{i, 2} & \cdots & c_{i, N-1} & c_{i, N} \\
c_{i-1,1} & c_{i-1,2} & \cdots & c_{i-1, N-1} & c_{i-1, N} \\
\vdots & \vdots & & \vdots & \vdots \\
c_{i-N+1,1} & c_{i-N+1,2} & \cdots & c_{i-N+1, N-1} & c_{i-N+1, N}
\end{array}\right]
\end{align*}
$$

for $i \geq 0$.
Equation (4.19) implies that (4.16) and (2.4) give the expressions for the entries of any nonnegative power of the companion matrix in terms of the coefficients $a_{1}, \ldots, a_{N}$. The result is consistent with the expression for the combinatorial power of the companion matrix presented in Theorem 3.1 of [10], which has been proved by using a digraph to represent a matrix.
5. Conclusion. The closed form solution of the $N$ th order difference equation $(N \geq 3)$ presented here makes use of combinatorial properties of the indices of the coefficients in an indirect manner. By substituting $N=3$ and forcing the coefficient $a_{n, N}$ of the last term of (2.1) to zero, we can obtain the solution of the second order equation. The solution for the special case of the equation with constant coefficients gives a method of obtaining the nonnegative powers of the companion matrix.
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#### Abstract

A persistence theorem for attracting invariant tori for systems subjected to rapidly oscillating perturbations is proved. The singular nature of these perturbations prevents the direct application of the standard persistence results for normally hyperbolic invariant manifolds. However, as is illustrated in this paper, the theory of normally hyperbolic invariant manifolds, when combined with an appropriate continuation method, does apply.
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1. Introduction. We will prove a persistence theorem for attracting invariant tori for systems subjected to rapidly oscillating perturbations. The singular nature of these perturbations prevents the direct application of the standard persistence results for normally hyperbolic invariant manifolds. However, as we will illustrate in this paper, the theory of normally hyperbolic invariant manifolds, when combined with an appropriate continuation method, does apply.

Systems with rapidly oscillating perturbations arise naturally when a priori stable systems are periodically forced. In fact, partial averaging (perhaps to some high order) at a resonant torus together with a rescaling to slow time produces a system with a rapidly oscillating perturbation. For example, systems of this type are obtained in the dissipative periodically forced oscillator models introduced in [2].

We will consider the existence of invariant tori for a smooth family of differential equations of the form

$$
\dot{x}=f(x, \epsilon)+\epsilon g(x, t, \epsilon),
$$

where $g$ is a periodic function of the independent variable. For systems of this type, the behavior of the subsystem

$$
\dot{x}=f(x, \epsilon)
$$

at $\epsilon=0$ is important. If this subsystem has a normally hyperbolic invariant manifold at $\epsilon=0$, then the persistence of this manifold into the full system is a result of the general persistence theorems of Fenichel [3] and Hirsch, Pugh, and Shub [7]. However, in many applications, either there is an invariant manifold at $\epsilon=0$ that is not normally hyperbolic or the system is singular at $\epsilon=0$. For example, the first situation will arise when a periodically forced oscillator is averaged at a resonance. In these cases,

[^16]a change of coordinates and a rescaling of the independent variable often yields an equivalent family, for $\epsilon \neq 0$, of the form
\[

$$
\begin{equation*}
y^{\prime}=F(y)+\epsilon G(y, \tau / \epsilon, \epsilon) \tag{1.1}
\end{equation*}
$$

\]

with new independent variable $\tau$. While the subsystem

$$
\begin{equation*}
y^{\prime}=F(y) \tag{1.2}
\end{equation*}
$$

of the family (1.1) in these new coordinates no longer depends on the perturbation parameter, and is therefore regular, the singular nature of the perturbation is reflected in system (1.1) by rapid oscillations of the perturbation term in the slow time.

If the subsystem (1.2) has a normally hyperbolic invariant torus, then a small $C^{1}$ perturbation will also have a normally hyperbolic invariant torus by the general persistence theorems mentioned above. However, in the full system (1.1), the perturbation is not defined at $\epsilon=0$. Also, we note that the perturbation is not $C^{1}$ small. In fact, the partial derivative with respect to $\tau$ can be large relative to $\epsilon$. Thus, the usual persistence theory does not apply directly. To overcome this difficulty we will use the idea introduced by Kopell [8] of embedding the system into an auxiliary family given by

$$
\begin{equation*}
y^{\prime}=F(y)+\delta G(y, \tau / \epsilon, \epsilon) \tag{1.3}
\end{equation*}
$$

If $\epsilon>0$ is fixed and $\delta>0$ is sufficiently small, then, by the usual persistence theory, the system (1.3) has a normally hyperbolic invariant manifold. We will show that if $\epsilon>0$ is sufficiently small, then this normally hyperbolic invariant manifold can be continued in this family to $\delta=\epsilon$.

The plan of the paper is as follows. In section 2, a description of the origin of the model system that we will study is given. In section 3 we discuss some previous work by Kopell [8] on the continuation problem for system (1.3). A conceptual gap in this work will be described. Also, we will present the general method for continuation that is used in this paper. The statement of our main theorem on the existence of invariant tori is in section 4, and the remaining sections of the paper are devoted to its proof.
2. A periodically perturbed oscillator. In this section we will briefly describe the origin of the explicit perturbation problem that we will study; see [2] for more details.

Consider a periodically perturbed planar oscillator given by

$$
\begin{equation*}
\dot{u}=f(u)+\epsilon g(u, t) \tag{2.1}
\end{equation*}
$$

where, for each $u \in \mathbb{R}^{2}$, the function $t \mapsto g(u, t)$ is $2 \pi / \Omega$ periodic and $\epsilon$ is a small parameter. Let us assume that the unperturbed system

$$
\begin{equation*}
\dot{u}=f(u) \tag{2.2}
\end{equation*}
$$

is Hamiltonian and it has a regular period annulus $\mathcal{A}$, that is, an annulus consisting entirely of periodic orbits such that the associated period function is regular. Also, for each point $\zeta$ in the domain of definition of the system (2.1), let $t \mapsto u(t, \zeta, \epsilon)$ denote the solution of $(2.1)$ with the initial condition $u(0, \zeta, \epsilon)=\zeta$.

A periodic orbit $\Gamma$ in $\mathcal{A}$ with period $T$ is called resonant if there are relatively prime positive integers $m$ and $n$ such that

$$
\begin{equation*}
m \frac{2 \pi}{\Omega}=n T \tag{2.3}
\end{equation*}
$$

If $\Gamma$ is a resonant periodic orbit and $p \in \Gamma$, then the associated (subharmonic) Melnikov function is given by

$$
\begin{equation*}
M^{m: n}(\phi):=\int_{0}^{m 2 \pi / \Omega} f(u(t, p, 0)) \wedge g(u(t, p, 0), t-\phi) d t \tag{2.4}
\end{equation*}
$$

From a geometric point of view, the sign of the Melnikov function on a resonant orbit determines the "drift direction" for perturbed orbits. If, for example, the Melnikov function has a fixed sign, then perturbed orbits drift away from the vicinity of the resonant orbit in a direction determined by this sign; while if the Melnikov function has a simple zero, then there is a nearby perturbed periodic orbit; see [5], [9], [11].

If the Melnikov function vanishes identically on a resonant orbit, then a reasonable expectation is that the corresponding unperturbed torus in the phase cylinder, corresponding to the unperturbed resonant orbit, persists under the perturbation. If the perturbation is dissipative, then the perturbed invariant torus is an attractor. The presence of this attractor is often one of the dominant features of the global dynamics: perturbed orbits are entrained to this torus. Thus, the existence of invariant tori is an important consideration in the analysis of the global dynamics of the system. However, as we will see, the proof of the existence of an attracting invariant torus in this context requires additional hypotheses as well as a delicate perturbation analysis.

To study the dynamics of differential (2.1) near a resonant periodic orbit, it is convenient to consider the system in action angle coordinates. In fact, there is a smooth change of coordinates in a neighborhood of the resonant orbit such that the differential (2.1), in the new coordinates $(I, \vartheta)$, has the form

$$
\begin{equation*}
\dot{I}=\epsilon F(I, \vartheta, t), \quad \dot{\vartheta}=\omega(I)+\epsilon G(I, \vartheta, t), \tag{2.5}
\end{equation*}
$$

where both $F$ and $G$ are $2 \pi$ periodic in $\vartheta$ and $2 \pi m / \Omega$ periodic in $t$. In these coordinates, the resonant orbit is given by $\left\{(I, \vartheta): I=I_{0}\right\}$, where

$$
\begin{equation*}
m \frac{2 \pi}{\Omega}=n \frac{2 \pi}{\omega\left(I_{0}\right)} \tag{2.6}
\end{equation*}
$$

A "normal form" for system (2.5) with $\epsilon>0$ at the resonant orbit is obtained by using the coordinate transformation

$$
I=I_{0}+\sqrt{\epsilon} \ell, \quad \vartheta=\omega\left(I_{0}\right) t+\sigma,
$$

followed by the Taylor expansion of the resulting vector field to third order in powers of $\sqrt{\epsilon}$. The transformed system

$$
\begin{align*}
\dot{\ell}= & \sqrt{\epsilon} F\left(I_{0}, \omega\left(I_{0}\right) t+\sigma, t\right)+\epsilon F_{I}\left(I_{0}, \omega\left(I_{0}\right) t+\sigma, t\right) \ell \\
& +\epsilon^{3 / 2} F_{I I}\left(I_{0}, \omega\left(I_{0}\right) t+\sigma, t\right) \ell^{2}+O\left(\epsilon^{2}\right) \\
\dot{\sigma}= & \sqrt{\epsilon} \omega^{\prime}\left(I_{0}\right) \ell+\epsilon\left(G\left(I_{0}, \omega\left(I_{0}\right) t+\sigma, t\right)+\frac{1}{2} \omega^{\prime \prime}\left(I_{0}\right) \ell^{2}\right) \\
& +\epsilon^{3 / 2}\left(G_{I}\left(I_{0}, \omega\left(I_{0}\right) t+\sigma, t\right) \ell+\frac{1}{6} \omega^{\prime \prime \prime}\left(I_{0}\right) \ell^{3}\right)+O\left(\epsilon^{2}\right) \tag{2.7}
\end{align*}
$$

is in the "time periodic standard form," the correct form for averaging. Under the assumption that the Melnikov function vanishes on the resonant orbit, that is, the average of $F$ in the new coordinates vanishes, there is an averaging transformation (slightly more general than the transformation used in [2] where the average of $G$ is also assumed to vanish) such that the averaged system has the abstract form

$$
\begin{align*}
\dot{\ell} & =\mu^{2} p(\sigma) \ell+\mu^{3}\left(q(\sigma) \ell^{2}+r(\sigma)\right)+\mu^{4} \widehat{R}(\ell, \sigma, t, \mu), \\
\dot{\sigma} & =\mu \lambda \ell+\mu^{2}\left(\nu \ell^{2}+g(\sigma)\right)+\mu^{3} \widehat{S}(\ell, \sigma, t, \mu), \tag{2.8}
\end{align*}
$$

where $p, q, r$, and $g$ are $2 \pi$ periodic functions, $\lambda, \mu$, and $\nu$ are real numbers, and both of the functions $\widehat{R}$ and $\widehat{S}$ are $2 \pi$ periodic in $\sigma$ and $2 \pi / \Omega$ periodic in $t$. In fact, all of the functions appearing in the system (2.8) are identifiable in terms of the original vector field. Also, the new small parameter is defined by $\mu:=\sqrt{\epsilon}$.

Let us rewrite system (2.8) as the autonomous system

$$
\begin{align*}
\dot{\ell} & =\mu^{2} p(\sigma) \ell+\mu^{3}\left(q(\sigma) \ell^{2}+r(\sigma)\right)+\mu^{4} \widehat{R}(\ell, \sigma, \varphi, \mu), \\
\dot{\sigma} & =\mu \lambda \ell+\mu^{2}\left(\nu \ell^{2}+g(\sigma)\right)+\mu^{3} \widehat{S}(\ell, \sigma, \varphi, \mu), \\
\dot{\varphi} & =1, \tag{2.9}
\end{align*}
$$

where $\varphi$ is a new angular variable modulo $2 \pi m / \Omega$. Also, let us assume that the family is class $C^{\infty}$. We will seek an invariant torus for system (2.9) as the graph of a periodic function $(\sigma, \varphi) \mapsto h(\sigma, \varphi)$; that is, $h$ is $2 \pi$ periodic in $\sigma$ and $2 \pi m / \Omega$ periodic in $\varphi$.

The Lyapunov-Perron method is used in [2] to prove the following theorem.
Theorem 2.1. Consider the differential (2.9) and define

$$
M:=\min _{0 \leq \sigma \leq 2 \pi}|p(\sigma)|>0
$$

If $g(\sigma) \equiv 0, \lambda \neq 0$,

$$
\begin{equation*}
5 M>\operatorname{Lip}(p), \quad M^{2} \geq 6|\lambda|\|r\|_{0,1} \tag{2.10}
\end{equation*}
$$

and $\mu$ is sufficiently small, then there is a periodic function $h \in C^{0,1}$ (supremum + Lipschitz norm) such that its graph $\{(\ell, \sigma, t): \ell=h(\sigma, t)\}$ is an invariant torus for (2.9).

Here, $M$ is a measure of the minimum "normal contraction rate" and the inequality $M^{2} \geq 6|\lambda|\|r\|_{0,1}$ is a sufficient condition to preclude "roll up" of the invariant manifold at a sink; see the example in [2, p. 63]. The inequality $5 M>\operatorname{Lip}(p)$ does not seem to have a geometric interpretation; rather it arises from the technical estimates in the proof.

We note that Robinson and Murdock in [10] prove the existence of invariant tori for a differential equation similar to system (2.9). Their result concerns the continuation of certain nonresonant unperturbed tori in analytic systems.
3. Normal hyperbolicity and continuation. In this section we recall the definition of normal hyperbolicity and discuss the basic idea, introduced by Kopell [8], that we will use to continue invariant manifolds. While our continuation method applies to normally hyperbolic invariant manifolds with expanding and contracting normal directions, in this paper we discuss only the case of normally hyperbolic invariant manifolds with no unstable normal directions. In particular, when we use the phrase "normally hyperbolic" we will use it in this restricted sense.

Let us consider a smooth differential equation

$$
\dot{x}=F(x), \quad x \in \mathbb{R}^{n}
$$

with flow $\phi^{t}$ that has an overflowing invariant manifold $\bar{M}=M \cup \partial M$. Also, let $T M$ denote the tangent bundle of $M$, and, with respect to the usual inner product on $\mathbb{R}^{n}$, let $N$ denote the bundle normal to $T M$ over $M$. Then,

$$
T_{M} \mathbb{R}^{n}=T M \oplus N
$$

and there is a natural orthogonal projection $\Pi: T_{M} \mathbb{R}^{n} \rightarrow N$. Recall that in this context (see [3]) there are operators

$$
\begin{align*}
& A_{t}(p):=\left.D \phi^{-t}(p)\right|_{T_{p} M}: T_{p} M \rightarrow T_{\phi^{-t}(p)} M, \\
& B_{t}(p):=\left.\Pi_{p} D \phi^{t}\left(\phi^{-t}(p)\right)\right|_{N_{\phi}-t(p)}: N_{\phi^{-t}(p)} \rightarrow N_{p} \tag{3.1}
\end{align*}
$$

and Lyapunov-type numbers, introduced in [3], are assigned to each point $p \in M$ as follows:

$$
\begin{equation*}
\nu(p):=\limsup _{t \rightarrow \infty}\left\|B_{t}(p)\right\|^{1 / t}, \quad \sigma(p):=\limsup _{t \rightarrow \infty} \frac{\ln \left\|A_{t}(p)\right\|}{-\ln \left\|B_{t}(p)\right\|} \tag{3.2}
\end{equation*}
$$

The number $\nu(p)$ measures the "exponential of the normal contraction rate" while $\sigma(p)$ compares the normal and tangential contraction rates. Both of these numbers are constant on orbits. Moreover, the Lyapunov-type numbers of an orbit are dominated by the supremum of the Lyapunov-type numbers on its $\alpha$-limit set. Thus, to prove that $M$ is normally hyperbolic, it suffices to compute the type numbers on the limit sets of the flow that are contained in $M$. A basic persistence result of Fenichel [3] states that if for all $p \in M$, we have $\nu(p)<1$ and $\sigma(p)<1 / k$ for some positive integer $k$, then the manifold $M$ persists under small $C^{1}$ perturbations by $C^{k}$ vector fields. Moreover, the perturbed manifold is $C^{k}$. Let us mention that $M$, with the hypotheses of Fenichel's theorem is called $k$-normally hyperbolic. We will also use an equivalent formulation of $k$-normal hyperbolicity introduced by Hirsch, Pugh, and Shub [7]. A specialization of their definition to our perturbation problem is given below in display (8.11).

The persistence results just mentioned are widely applicable. However, in the perturbation problem (1.1) mentioned in the introduction, the existence of an invariant manifold cannot be obtained by a direct application of these persistence results due to the singular nature of the perturbation terms. Also, in the setting of the auxiliary family (1.3), the persistence result does not guarantee the existence of an invariant manifold up to $\delta=\epsilon$. On the other hand, in combination with an appropriate continuation method, the full strength of the persistence theory can be exploited to study perturbation problems of this type.

The idea of the continuation method is simple. To describe it, let us consider the smooth family $E^{\epsilon}$ of differential equations

$$
\begin{equation*}
\dot{x}=f(x, \epsilon) \tag{3.3}
\end{equation*}
$$

Suppose that $E^{0}$ has a $k$-normally hyperbolic invariant manifold $M(0)$, and we wish to know if there is a corresponding family $M(\epsilon)$ of $k$-normally hyperbolic invariant manifolds that can be continued to some preassigned value of $\epsilon$, say, $\epsilon=1$. In this
case, we can proceed in the following manner: Define $A$ to be the set of all $\epsilon$ in the unit interval such that, for all $\epsilon^{\prime} \in[0, \epsilon]$, the corresponding system $E^{\epsilon^{\prime}}$ has a $k$-normally hyperbolic invariant manifold $M\left(\epsilon^{\prime}\right)$, and then prove that $A$ is nonempty, open, and closed. Because $M(0)$ is a $k$-normally hyperbolic invariant manifold for $E^{0}, A$ is not empty. The fact that $A$ is open follows from the general persistence theory. Thus, all that remains is to show that $A$ is closed; that is, if $\epsilon_{*}$ is the supremum of $A$, then $\epsilon_{*} \in A$. This can be accomplished in two steps: Prove that the system $E^{\epsilon_{*}}$ has a $C^{1}$ invariant manifold; then, prove that this invariant manifold is $k$-normally hyperbolic. Since we have a family of $k$-normally hyperbolic invariant manifolds $M(\epsilon)$ defined for $\epsilon^{\prime} \in\left[0, \epsilon_{*}\right)$, the first step can be proved by showing that these manifolds are realized as graphs of an equicontinuous family of $C^{1}$ functions. The $C^{k}$ smoothness of the limit manifold is obtained as a consequence of the second step which can be proved by checking the definition of $k$-normal hyperbolicity.

Let us consider a general family of the form

$$
\dot{x}=f(x, \epsilon)+\epsilon g(x, \epsilon)
$$

where, for some $\delta_{0}>0$, the system $\dot{x}=f(x, \delta)$ has a normally hyperbolic invariant manifold for $0<\delta \leq \delta_{0}$. Kopell [8] studies a model equation that can be viewed as a special case of this family. To apply the general continuation method just described, she introduces an auxiliary family, which in our more general context would be

$$
\dot{x}=f(x, \delta)+\epsilon g(x, \epsilon)
$$

For this auxiliary system, if $\delta \in\left(0, \delta_{0}\right)$, then there is some $\epsilon(\delta)>0$ such that, for $0 \leq \epsilon<\epsilon(\delta)$, the corresponding member of the auxiliary family has a normally hyperbolic invariant manifold $M(\delta, \epsilon)$. The idea is to fix some $\delta>0$ sufficiently small so that continuation of normally hyperbolic invariant manifolds relative to the parameter $\epsilon$ can be carried out all the way to $\epsilon=\delta$. If this continuation is possible, then the member of the original family corresponding to $\epsilon=\delta$ has an invariant manifold.

In [8] (see also Wiggins [12, pp. 168-170]), a continuation theorem is stated for a family of the type described above, but of a more special form. However, the strategy of the proof of this theorem contains a gap. To describe the gap it is not necessary to consider the precise form of the equations or the hypotheses of the theorem. Rather, we will explain the problem in a general framework. Indeed, let us consider the parameter space of a family of differential equations and the subspace $\mathcal{N}$ corresponding to family members with a normally hyperbolic invariant manifold. Suppose that a path in $\mathcal{N}$ approaches the boundary of $\mathcal{N}$. Also, consider the supremum of each of the Lyapunov-type numbers $\nu$ and $\sigma$ taken individually over the orbits of each normally hyperbolic invariant manifold in a continuous family. It is perhaps natural to suspect that the limit of at least one of these suprema converges to the number 1 as the path approaches the boundary. In other words, one might assume that the normal hyperbolicity is lost at the boundary only in this manner. However, this is not always the case. In fact, there may be paths for which the corresponding continuous family of normally hyperbolic invariant manifolds has both Lyapunov-type numbers uniformly bounded below one but the family of invariant manifolds does not converge to a $C^{1}$ manifold. Thus, in a continuation argument, it is required to prove that smooth invariant manifolds exist over the entire continuation interval and that all these manifolds are normally hyperbolic. The following example clearly shows why both requirements must be satisfied.

Consider a planar system

$$
\dot{x}=f(x)
$$

with a homoclinic loop at a hyperbolic saddle $p$ whose eigenvalues $\alpha$ and $\beta$ are such that $\alpha+\beta<0$. In particular, the loop will be stable from the inside and the divergence of the vector field $f$ at $p$ is negative. Now add a one parameter family of perturbations $g(x, \epsilon)$ so that for $-1<\epsilon<0$ there is a limit cycle $\Gamma(\epsilon)$ that limits on the loop as $\epsilon$ approaches zero from the left and such that there is no limit cycle for $\epsilon>0$. If we view $\Gamma(\epsilon)$ as an invariant manifold, then the corresponding Lyapunov-type number $\sigma(\epsilon)$ is identically zero. Also, the Lyapunov-type number $\nu(\epsilon)$ of $\Gamma(\epsilon)$ is exactly its Floquet multiplier; that is,

$$
\nu(\epsilon)=e^{\frac{1}{T(\epsilon)}} \int_{0}^{T(\epsilon)} \operatorname{div} f(\gamma(t, \epsilon)) d t
$$

where $t \mapsto \gamma(t, \epsilon)$ is a periodic solution corresponding to the limit cycle and $T(\epsilon)$ is its period. Since the periodic solution spends most of its time near the hyperbolic saddle point, the Lyapunov-type number $\nu(\epsilon)$ approaches $e^{\alpha+\beta}$ as $\epsilon \rightarrow 0^{-}$. In particular, both Lyapunov-type numbers are bounded above by some number that is strictly less than one. But, the limit of the hyperbolic limit cycles is the nonsmooth homoclinic loop. Thus, in general, it is not enough to obtain uniform estimates on the Lyapunovtype numbers to ensure that a family of normally hyperbolic invariant manifolds can be continued.
4. Statement of main result. In this section we will state the continuation theorem that will be proved in this paper.

To obtain an invariant manifold for system (2.9) using a perturbation argument, it is useful to have an unperturbed system with an invariant manifold. As given, system (2.9), even after rescaling time, is degenerate in the limit as $\mu$ approaches zero. To remedy this problem, we will change coordinates and also rescale time so as to obtain a suitable perturbation problem.

Let us suppose that $\mu \neq 0$. Introduce new coordinates $\ell=\mu \hat{\rho}, \tau=\mu^{2} \varphi$, and a slow time $s=\mu^{2} t$, and note that system (2.9) is equivalent to the system

$$
\begin{align*}
& \hat{\rho}^{\prime}=p(\sigma) \hat{\rho}+r(\sigma)+\mu^{2} q(\sigma) \hat{\rho}^{2}+\mu \widehat{R}\left(\mu \hat{\rho}, \sigma, \tau / \mu^{2}, \mu\right) \\
& \sigma^{\prime}=\lambda \hat{\rho}+g(\sigma)+\mu^{2} \nu \hat{\rho}^{2}+\mu \widehat{S}\left(\mu \hat{\rho}, \sigma, \tau / \mu^{2}, \mu\right) \\
& \tau^{\prime}=1 \tag{4.1}
\end{align*}
$$

where the symbol " " denotes differentiation with respect to $s$. Let us also use the new coordinate $\rho:=\lambda \hat{\rho}+g(\sigma)$ to express system (4.1) in the form

$$
\begin{align*}
& \rho^{\prime}=\Delta(\sigma) \rho+\Lambda(\sigma)+\mu R\left(\rho, \sigma, \tau / \mu^{2}, \mu\right) \\
& \sigma^{\prime}=\rho+\mu S\left(\rho, \sigma, \tau / \mu^{2}, \mu\right) \\
& \tau^{\prime}=1 \tag{4.2}
\end{align*}
$$

where

$$
\begin{equation*}
\Lambda(\sigma):=\lambda r(\sigma)-p(\sigma) g(\sigma), \quad \Delta(\sigma):=p(\sigma)+g^{\prime}(\sigma) \tag{4.3}
\end{equation*}
$$

and the functions $R$ and $S$ are $2 \pi$ periodic in $\sigma$ and $2 \pi m \mu^{2} / \Omega$ periodic in $\tau$.

Let us write $\sigma \in \mathbb{S}^{1}$ to indicate that $\sigma$ is an angular variable in the interval $0 \leq \sigma \leq 2 \pi$ with the end points identified. Also, we will use the following hypothesis.

Hypothesis 1. For each $\sigma \in \mathbb{S}^{1}, \Lambda(\sigma) \neq 0$ and $\Delta(\sigma)<0$.
Theorem 4.1. If $k \geq 2$ is an integer, Hypothesis 1 holds, and $|\mu|>0$ is sufficiently small, then system (4.2) has a $k$-normally hyperbolic invariant torus.

We note that the $k$-normal hyperbolicity of the invariant torus in the conclusion of Theorem 4.1 implies that the invariant torus is $C^{k}$; see [7]. Also, as an immediate corollary of Theorem 4.1-just reverse the direction of time - the same conclusion holds under the assumption that, for each $\sigma \in \mathbb{S}^{1}, \Lambda(\sigma) \neq 0$ and $\Delta(\sigma)>0$. Also, if we assume that $g(\sigma) \equiv 0$, as in Theorem 2.1 and if we assume that $r$ has no zeros as in Hypothesis 1, then Theorem 4.1 is a generalization of Theorem 2.1. Indeed, the inequalities required in Theorem 2.1 are all replaced by the requirement that $p$ has no zeros.

Finally, we mention that Theorem 4.1 is not valid if Hypothesis 1 is modified to allow the function $\Lambda$ to have zeros. In fact, to obtain an analogue of Theorem 4.1 in case $\Lambda$ has zeros, additional restrictions must be imposed. The formulation of the "right" hypotheses needed to prove an analogue of Theorem 4.1 in this case remains an interesting open problem.

The main idea of our proof of Theorem 4.1 is to view system (4.2) as a perturbation of the system

$$
\begin{align*}
\rho^{\prime} & =\Delta(\sigma) \rho+\Lambda(\sigma) \\
\sigma^{\prime} & =\rho \\
\tau^{\prime} & =1 \tag{4.4}
\end{align*}
$$

and to show that the unperturbed system (4.4) has a normally hyperbolic invariant torus that continues to an invariant torus for system (4.2). We also note that the invariant torus for system (4.4) is the suspension of a normally hyperbolic invariant (simple closed) curve for the system

$$
\begin{align*}
\rho^{\prime} & =\Delta(\sigma) \rho+\Lambda(\sigma) \\
\sigma^{\prime} & =\rho \tag{4.5}
\end{align*}
$$

5. Existence of an invariant curve. In this section we will prove that the unperturbed system (4.5) has a normally hyperbolic invariant curve. More precisely, we have the following theorem.

Theorem 5.1. If Hypothesis 1 holds, then the system (4.5) has a $C^{\infty}$ normally hyperbolic invariant simple closed curve given as the graph of a $C^{\infty}$ function of the angular variable.

There are several ways to prove Theorem 5.1. For example, a positively invariant annulus can be constructed, and the existence of a limit cycle can be proved using the Poincaré-Bendixson theorem. While the proof given below is more involved, it serves to illustrate the continuation technique that will be used in our proof of the existence of an invariant torus for system (4.1).

Our idea is to find a family of systems that includes system (4.5), to find a member of the family that has a normally hyperbolic invariant manifold, and then to continue this manifold through the family to the system (4.5).

Let us consider the family

$$
\begin{align*}
\rho^{\prime} & =\Delta(\sigma) \rho+\epsilon \Lambda(\sigma) \\
\sigma^{\prime} & =\rho \tag{5.1}
\end{align*}
$$

We will use the next obvious lemma.
Lemma 5.2. If Hypothesis 1 holds and $\epsilon>0$, then system (5.1) has no rest point.

Theorem 5.1 is an immediate consequence of the following lemma.
Lemma 5.3. If Hypothesis 1 holds for system (4.5), then system (5.1) has a $C^{\infty}$ normally hyperbolic invariant curve that is given as the graph of a $C^{\infty}$ function of the angular variable for all $\epsilon \in[0,1]$.

Proof. By Hypothesis 1, the function $\Lambda$ does not vanish. Without loss of generality, we will assume that $\Lambda(\sigma)>0$ for all $\sigma$. Also, by Hypothesis 1 , the curve given by $\{(\rho, \sigma): \rho=0\}$ is a normally hyperbolic invariant manifold for the member of the family (5.1) at $\epsilon=0$. Following the strategy discussed in section 3 let us consider the set $A$ of all $\epsilon$ in the closed unit interval such that for all $\epsilon^{\prime} \in[0, \epsilon]$ the corresponding member of the family (5.1) has a normally hyperbolic invariant closed curve $\gamma^{\epsilon}$ given as the graph of a $C^{\infty}$ function $h^{\epsilon}$ of the angular variable. We will show that $A$ is nonempty, open, and closed. This implies $A=[0,1]$.

Because the invariant curve given by $\{(\rho, \sigma): \rho=0\}$ is normally hyperbolic for the family member at $\epsilon=0$, we have that $0 \in A$ and therefore $A$ is not empty. The fact that $A$ is open follows from the persistence results for normally hyperbolic invariant manifolds. Let us define $\epsilon_{*}=\sup A$. To complete the proof we will show that $\epsilon_{*} \in A$; that is, $A$ is closed.

Consider the family of curves

$$
\Gamma(\kappa):=\left\{(\rho, \sigma) \in \mathbb{R}^{2}: \rho-\kappa \Lambda(\sigma)=0\right\},
$$

where $\kappa \in \mathbb{R}$. Note that the curve $\Gamma(\kappa)$ is the graph of a periodic function of the angular variable. Thus, it separates the phase cylinder given by $(\rho, \sigma) \in \mathbb{R} \times \mathbb{S}^{1}$. Moreover, on $\Gamma(\kappa)$, by a straightforward computation, it follows that the dot product of the gradient of the function $(\rho, \sigma) \mapsto \rho-\kappa \Lambda(\sigma)$ and the vector field corresponding to the differential equation $E^{\epsilon}$ is given by

$$
\begin{equation*}
\left(-\kappa^{2} \Lambda^{\prime}(\sigma)+\kappa \Delta(\sigma)+\epsilon\right) \Lambda(\sigma) . \tag{5.2}
\end{equation*}
$$

For $\epsilon \in\left[\epsilon_{*} / 2, \epsilon_{*}\right)$, there exists $\kappa_{0}>0$ such that the coefficient of $\Lambda(\sigma)$ in (5.2) with $\kappa=\kappa_{0}$ is positive for all $\sigma$. Hence, the vector field corresponding to $E^{\epsilon}$ is transverse to the curve $\Gamma\left(\kappa_{0}\right)$. Because the function $\Lambda$ is positive, it follows that $\gamma^{\epsilon}$ lies above the curve $\Gamma\left(\kappa_{0}\right)$; that is, $h^{\epsilon}(\sigma)>\kappa_{0} \Lambda(\sigma)$. Similarly, if $\nu \in \mathbb{R}$ is sufficiently large, then $\gamma^{\epsilon}$ lies below the curve $\{(\rho, \sigma): \rho=\nu\}$. In particular, the set of functions $\mathcal{S}:=\left\{h^{\epsilon}: \epsilon \in\left[\epsilon_{*} / 2, \epsilon_{*}\right)\right\}$ is uniformly bounded.

Using the invariance, the function $h^{\epsilon}$ satisfies the differential equation

$$
\begin{equation*}
h_{\sigma}^{\epsilon}(\sigma)=\Delta(\sigma)+\epsilon \frac{\Lambda(\sigma)}{h^{\epsilon}(\sigma)} . \tag{5.3}
\end{equation*}
$$

Thus, we have that $\left|h_{\sigma}^{\epsilon}\right| \leq|\Delta(\sigma)|+\epsilon_{*} / \kappa_{0}$ uniformly for $\epsilon \in\left[\epsilon_{*} / 2, \epsilon_{*}\right)$, and, as a result, the set $\mathcal{S}$ is equicontinuous in the $C^{0}$ norm. By Arzela's theorem, there is a subsequence that converges to a continuous function $h^{\epsilon_{*}}$.

We claim that the graph of $h^{\epsilon_{*}}$ is an invariant set for $E^{\epsilon_{*}}$. To prove the claim, let $s \mapsto\left(\rho^{\epsilon}(s, q), \sigma^{\epsilon}(s, q)\right)$ denote the solution of $E^{\epsilon}$ such that $\sigma^{\epsilon}(0, q)=q$ and $\rho^{\epsilon}(0, q)=h^{\epsilon}(q)$, and let us suppose that $h^{\epsilon_{n}}$ converges to $h^{\epsilon_{*}}$. If $s \in \mathbb{R}$, then, using the continuity of the flow with respect to parameters, we have that $\sigma^{\epsilon_{n}}(s, q) \rightarrow$ $\sigma^{\epsilon_{*}}(s, q)$ and $\rho^{\epsilon_{n}}(s, q) \rightarrow \rho^{\epsilon_{*}}(s, q)$. By passing to the limit as $n \rightarrow \infty$ in the identity
$\rho^{\epsilon_{n}}(s, q)=h^{\epsilon_{n}}\left(\sigma^{\epsilon_{n}}(s, q)\right)$, we have $\rho^{\epsilon_{*}}(s, q)=h^{\epsilon_{*}}\left(\sigma^{\epsilon_{*}}(s, q)\right)$. Thus, it follows that the graph of $h^{\epsilon_{*}}$ is an invariant set for $E^{\epsilon_{*}}$. Because this invariant set is a single orbit of the differential equation, it is $C^{\infty}$. Moreover, because the function $\Delta$ is everywhere negative, this invariant set is normally hyperbolic-it is a hyperbolic limit cycle.
6. An a priori estimate for perturbed manifolds. The following proposition, which perhaps has independent interest, will play a key role in our proof of Theorem 4.1. While the statement of this proposition is natural, we do not know if it appears in the literature. Thus, we will give a complete proof in the appendix.

Proposition 6.1. Consider a smooth planar vector field

$$
\begin{equation*}
x^{\prime}=f(x) \tag{6.1}
\end{equation*}
$$

with a periodic solution $t \mapsto x(t, p)$ of period $\omega$ corresponding to the periodic orbit $\Gamma$. If $\Gamma$ is hyperbolic and asymptotically stable, that is,

$$
b:=\int_{0}^{\omega} \operatorname{tr} D f(x(t, p)) d t<0
$$

then there exist a neighborhood $N$ of $\Gamma$ and a constant $C>0$ such that for every smooth function $g: N \rightarrow \mathbb{R}^{2}$ for which the differential equation

$$
\begin{equation*}
x^{\prime}=f(x)+g(x) \tag{6.2}
\end{equation*}
$$

has an invariant set $\bar{\Gamma} \subset N$, we have the following a priori estimate:

$$
\sup \{d(x, \Gamma): x \in \bar{\Gamma}\} \leq C\|g\|_{C^{0}}
$$

where $\|g\|_{C^{0}}$ is the supremum norm over $N$ and d denotes the usual distance between sets.

Proposition 6.2. Consider a planar differential equation

$$
x^{\prime}=f(x)
$$

with a hyperbolic limit cycle $\Gamma$ of period $T>0$, and let $\tau$ be an angular variable modulo $T$. If $\Gamma$ is asymptotically stable, then there is a neighborhood $N \subset \mathbb{R}^{2} \times \mathbb{R}$ of the corresponding invariant torus $M$ for the system

$$
x^{\prime}=f(x), \quad \tau^{\prime}=1
$$

and a constant $C>0$ such that for every smooth function $g: N \rightarrow \mathbb{R}^{2}$, with $g(x, \tau+$ $T)=g(x, \tau)$ for each $x \in \mathbb{R}^{2}$ and all $\tau \in \mathbb{R}$, and for which the system

$$
x^{\prime}=f(x)+g(x, \tau), \quad \tau^{\prime}=1
$$

has an invariant set $\bar{M} \subset N$, we have the a priori estimate

$$
\sup \{d(x, M): x \in \bar{M}\} \leq C\|g\|_{C^{0}}
$$

7. Existence of invariant tori. In this section we will state our result on the existence of an invariant torus for the systems (2.9) and (4.2) as well as the main lemmas that we will use to prove it. In fact, we will prove the existence of invariant tori for systems of the more general form

$$
\begin{align*}
\rho^{\prime} & =f(\rho, \sigma)+\mu R\left(\rho, \sigma, \tau / \mu^{2}, \mu\right) \\
\sigma^{\prime} & =g(\rho, \sigma)+\mu S\left(\rho, \sigma, \tau / \mu^{2}, \mu\right) \\
\tau^{\prime} & =1 \tag{7.1}
\end{align*}
$$

where $|\mu|>0$, where $f, g, R$, and $S$ (redefined for this section) are all $C^{r}$ functions that are $2 \pi$-periodic functions of the angular variable $\sigma$, and where the functions $t \mapsto R(\rho, \sigma, t, \mu)$ and $t \mapsto S(\rho, \sigma, t, \mu)$ are $2 \pi m / \Omega$-periodic. For system (7.1), we view $\tau$ as an angular variable modulo $2 \pi m \mu^{2} / \Omega$ and we let $s$ denote the independent variable. Note that the slow time system (4.1) equivalent to system (2.9) is a special case of the differential (7.1). For a general discussion of integral manifolds for nonautonomous systems, see [1], [6].

To state our main result for system (7.1), let us consider the corresponding unperturbed system

$$
\begin{equation*}
\rho^{\prime}=f(\rho, \sigma), \quad \sigma^{\prime}=g(\rho, \sigma) \tag{7.2}
\end{equation*}
$$

and the following hypothesis.
Hypothesis 2. System (7.2) has an attracting hyperbolic limit cycle $\Gamma$ that is the graph of a function of the angular variable $\sigma$.

THEOREM 7.1. If $k$ is an integer such that $2 \leq k \leq r$ and the system (7.2) satisfies Hypothesis 2, then, for sufficiently small $|\mu|>0$, system (7.1) has a $k$ normally hyperbolic invariant manifold that is the graph of a function of the angular variables $\sigma$ and $\tau$.

The proof of Theorem 7.1 is given in the remaining sections of this paper using the lemmas that are stated below. Let us note at this point that it suffices to prove Theorem 7.1 for the case $\mu>0$. The result for $\mu<0$ follows from the first case by redefining the functions $R$ and $S$ in an obvious manner. Thus, we will consider only the case $\mu>0$.

Let us consider the auxiliary family $E^{\epsilon, \mu}$ given by

$$
\begin{align*}
\rho^{\prime} & =f(\rho, \sigma)+\epsilon R\left(\rho, \sigma, \tau / \mu^{2}, \mu\right) \\
\sigma^{\prime} & =g(\rho, \sigma)+\epsilon S\left(\rho, \sigma, \tau / \mu^{2}, \mu\right) \\
\tau^{\prime} & =1 \tag{7.3}
\end{align*}
$$

Note that, by our assumption, the suspended system

$$
\begin{align*}
\rho^{\prime} & =f(\rho, \sigma) \\
\sigma^{\prime} & =g(\rho, \sigma) \\
\tau^{\prime} & =1 \tag{7.4}
\end{align*}
$$

where $\tau$ is viewed as a new angular variable modulo $2 \pi m \mu^{2} / \Omega$, has a normally hyperbolic torus that is a graph over the two angular variables $\sigma$ and $\tau$. For our analysis we will consider the torus as a submanifold of the phase cylinder $\mathcal{C}$ given by $(\rho, \sigma, \tau) \in \mathbb{R}^{3}$, where $\sigma$ and $\tau$ are viewed as the angular variables defined above. Topologically, $\mathcal{C}$ is the product of the real line with a two-dimensional torus.

For each $\mu>0$, let us denote by $A^{\mu}$ the maximal interval with left endpoint at $\epsilon=0$ such that the system $E^{\epsilon, \mu}$ has a $k$-normally hyperbolic invariant manifold, $k \geq 2$, as defined in [7]; see also display (8.11), given as the graph of a $C^{k}$ function of the angular variables. Using the continuation strategy outlined in section 3 , let us note that, for each $\mu>0$, the set $A^{\mu}$ contains a nonempty relatively open interval with left endpoint $\epsilon=0$. Moreover, if $\epsilon \in A^{\mu}$, then, by the general persistence results for normally hyperbolic invariant manifolds, there is an open interval containing $\epsilon$ that is contained in $A^{\mu}$. Thus, Theorem 7.1 is an immediate consequence of the following proposition.

Proposition 7.2. Suppose that $\mu>0$ and $A^{\mu}$ is the maximal interval with left endpoint at $\epsilon=0$ such that the system $E^{\epsilon, \mu}$ has a $k$-normally hyperbolic invariant manifold, $k \geq 2$, that is the graph of a $C^{k}$ function of the angular variables. If $\mu>0$ is sufficiently small and if $\epsilon_{*} \leq \mu$ is the least upper bound of a relatively open interval with left endpoint $\epsilon=0$ in $A^{\mu}$, then $\epsilon_{*} \in A^{\mu}$.

Proposition 7.2 is a consequence of the following three lemmas.
Lemma 7.3. With the hypotheses and notation of Proposition 7.2, the system $E^{\epsilon_{*}, \mu}$ has an invariant manifold $M\left(\epsilon_{*}, \mu\right)$ given as the graph of a $C^{1}$ function of the angular variables.

Lemma 7.4. If $M\left(\epsilon_{*}, \mu\right)$ is the invariant manifold in Lemma 7.3, then it has an invariant normal bundle.

Lemma 7.5. If $M\left(\epsilon_{*}, \mu\right)$ is the invariant manifold in Lemma 7.3, then $M\left(\epsilon_{*}, \mu\right)$ is $k$-normally hyperbolic. In particular, $M\left(\epsilon_{*}, \mu\right)$ is $C^{k}$ and $\epsilon_{*} \in A^{\mu}$.
8. Notation and preliminary results. Lemmas (7.3)-(7.5) will be proved in the following sections. In this section we will define new notation and obtain some preliminary results that will be used in all three proofs. For the remainder of this section let us assume that $\mu>0$ and $\epsilon \geq 0$ are fixed, and that system (7.3) has a normally hyperbolic invariant torus $M:=M(\epsilon, \mu)$ given as the graph of the $C^{1}$ function $h^{\epsilon}$ of the angular variables.
8.1. Normal splitting and variational solutions. The general results for normally hyperbolic invariant manifolds give the existence of an invariant splitting of $T_{M} \mathcal{C}$, the tangent bundle of the phase cylinder $\mathcal{C}$ restricted to this normally hyperbolic invariant torus, as a direct sum of the tangent bundle of the invariant torus $M$ and an invariant normal bundle.

For notational convenience, let us define new functions

$$
\begin{align*}
& F(\rho, \sigma, \tau, \mu, \epsilon):=f(\rho, \sigma)+\epsilon R\left(\rho, \sigma, \tau / \mu^{2}, \mu\right) \\
& G(\rho, \sigma, \tau, \mu, \epsilon):=g(\rho, \sigma)+\epsilon S\left(\rho, \sigma, \tau / \mu^{2}, \mu\right) \tag{8.1}
\end{align*}
$$

and let us suppose that the invariant torus $M(\epsilon, \mu)$ is given as the graph of the function $(\sigma, \tau) \mapsto h^{\epsilon}(\sigma, \tau)$.

The vector field

$$
\mathcal{X}_{1}^{\epsilon}(\sigma, \tau):=\left(\begin{array}{c}
F\left(h^{\epsilon}(\sigma, \tau), \sigma, \tau, \mu, \epsilon\right)  \tag{8.2}\\
G\left(h^{\epsilon}(\sigma, \tau), \sigma, \tau, \mu, \epsilon\right) \\
1
\end{array}\right)
$$

is clearly tangent to $M(\epsilon, \mu)$. Also, as is easily seen by computing the tangents to
each curve on $M(\epsilon, \mu)$ given by $\sigma \mapsto\left(h^{\epsilon}(\sigma, \tau), \sigma, \tau\right)$ for some fixed $\tau$, the vector field

$$
\mathcal{X}_{2}^{\epsilon}(\sigma, \tau):=\left(\begin{array}{c}
h_{\sigma}^{\epsilon}(\sigma, \tau)  \tag{8.3}\\
1 \\
0
\end{array}\right)
$$

is tangent to $M(\epsilon, \mu)$. Moreover, if $\xi=\left(h^{\epsilon}(\sigma, \tau), \sigma, \tau\right)$, then $\mathcal{X}_{1}^{\epsilon}(\sigma, \tau)$ and $\mathcal{X}_{2}^{\epsilon}(\sigma, \tau)$ span the corresponding fiber $T_{\xi} M(\epsilon, \mu)$ of the tangent bundle of $M(\epsilon, \mu)$.

To determine the contraction rates for the flow on the invariant torus $M(\epsilon, \mu)$, we must consider the solutions of the first variational equation for the system (7.3). If

$$
\begin{equation*}
s \mapsto \gamma^{\epsilon}(s, q):=\left(h^{\epsilon}\left(\sigma^{\epsilon}(s, q), \tau(s)\right), \sigma^{\epsilon}(s, q), \tau(s)\right) \tag{8.4}
\end{equation*}
$$

is the solution of the system (7.3) with $\gamma^{\epsilon}(0, q)=\left(h^{\epsilon}(q, 0), q, 0\right)$, then the variational equation along the solution $s \mapsto \gamma^{\epsilon}(s, q)$ is given by

$$
\left(\begin{array}{c}
u^{\prime}  \tag{8.5}\\
v^{\prime} \\
w^{\prime}
\end{array}\right)\left(\begin{array}{ccc}
F_{\rho} & F_{\sigma} & F_{\tau} \\
G_{\rho} & G_{\sigma} & G_{\tau} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{c}
u \\
v \\
w
\end{array}\right),
$$

where the argument of each function in the system matrix is given by

$$
\begin{equation*}
\left(h^{\epsilon}\left(\sigma^{\epsilon}(s, q), \tau(s)\right), \sigma^{\epsilon}(s, q), \tau(s), \mu, \epsilon\right) \tag{8.6}
\end{equation*}
$$

Proposition 8.1. The variational (8.5) along the solution (8.4) on the invariant torus $M(\epsilon, \mu)$ has two independent solutions given by

$$
\begin{equation*}
X_{1}(s):=\mathcal{X}_{1}^{\epsilon}\left(\gamma^{\epsilon}(s, q)\right), \quad X_{2}(s):=y^{\epsilon}(s, q) \mathcal{X}_{2}^{\epsilon}\left(\gamma^{\epsilon}(s, q)\right) \tag{8.7}
\end{equation*}
$$

where

$$
\begin{equation*}
y^{\epsilon}(t, q):=\exp \left(\int_{0}^{t}\left(G_{\rho} h_{\sigma}^{\epsilon}+G_{\sigma}\right) d s\right) \tag{8.8}
\end{equation*}
$$

and the argument of $F$ and $G$ is given in display (8.6). Moreover, $X_{1}(s)$ and $X_{2}(s)$ span the tangent space of the invariant torus at each point along the solution (8.4).

Proof. The solution $X_{1}(s)$ is just the evaluation of the vector field corresponding to the base differential (7.3) along one of its integral curves. Thus, as is well known, it is a solution of the variational equation.

To obtain the second solution, let us recall that the invariant torus is given as a graph over the angular variables. In particular, the differential equation expressed in the corresponding local coordinates-the projection $(\rho, \sigma, \tau) \mapsto(\sigma, \tau)$ restricted to the graph is the coordinate map-is given by

$$
\sigma^{\prime}=G\left(h^{\epsilon}(\sigma, \tau), \sigma, \tau, \mu, \epsilon\right), \quad \tau^{\prime}=1
$$

The corresponding variational equation has the form

$$
v^{\prime}=\left(G_{\rho} h_{\sigma}^{\epsilon}+G_{\sigma}\right) v+\left(G_{\rho} h_{\tau}^{\epsilon}+G_{\tau}\right) w, \quad w^{\prime}=0
$$

One of its solutions is given by

$$
s \mapsto(v(s), w(s))=\left(y^{\epsilon}(s, q), 0\right)
$$

As $\rho=h^{\epsilon}(\sigma, \tau)$ on the invariant torus, the corresponding solution of the variational equation in the original coordinates is given by $y^{\epsilon}(s, q) \mathcal{X}_{2}^{\epsilon}\left(\gamma^{\epsilon}(s, q)\right)$-substitute the general base solution into the local coordinate representation and then differentiate with respect to the initial condition.

In view of the fact that $\mathcal{X}_{1}^{\epsilon}$ and $\mathcal{X}_{2}^{\epsilon}$ are independent at each point of the manifold, and by virtue of the fact that $y^{\epsilon}$ is a positive function, the two solutions $X_{1}(s)$ and $X_{2}(s)$ are independent at each point along the solution $\gamma^{\epsilon}$.

Let $\Phi^{\epsilon}(s)$ denote the principal fundamental matrix solution of the variational equation (8.5) at $s=0$. By the general theory of normally hyperbolic invariant manifolds, there is a normal bundle over the invariant torus $M$ that is invariant under $\Phi^{\epsilon}(s)$. Because, $M$ has codimension one, the fiber dimension of the normal bundle is one. Also, let us consider the family of cylinders given by

$$
\mathcal{L}^{s}:=\{(\rho, \sigma, \tau): \tau=s\}
$$

and note that $\mathcal{L}:=\cup\left\{\mathcal{L}^{s}: s \in \mathbb{R}\right\}$ is a foliation of the phase cylinder that is invariant under the flow of system (7.3). Thus, it follows that $\mathcal{L}$ is also invariant for the variational equation, or equivalently, it is invariant under $\Phi^{\epsilon}(s)$. Because of the invariance of this foliation and the normal hyperbolicity, the fiber of the invariant normal bundle must be tangent to the leaf of this foliation that passes through the base point of the fiber. Also, the normal bundle of the embedded torus is trivial. Thus, it has a continuous nonzero section $\mathcal{X}_{0}^{\epsilon}$. Let us define

$$
\begin{equation*}
X_{0}(s):=\mathcal{X}_{0}^{\epsilon}\left(\gamma^{\epsilon}(s, q)\right) \tag{8.9}
\end{equation*}
$$

where $\gamma^{\epsilon}$ is the solution defined in display (8.4). We remark here that the invariant normal bundle is required only to be continuous. In fact, in general it is not smooth.

To determine the growth rates required for the normal hyperbolicity, let us define

$$
\begin{equation*}
\lambda_{1}(s):=\frac{\left|X_{1}(s)\right|}{\left|X_{1}(0)\right|}, \quad \lambda_{2}(s):=\frac{\left|X_{2}(s)\right|}{\left|X_{2}(0)\right|}, \quad \lambda_{3}(s):=\frac{\left|\Phi^{\epsilon}(s) X_{0}(0)\right|}{\left|X_{0}(0)\right|} \tag{8.10}
\end{equation*}
$$

If $k$ is a positive integer, then the invariant torus $M(\epsilon, \mu)$ is $k$-normally hyperbolic, as defined in [7], provided that there are numbers $\beta>0$ and $c>0$ independent of the choice of the solution on $M(\epsilon, \mu)$ such that the following conditions are satisfied for $s \geq 0$ :

$$
\begin{equation*}
\lambda_{3}(s) \leq c e^{-\beta s}, \quad \frac{\lambda_{3}(s)}{\lambda_{1}^{k}(s)} \leq c e^{-\beta s}, \quad \frac{\lambda_{3}(s)}{\lambda_{2}^{k}(s)} \leq c e^{-\beta s} \tag{8.11}
\end{equation*}
$$

8.2. A formula for $\boldsymbol{\lambda}_{\mathbf{3}}(s)$. The vector function $s \mapsto X_{2}(s)$ defined in display (8.7) is a solution of the system (8.5). Define

$$
X_{2}^{\perp}(s):=\left(\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right) X_{2}(s)
$$

and note that there are smooth functions $s \mapsto a(s)$ and $s \mapsto b(s)$ such that

$$
\Phi^{\epsilon}(s) X_{2}^{\perp}(0)=a(s) X_{2}(s)+b(s) X_{2}^{\perp}(s)
$$

Moreover, it is not difficult to compute the following formulas:

$$
\begin{align*}
b(s) & =\frac{\left|X_{2}(0)\right|^{2}}{\left|X_{2}(s)\right|^{2}} \exp \left(\int_{0}^{s} \operatorname{tr} B(t) d t\right), \\
a^{\prime}(s) & =\frac{b(s)}{\left|X_{2}(s)\right|^{2}}\left(\left\langle B(s) X_{2}(s), X_{2}^{\perp}(s)\right\rangle+\left\langle B(s) X_{2}^{\perp}(s), X_{2}(s)\right\rangle\right), \\
a(0) & =0, \tag{8.12}
\end{align*}
$$

where $B(s)$ is the system matrix of the linear system (8.5).
By the above remarks, the vector $X_{0}(s)$ is in the span of the linearly independent vectors $X_{2}(s)$ and $X_{2}^{\perp}(s)$. Thus, by an appropriate choice of the nonzero normal bundle section $\mathcal{X}_{0}^{\epsilon}$, there is a smooth function $s \mapsto \alpha(s)$ such that

$$
\begin{equation*}
X_{0}(s)=\alpha(s) X_{2}(s)+X_{2}^{\perp}(s) \tag{8.13}
\end{equation*}
$$

and a smooth function $s \mapsto \lambda(s)$ such that

$$
\begin{equation*}
\Phi^{\epsilon}(s) X_{0}(0)=\lambda(s) X_{0}(s) \tag{8.14}
\end{equation*}
$$

By substitution of the identity (8.13) into (8.14) and by using the independence of $X_{2}$ and $X_{2}^{\perp}$, it follows that $\lambda(s) \alpha(s)=\alpha(0)+a(s)$ and $\lambda(s)=b(s)$. Hence, using the definition given in display (8.10), and the formulas obtained in this section, we have the following equalities:

$$
\begin{align*}
\lambda_{3}(s) & =\lambda(s) \frac{\left|X_{0}(s)\right|}{\left|X_{0}(0)\right|}=\left(\frac{\left|X_{2}(0)\right|^{2}}{\left|X_{2}(s)\right|^{2}} \exp \left(\int_{0}^{s} \operatorname{tr} B(t) d t\right)\right) \frac{\left(\alpha^{2}(s)+1\right)^{1 / 2}\left|X_{2}(s)\right|}{\left(\alpha^{2}(0)+1\right)^{1 / 2}\left|X_{2}(0)\right|} \\
15) \quad & =\frac{\left|X_{2}(0)\right|}{\left|X_{2}(s)\right|}\left(\frac{\alpha^{2}(s)+1}{\alpha^{2}(0)+1}\right)^{1 / 2} \exp \left(\int_{0}^{s} \operatorname{tr} B(t) d t\right) \tag{8.15}
\end{align*}
$$

8.3. Derivative estimates. Under the assumptions that $\mu>0$ and the unperturbed system (7.2) have a normally hyperbolic invariant manifold given as a graph of a function of the angular variables, we know that $E^{\epsilon, \mu}$, for sufficiently small $\epsilon>0$, has a normally hyperbolic invariant manifold given as the graph of a function $h^{\epsilon}$ of the angular variables. In this section, we will determine some a priori estimates on the size of the derivatives of $h^{\epsilon}$. We will first state and prove two lemmas. The first reduces the main estimate from the vector to the scalar case, while the second lemma gives certain properties of an operator equation for one of the derivatives that must be estimated.
8.3.1. A reduction lemma. The next lemma shows that it suffices to estimate the partial derivative $h_{\sigma}$ on a Poincaré section.

Lemma 8.2. Suppose that $\mu>0$ and $\epsilon_{*}>0$ and that $E^{\epsilon, \mu}$ has an invariant manifold given as the graph of the function $h^{\epsilon}$ of the angular variables for $0 \leq \epsilon<$ $\epsilon_{*} \leq \mu$. If there is a constant $C_{1}>0$ such that, for all angles $\sigma$ and $\tau$, the following estimates hold:

$$
\left|h^{\epsilon}(\sigma, \tau)-h^{0}(\sigma, \tau)\right|<C_{1} \epsilon, \quad\left|h_{\sigma}^{\epsilon}(\sigma, 0)-h_{\sigma}^{0}(\sigma, 0)\right|<C_{1} \epsilon,
$$

then for $\mu$ sufficiently small there is a constant $C_{2}>0$ such that

$$
\left|h_{\sigma}^{\epsilon}(\sigma, \tau)-h_{\sigma}^{0}(\sigma, \tau)\right|<C_{2} \epsilon
$$

Proof. Let us suppose first that $\dot{x}=F(x, \epsilon)$ is a smooth family of differential equations. If $x^{\epsilon}$ and $x^{0}$ are solutions of the members of this family corresponding to their superscripts, then by an application of Gronwall's inequality there is a constant $K>0$ such that

$$
\begin{equation*}
\left|x^{\epsilon}(t)-x^{0}(t)\right|<K e^{K|t|}\left(\left|x^{\epsilon}(0)-x^{0}(0)\right|+\epsilon|t|\right) \tag{8.16}
\end{equation*}
$$

Let $s \mapsto \phi(s,(\rho, \sigma, \tau), \epsilon)$ be the solution of the system $E^{\epsilon, \mu}$ with the initial condition $\phi(0,(\rho, \sigma, \tau), \epsilon)=(\rho, \sigma, \tau)$, and note that the solution $\gamma^{\epsilon}$ defined in display (8.4) is given by $\gamma^{\epsilon}(s, q)=\phi\left(s,\left(h^{\epsilon}(q, 0), q, 0\right), \epsilon\right)$. For each pair of angles $p$ and $\tau$ with $0 \leq \tau<2 \pi m \mu^{2} / \Omega$, there is a unique angle $q^{\epsilon}$ defined by the equation

$$
\begin{equation*}
\left(h^{\epsilon}\left(q^{\epsilon}, 0\right), q^{\epsilon}, 0\right)=\phi\left(-\tau,\left(h^{\epsilon}(p, \tau), p, \tau\right), \epsilon\right) \tag{8.17}
\end{equation*}
$$

By an application of the inequality (8.16) to the family of solutions (8.17), if $\mu$ is sufficiently small, then there is a constant $K_{1}>0$, that does not depend on the choice of $\tau$, such that

$$
\begin{align*}
\left|h^{\epsilon}\left(q^{\epsilon}, 0\right)-h^{0}\left(q^{0}, 0\right)\right|+\left|q^{\epsilon}-q^{0}\right| & \leq K_{1}\left(\left|h^{\epsilon}(p, \tau)-h^{0}(p, \tau)\right|+\epsilon\right) \\
& \leq K_{1}\left(C_{1}+1\right) \epsilon \tag{8.18}
\end{align*}
$$

In particular, there is a constant $K_{2}>0$ such that

$$
\begin{equation*}
\left|q^{\epsilon}-q^{0}\right| \leq K_{2} \epsilon \tag{8.19}
\end{equation*}
$$

By inverting the flow in (8.17), we have that $\gamma^{\epsilon}\left(\tau, q^{\epsilon}\right)=\left(h^{\epsilon}(p, \tau), p, \tau\right)$. Using an obvious modification of the notation as well as the result of Proposition 8.1, let us consider the first variational equation for $E^{\epsilon, \mu}$ along the solution $s \mapsto \gamma^{\epsilon}\left(s, q^{\epsilon}\right)$ and the solution of this variational equation that is given by

$$
X_{2}^{\epsilon}\left(s, q^{\epsilon}\right)=y^{\epsilon}\left(s, q^{\epsilon}\right)\left(\begin{array}{c}
h_{\sigma}^{\epsilon}\left(\sigma^{\epsilon}\left(s, q^{\epsilon}\right), \tau(s)\right) \\
1 \\
0
\end{array}\right)
$$

Note that its initial condition and its value at $s=\tau$ are given by

$$
X_{2}^{\epsilon}\left(0, q^{\epsilon}\right)=\left(\begin{array}{c}
h_{\sigma}^{\epsilon}\left(q^{\epsilon}, 0\right) \\
1 \\
0
\end{array}\right), \quad X_{2}^{\epsilon}\left(\tau, q^{\epsilon}\right)=y^{\epsilon}\left(\tau, q^{\epsilon}\right)\left(\begin{array}{c}
h_{\sigma}^{\epsilon}(p, \tau) \\
1 \\
0
\end{array}\right)
$$

By an application of the inequality (8.16) to this family of solutions of the variational equation, if $\mu$ is sufficiently small, then there is a constant $K_{2}>0$ such that

$$
\begin{aligned}
\mid y^{\epsilon}\left(\tau, q^{\epsilon}\right) h_{\sigma}^{\epsilon}(p, \tau) & -y^{0}\left(\tau, q^{0}\right) h_{\sigma}^{0}(p, \tau)\left|+\left|y^{\epsilon}\left(\tau, q^{\epsilon}\right)-y^{0}\left(\tau, q^{0}\right)\right|\right. \\
& \leq K_{2}\left(\left|h_{\sigma}^{\epsilon}\left(q^{\epsilon}, 0\right)-h_{\sigma}^{0}\left(q^{0}, 0\right)\right|+\epsilon\right) \\
& \leq K_{2}\left(\left|h_{\sigma}^{\epsilon}\left(q^{\epsilon}, 0\right)-h_{\sigma}^{0}\left(q^{\epsilon}, 0\right)\right|+\left|h_{\sigma}^{0}\left(q^{\epsilon}, 0\right)-h_{\sigma}^{0}\left(q^{0}, 0\right)\right|+\epsilon\right)
\end{aligned}
$$

Moreover, by the hypothesis of the lemma, by inequality (8.19), and by the fact that $h_{\sigma}^{0}$ is Lipschitz, we have that there is a constant $K_{3}>0$ such that

$$
\begin{equation*}
\left|y^{\epsilon}\left(\tau, q^{\epsilon}\right) h_{\sigma}^{\epsilon}(p, \tau)-y^{0}\left(\tau, q^{0}\right) h_{\sigma}^{0}(p, \tau)\right|+\left|y^{\epsilon}\left(\tau, q^{\epsilon}\right)-y^{0}\left(\tau, q^{0}\right)\right| \leq K_{3} \epsilon \tag{8.20}
\end{equation*}
$$

In particular, both summands on the left-hand side of the last inequality are bounded above by $K_{3} \epsilon$.

By a reverse triangle law estimate starting with the fact that the quantity

$$
\left|\left(y^{\epsilon}\left(\tau, q^{\epsilon}\right) h_{\sigma}^{\epsilon}(p, \tau)-y^{\epsilon}\left(\tau, q^{\epsilon}\right) h_{\sigma}^{0}(p, \tau)\right)-\left(y^{0}\left(\tau, q^{0}\right) h_{\sigma}^{0}(p, \tau)-y^{\epsilon}\left(\tau, q^{\epsilon}\right) h_{\sigma}^{0}(p, \tau)\right)\right|
$$

is bounded above by $K_{3} \epsilon$, by the inequality (8.20), and the fact that $h_{\sigma}^{0}$ is uniformly bounded, we find that there is a constant $K_{4}>0$ such that

$$
\begin{equation*}
\left|y^{\epsilon}\left(\tau, q^{\epsilon}\right)\right|\left|h_{\sigma}^{\epsilon}(p, \tau)-h_{\sigma}^{0}(p, \tau)\right| \leq K_{3} \epsilon+\left|h_{\sigma}^{0}(p, \tau) \| y^{\epsilon}\left(\tau, q^{\epsilon}\right)-y^{0}\left(\tau, q^{0}\right)\right| \leq K_{4} \epsilon \tag{8.21}
\end{equation*}
$$

By a second reverse triangle law estimate, we have that

$$
\left|y^{\epsilon}\left(\tau, q^{\epsilon}\right)\right|=\left|y^{0}\left(\tau, q^{0}\right)+\left(y^{\epsilon}\left(\tau, q^{\epsilon}\right)-y^{0}\left(\tau, q^{0}\right)\right)\right| \geq\left|y^{0}\left(\tau, q^{0}\right)\right|-K_{3} \mu
$$

Also, if we take $\mu>0$ sufficiently small, then there is a constant $K_{5}>0$ such that $\left|y^{\epsilon}\left(\tau, q^{\epsilon}\right)\right|>K_{5}$. The result follows from this fact and the inequality (8.21).
8.3.2. The estimates. Some of the most important estimates that are required for the proof of our main result are given in the next lemma.

Lemma 8.3. Suppose Hypothesis 2 holds for the unperturbed system (7.2). There is a number $\mu>0$ and a constant $C>0$ such that if $\epsilon_{*}$ is as in Proposition 7.2 , then

$$
\left|h^{\epsilon}-h^{0}\right|_{C^{0}}<C \epsilon, \quad\left|h_{\sigma}^{\epsilon}-h_{\sigma}^{0}\right|_{C^{0}} \leq C \epsilon, \quad\left|h_{\tau}^{\epsilon}\right|_{C^{0}} \leq C \epsilon
$$

for $0 \leq \epsilon<\epsilon_{*}$.
Proof. We will show that, if $\mu>0$ is sufficiently small, then there is a constant $C>0$ such that $\left|h_{\sigma}^{\epsilon}-h_{\sigma}^{0}\right|_{C^{0}} \leq C \epsilon$. By Lemma 8.2, it suffices to find a constant $C>0$ such that, for all $q \in \mathbb{S}^{1}$,

$$
\left|h_{\sigma}^{\epsilon}(q, 0)-h_{\sigma}^{0}(q, 0)\right| \leq C \epsilon .
$$

To prove this inequality, let us recall Proposition 8.1, and note that the function given by $s \mapsto\left(h_{\sigma}^{\epsilon}\left(\sigma^{\epsilon}(s, q), \tau(s)\right) y^{\epsilon}(s, q), y^{\epsilon}(s, q)\right)$ is a solution of the "subsystem" of system (8.5) given by

$$
\begin{align*}
u^{\prime} & =\left(f_{\rho}+\epsilon R_{\rho}\right) u+\left(f_{\sigma}+\epsilon R_{\sigma}\right) v \\
v^{\prime} & =\left(g_{\rho}+\epsilon S_{\rho}\right) u+\left(g_{\sigma}+\epsilon S_{\sigma}\right) v \tag{8.22}
\end{align*}
$$

If $\Psi^{\epsilon}(s, q):=\left(\psi_{i j}^{\epsilon}(s, q)\right)_{2 \times 2}$ is the principal fundamental matrix solution of (8.22) at $s=0$, then

$$
\binom{h_{\sigma}^{\epsilon}\left(\sigma^{\epsilon}(s, q), \tau(s)\right) y^{\epsilon}(s, q)}{y^{\epsilon}(s, q)}=\Psi^{\epsilon}(s, q)\binom{h_{\sigma}^{\epsilon}(q, 0)}{1}
$$

Therefore, we have

$$
\begin{equation*}
h_{\sigma}^{\epsilon}\left(\sigma^{\epsilon}(s, q), \tau(s)\right)=\frac{\psi_{11}^{\epsilon}(s, q) h_{\sigma}^{\epsilon}(q, 0)+\psi_{12}^{\epsilon}(s, q)}{\psi_{21}^{\epsilon}(s, q) h_{\sigma}^{\epsilon}(q, 0)+\psi_{22}^{\epsilon}(s, q)} . \tag{8.23}
\end{equation*}
$$

Because the second angular argument $\tau$ will often be set to $\tau=0$, in the remainder of the proof we will suppress the second argument in expressions involving the functions $h^{\epsilon}$ and their partial derivatives whenever $\epsilon>0$ and the second angular argument is set to $\tau=0$. In addition, the function $h^{0}$ is constant with respect to $\tau$;
thus we will always suppress its second angular argument and write $h^{0}$ as a function of the first angular variable only.

If $s \mapsto(\rho(s), \sigma(s))$ is a solution of the unperturbed system

$$
\rho^{\prime}=f(\rho, \sigma), \quad \sigma^{\prime}=g(\rho, \sigma),
$$

then the vector function

$$
s \mapsto\left(f\left(h^{0}(\sigma), \sigma\right), g\left(h^{0}(\sigma), \sigma\right)\right)
$$

is a solution of the corresponding variational equation (8.22) with $\epsilon=0$. Using the fact that $\rho(s)=h^{0}(\sigma(s))$ on the invariant manifold, and differentiating with respect to $s$, we find that

$$
f\left(h^{0}(\sigma(s)), \sigma(s)\right)=h_{\sigma}^{0}(\sigma(s)) g\left(h^{0}(\sigma(s)), \sigma(s)\right) .
$$

Thus, the function $s \mapsto\left(h_{\sigma}^{0}(\sigma(s)) g\left(h^{0}(\sigma(s)), \sigma(s)\right), g\left(h^{0}(\sigma(s)), \sigma(s)\right)\right)$ is a solution of the variational equation. Using the fundamental matrix solution $\Psi^{\epsilon}$ defined after display (8.22), we find that

$$
\psi_{21}^{0}(s, q) h_{\sigma}^{0}(q)+\psi_{22}^{0}(s, q)=\frac{g\left(h^{0}(\sigma(s, q)), \sigma(s, q)\right)}{g\left(h^{0}(q), \sigma(q)\right)} .
$$

In view of the hypothesis that $\sigma^{\prime}$ does not vanish, there is a number $M_{0}>0$ such that $\left|\psi_{21}^{0}(s, q) h_{\sigma}^{0}(q)+\psi_{22}^{0}(s, q)\right| \geq M_{0}$ for every $s \in \mathbb{R}$ and $q \in \mathbb{S}^{1}$.

By hypothesis, the unperturbed normally hyperbolic invariant manifold for $E^{0, \mu}$ is the suspension of an attracting hyperbolic limit cycle. In particular, the characteristic multiplier of the limit cycle is negative. Using the fact that the determinant of the fundamental matrix solution of the variational equation is proportional to the exponential of the integral of the divergence of the vector field evaluated along the limit cycle, it follows that there is some $T_{0}>0$ such that, for $t \geq T_{0}$, we have the inequality $\operatorname{det} \Psi^{0}(t, q) \leq(1 / 4) M_{0}^{2}$. If, in addition, $0<\mu^{2}<\Omega /(2 \pi m)$, then there is a positive integer $n$ such that $T_{0} \leq 2 \pi m n \mu^{2} / \Omega<T_{0}+1$. For definiteness, let $n=n(\mu)$ denote the smallest such integer, and define

$$
\begin{equation*}
T:=T(\mu)=2 \pi m n \mu^{2} / \Omega . \tag{8.24}
\end{equation*}
$$

While $T$ will vary as $\mu>0$ is made sufficiently small so that new requirements are satisfied, the final value of $T$ is an integer multiple of the period of the perturbation terms in the corresponding differential equation $E^{\epsilon, \mu}$, the value of $T$ is bounded above and below, and $T$ approaches $T_{0}$ as $\mu$ decreases toward zero.

If we set $s=T$ in (8.23), then

$$
\begin{equation*}
h_{\sigma}^{\epsilon}(p)=\frac{\psi_{11}^{\epsilon}\left(T, q^{\epsilon}\right) h_{\sigma}^{\epsilon}\left(q^{\epsilon}\right)+\psi_{12}^{\epsilon}\left(T, q^{\epsilon}\right)}{\psi_{21}^{\epsilon}\left(T, q^{\epsilon}\right) h_{\sigma}^{\epsilon}\left(q^{\epsilon}\right)+\psi_{22}^{\epsilon}\left(T, q^{\epsilon}\right)}, \tag{8.25}
\end{equation*}
$$

where $q^{\epsilon}$ is defined by the relation

$$
\begin{equation*}
p=\sigma^{\epsilon}\left(T, q^{\epsilon}\right) \tag{8.26}
\end{equation*}
$$

Choose a bounded neighborhood $N$ of the graph of $h^{0}$ and the corresponding constant $C_{0}>0$ as in Proposition 6.2. Also, choose $r_{0}>0$ so small that if $\left|h^{\epsilon}-h^{0}\right|_{C^{0}}<$ $r_{0}$, then the graph of $h^{\epsilon}$ is in $N$, and note that

$$
K:=\sup \left\{\left|R\left(\rho, \sigma, \tau / \mu^{2}, \mu\right)\right|+\left|S\left(\rho, \sigma, \tau / \mu^{2}, \mu\right)\right|:(\rho, \sigma, \tau) \in N, 0<\mu^{2}<\frac{\Omega}{2 \pi m}\right\}
$$

is finite - the functions $R$ and $S$ are the perturbation terms of the system $E^{\epsilon, \mu}$ in display (7.3).

Choose $r>0$ sufficiently small so that, for $T_{0} \leq T<T_{0}+1$,

$$
\begin{equation*}
\left|d_{21} \xi+d_{22}\right|>\frac{2}{3} M_{0}, \quad\left|\operatorname{det} D-\operatorname{det} \Psi^{0}(T, q)\right|<\frac{1}{8} M_{0}^{2} \tag{8.27}
\end{equation*}
$$

whenever $\xi$, a real number, $D$, a $2 \times 2$ real matrix, and $q \in \mathbb{S}^{1}$ are such that

$$
\left|\xi-h_{\sigma}^{0}(q)\right|<r, \quad\left|D-\Psi^{0}(T, q)\right|<r
$$

The existence of $r$ with the required properties follows from the continuity of the map $(u, v, w) \mapsto|u v+w|$, the continuity of the determinant function, and the compactness of $\mathbb{S}^{1}$.

If we choose $\mu>0$ so small that $0<\mu^{2}<\Omega / 2 \pi m$ and $C_{0} K \mu<r_{0}$, then, by Proposition 6.2,

$$
\begin{equation*}
\left|h^{\epsilon}-h^{0}\right|_{C^{0}}<C_{0} K \epsilon \tag{8.28}
\end{equation*}
$$

as long as $\left|h^{\epsilon}-h^{0}\right|_{C^{0}}<r_{0}$. Thus, we have that the inequality (8.28) holds for $0 \leq \epsilon<\epsilon_{*}$. Also, by an application of the Gronwall estimate (8.16) applied to the solutions $\gamma^{\epsilon}(-s, p)$ and $\gamma^{0}(-s, p)$ defined in display (8.4), we find that there is a constant $C_{1}>0$ such that

$$
\left|h^{\epsilon}\left(q^{\epsilon}\right)-h^{0}\left(q^{0}\right)\right|+\left|q^{\epsilon}-q^{0}\right| \leq C_{1}\left(\left|h^{\epsilon}(p)-h^{0}(p)\right|+\epsilon\right)
$$

In view of the estimate in display (8.28), we conclude that there is a constant $C_{2}>0$ such that $\left|q^{\epsilon}-q^{0}\right| \leq C_{2} \epsilon$. By an application of the estimate (8.16) to the solutions $s \mapsto \Psi^{\epsilon}\left(s, q^{\epsilon}\right)$ and $s \mapsto \Psi^{0}\left(s, q^{0}\right)$ of the variational equation, we have, for some $C_{3}>0$, the inequality

$$
\left|\Psi^{\epsilon}\left(T, q^{\epsilon}\right)-\Psi^{0}\left(T, q^{0}\right)\right| \leq C_{3}\left(\left|q^{\epsilon}-q\right|+\epsilon\right)
$$

To obtain the estimates in the statement of the lemma, we will first prove the following claim.

Claim. There exists a constant $C>0$ such that, for $0 \leq \epsilon<\epsilon_{*}$, if $\left|h_{\sigma}^{\epsilon}-h_{\sigma}^{0}\right|_{C^{0}} \leq r$, then $\left|h_{\sigma}^{\epsilon}-h_{\sigma}^{0}\right|_{C^{0}} \leq C \epsilon$.

Proof of claim. Fix $p \in \mathbb{S}^{1}$, and let $q^{\epsilon}$ be as in (8.26). Using this notation and the identity (8.25), we have

$$
\begin{aligned}
\left|h_{\sigma}^{\epsilon}(p)-h_{\sigma}^{0}(p)\right| \leq & \left|\frac{\psi_{11}^{\epsilon}\left(T, q^{\epsilon}\right) h_{\sigma}^{\epsilon}\left(q^{\epsilon}\right)+\psi_{12}^{\epsilon}\left(T, q^{\epsilon}\right)}{\psi_{21}^{\epsilon}\left(T, q^{\epsilon}\right) h_{\sigma}^{\epsilon}\left(q^{\epsilon}\right)+\psi_{22}^{\epsilon}\left(T, q^{\epsilon}\right)}-\frac{\psi_{11}^{\epsilon}\left(T, q^{\epsilon}\right) h_{\sigma}^{0}\left(q^{\epsilon}\right)+\psi_{12}^{\epsilon}\left(T, q^{\epsilon}\right)}{\psi_{21}^{\epsilon}\left(T, q^{\epsilon}\right) h_{\sigma}^{0}\left(q^{\epsilon}\right)+\psi_{22}^{\epsilon}\left(T, q^{\epsilon}\right)}\right| \\
& +\left|\frac{\psi_{11}^{\epsilon}\left(T, q^{\epsilon}\right) h_{\sigma}^{0}\left(q^{\epsilon}\right)+\psi_{12}^{\epsilon}\left(T, q^{\epsilon}\right)}{\psi_{21}^{\epsilon}\left(T, q^{\epsilon}\right) h_{\sigma}^{0}\left(q^{\epsilon}\right)+\psi_{22}^{\epsilon}\left(T, q^{\epsilon}\right)}-\frac{\psi_{11}^{0}\left(T, q^{0}\right) h_{\sigma}^{0}\left(q^{0}\right)+\psi_{12}^{0}\left(T, q^{0}\right)}{\psi_{21}^{0}\left(T, q^{0}\right) h_{\sigma}^{0}\left(q^{0}\right)+\psi_{22}^{0}\left(T, q^{0}\right)}\right| \\
:= & I+I I .
\end{aligned}
$$

To estimate the quantities $I$ and $I I$, let us consider, for real numbers $\xi$ and $2 \times 2$ matrices $D=\left(d_{i j}\right)$, the function $u: \mathbb{R} \times \mathbb{R}^{4} \rightarrow \mathbb{R}$ defined by

$$
u(\xi, D)=\frac{d_{11} \xi+d_{12}}{d_{21} \xi+d_{22}}
$$

Using this function, we have

$$
\begin{aligned}
I & =\left|u\left(y, \Psi^{\epsilon}\left(T, q^{\epsilon}\right)\right)-u\left(x, \Psi^{\epsilon}\left(T, q^{\epsilon}\right)\right)\right| \\
I I & =\left|u\left(x, \Psi^{\epsilon}\left(T, q^{\epsilon}\right)\right)-u\left(z, \Psi^{0}\left(T, q^{0}\right)\right)\right|
\end{aligned}
$$

where $x:=h_{\sigma}^{0}\left(q^{\epsilon}\right), y:=h_{\sigma}^{\epsilon}\left(q^{\epsilon}\right)$, and $z:=h_{\sigma}^{0}(q)$.
To estimate $I$, apply the mean value theorem to the function $\xi \mapsto u(\xi, D)$ and use the fact that

$$
u_{\xi}(\xi, D)=\frac{\operatorname{det} D}{d_{21} \xi+d_{22}}
$$

to obtain the inequality

$$
I \leq\left|\frac{\operatorname{det} \Psi^{\epsilon}\left(T, q^{\epsilon}\right)}{\psi_{21}^{\epsilon}\left(T, q^{\epsilon}\right) \xi+\psi_{22}^{\epsilon}\left(T, q^{\epsilon}\right)}\right|\left|h_{\sigma}^{\epsilon}\left(q^{\epsilon}\right)-h_{\sigma}^{0}\left(q^{\epsilon}\right)\right|
$$

for some $\xi$ between $h_{\sigma}^{\epsilon}\left(q^{\epsilon}\right)$ and $h_{\sigma}^{0}\left(q^{\epsilon}\right)$. Let us note that $\left|\xi-h_{\sigma}^{0}\left(q^{\epsilon}\right)\right|<r$. Also, if $\mu>0$ is sufficiently small, then $\left|\Psi^{\epsilon}\left(T, q^{\epsilon}\right)-\Psi^{0}\left(T, q^{0}\right)\right|_{C^{0}}<r$. Thus, if we use the inequalities (8.27) together with a triangle law estimate for the term containing the determinant, then we find that $I \leq \lambda\left|h_{\sigma}^{\epsilon}-h_{\sigma}^{0}\right|_{C^{0}}$ for $\lambda=27 / 32<1$.

To estimate $I I$, let us note that the function $u$ is Lipschitz on the set

$$
\left\{(\xi, D): \xi=h_{\sigma}^{0}(q), D=\Psi^{\epsilon}(T, q), q \in \mathbb{S}^{1}, 0 \leq \epsilon<\epsilon^{*}\right\}
$$

In particular, there is a constant $L_{1}>0$ such that

$$
I I \leq L_{1}\left(\left|h_{\sigma}^{0}\left(q^{\epsilon}\right)-h_{\sigma}^{0}\left(q^{0}\right)\right|+\left|\Psi^{\epsilon}\left(T, q^{\epsilon}\right)-\Psi^{0}\left(T, q^{0}\right)\right|\right)
$$

Using the fact that $h^{0}$ is Lipschitz on $\mathbb{S}^{1}$, we conclude that there exist constants $L>0$ and $C_{4}>0$ such that

$$
I I \leq L\left(\left|q^{\epsilon}-q^{0}\right|+\left|\Psi^{\epsilon}\left(T, q^{\epsilon}\right)-\Psi^{0}\left(T, q^{0}\right)\right|\right) \leq C_{4} \epsilon
$$

Thus,

$$
\left|h_{\sigma}^{\epsilon}(p)-h_{\sigma}^{0}(p)\right| \leq C_{4} \epsilon+\lambda\left|h_{\sigma}^{\epsilon}(q)-h_{\sigma}^{0}(q)\right| \leq C_{4} \epsilon+\lambda\left|h_{\sigma}^{\epsilon}-h_{\sigma}^{0}\right|_{C^{0}}
$$

and, as a result,

$$
\left|h_{\sigma}^{\epsilon}-h_{\sigma}^{0}\right|_{C^{0}} \leq \frac{C_{4}}{1-\lambda} \epsilon
$$

This completes the proof of the claim.
In addition to the restrictions on the size of $\mu$ already made, let us also require that $\mu<r / C$, where $C$ is the constant appearing in the claim. Define

$$
\epsilon_{0}=\sup \left\{\epsilon^{\prime}: 0 \leq \epsilon^{\prime}<\epsilon_{*},\left|h_{\sigma}^{\epsilon}-h_{\sigma}^{0}\right|_{C^{0}} \leq r \text { for } \epsilon \in\left[0, \epsilon^{\prime}\right]\right\}
$$

We will show that $\epsilon_{0}=\epsilon_{*}$. Suppose not, then $\epsilon_{0}<\epsilon_{*}$. For $\epsilon<\epsilon_{0},\left|h_{\sigma}^{\epsilon}-h_{\sigma}^{0}\right|_{C^{0}} \leq r$ and, hence, $\left|h_{\sigma}^{\epsilon}-h_{\sigma}^{0}\right|_{C^{0}} \leq C \epsilon$ by the claim. Since $\epsilon_{0}<\epsilon_{*}$, the graph of $h^{\epsilon_{0}}$ is normally hyperbolic by the definition of $\epsilon_{*}$. Passing to the limit as $\epsilon \rightarrow \epsilon_{0}$, we have $\left|h_{\sigma}^{\epsilon_{0}}-h_{\sigma}^{0}\right|_{C^{0}} \leq C \epsilon_{0}<r$. This contradicts the fact that $\epsilon_{0}$ is the supremum; hence $\epsilon_{0}=\epsilon_{*}$. Now, by the claim, we conclude that $\left|h_{\sigma}^{\epsilon}-h_{\sigma}^{0}\right|_{C^{0}} \leq C \epsilon$ for $0 \leq \epsilon<\epsilon_{*}$.

Let us now estimate $h_{\tau}^{\epsilon}$. Note first that the invariance of the graph of the function $h^{\epsilon}$ is equivalent to the identities

$$
\begin{align*}
h_{\sigma}^{\epsilon} \sigma^{\prime}+h_{\tau}^{\epsilon} & =f\left(h^{\epsilon}, \sigma\right)+\epsilon R\left(h^{\epsilon}, \sigma, \tau / \mu^{2}, \mu\right) \\
\sigma^{\prime} & =g\left(h^{\epsilon}, \sigma\right)+\epsilon S\left(h^{\epsilon}, \sigma, \tau / \mu^{2}, \mu\right) \tag{8.29}
\end{align*}
$$

If we suppose that $h^{\epsilon}(\sigma, \tau)=h^{0}(\sigma)+\epsilon H(\sigma, \tau, \epsilon)$ and substitute this expression into the relation (8.29), then we obtain the equation

$$
\begin{aligned}
\left(g\left(h^{0}+\epsilon H, \sigma\right)\right. & \left.+\epsilon S\left(h^{0}+\epsilon H, \sigma, \tau / \mu^{2}, \mu\right)\right) H_{\sigma}+H_{\tau} \\
& =\frac{1}{\epsilon}\left(f\left(h^{0}+\epsilon H, \sigma\right)-h_{\sigma}^{0} g\left(h^{0}+\epsilon H, \sigma\right)\right)-h_{\sigma}^{0} S+R
\end{aligned}
$$

Finally, using the estimate

$$
\left|H_{\sigma}\right|_{C^{0}}=\frac{1}{\epsilon}\left|h_{\sigma}^{\epsilon}-h_{\sigma}^{0}\right|_{C^{0}} \leq C_{1}
$$

and the relation $f\left(h^{0}, \sigma\right)=h_{\sigma}^{0} g\left(h^{0}, \sigma\right)$, we conclude that there is a constant $C>0$, that is independent of $\epsilon$, such that $\left|H_{\tau}\right|_{C^{0}} \leq C$; that is, $\left|h_{\tau}^{\epsilon}\right|_{C^{0}} \leq C \epsilon$.

Let us note that we will eventually have to verify estimates as in display (8.11). As a step in this direction, let us first consider $\lambda_{3}$ and note, from the formula (8.15), that the growth estimate requires an asymptotic estimate of the norm of $X_{2}(s)$. By the definition of $X_{2}(s)$, it is clear that this norm estimate is determined by the behavior of the function $s \mapsto y^{\epsilon}(s, q)$ defined in display (8.8). To determine this behavior, we must estimate the integral

$$
\begin{equation*}
\int_{0}^{s}\left(G_{\rho} h_{\sigma}^{\epsilon}+G_{\sigma}\right) d t \tag{8.30}
\end{equation*}
$$

The precise integral estimate that we will require is the content of the next lemma.
Lemma 8.4. If, for all $s \geq 0$, the function $s \mapsto G\left(h^{\epsilon}(\sigma(s), \tau(s)), \sigma(s), \tau(s), \epsilon\right)$ has no zeros, and if $\mu>0$ is sufficiently small, then there is a constant $C>0$ such that

$$
y^{\epsilon}(s, q)=\exp \left(\int_{0}^{s}\left(G_{\rho} h_{\sigma}^{\epsilon}+G_{\sigma}\right) d t\right) \geq e^{-C} e^{-C \epsilon s}
$$

Proof. Note that

$$
\begin{aligned}
\frac{d}{d s} \ln \left|G\left(h^{\epsilon}(\sigma(s), \tau(s)), \sigma(s), \tau(s), \epsilon\right)\right| & =\frac{1}{G}\left(G_{\rho} h_{\sigma}^{\epsilon} \sigma^{\prime}+G_{\rho} h_{\tau}^{\epsilon}+G_{\sigma} \sigma^{\prime}+G_{\tau}\right) \\
& =G_{\rho} h_{\sigma}^{\epsilon}+G_{\sigma}+\frac{G_{\rho} h_{\tau}^{\epsilon}}{G}+\frac{G_{\tau}}{G}
\end{aligned}
$$

After integration over the interval $[0, s]$ and a rearrangement, we obtain the identity

$$
\begin{align*}
\int_{0}^{s}\left(G_{\rho} h_{\sigma}^{\epsilon}+G_{\sigma}\right) d t=\ln \mid & \left.\frac{G\left(h^{\epsilon}(\sigma(s), \tau(s)), \sigma(s), \tau(s), \epsilon\right)}{G\left(h^{\epsilon}(\sigma(0), \tau(0)), \sigma(0), \tau(0), \epsilon\right)} \right\rvert\, \\
& -\int_{0}^{s} \frac{G_{\rho} h_{\tau}^{\epsilon}}{G} d t-\int_{0}^{s} \frac{G_{\tau}}{G} d t \tag{8.31}
\end{align*}
$$

Recall the definition (8.1) of $G$, and note that

$$
\begin{aligned}
\frac{d}{d s}\left(\frac{S}{G}\right)= & \frac{S_{\rho} h_{\sigma}^{\epsilon} \sigma^{\prime}+S_{\rho} h_{\tau}^{\epsilon}+S_{\sigma} \sigma^{\prime}+\frac{1}{\mu^{2}} S_{\tau}}{G} \\
& -\frac{S\left(G_{\rho} h_{\sigma}^{\epsilon} \sigma^{\prime}+G_{\rho} h_{\tau}^{\epsilon}+G_{\sigma} \sigma^{\prime}+\frac{\epsilon}{\mu^{2}} S_{\tau}\right)}{G^{2}}
\end{aligned}
$$

Using this identity and an easy computation, we find that

$$
\begin{aligned}
\int_{0}^{s} \frac{G_{\tau}}{G} d t= & \frac{\epsilon}{\mu^{2}} \\
= & \int_{0}^{s} \frac{S_{\tau}}{G} d t \\
= & \epsilon\left(\frac{S\left(h^{\epsilon}(\sigma(s), \tau(s)), \sigma(s), \tau(s), \epsilon\right)}{G\left(h^{\epsilon}(\sigma(s), \tau(s)), \sigma(s), \tau(s), \epsilon\right)}-\frac{S\left(h^{\epsilon}(\sigma(0), \tau(0)), \sigma(0), \tau(0), \epsilon\right)}{G\left(h^{\epsilon}(\sigma(0), \tau(0)), \sigma(0), \tau(0), \epsilon\right)}\right) \\
& \quad-\epsilon \int_{0}^{s} \frac{S_{\rho} h_{\sigma}^{\epsilon} G+S_{\rho} h_{\tau}^{\epsilon}+S_{\sigma} G}{G} d t \\
& \quad+\epsilon \int_{0}^{s} \frac{S G_{\rho} h_{\sigma}^{\epsilon} G+S G_{\rho} h_{\tau}^{\epsilon}+S G_{\sigma} G}{G^{2}} d t+\frac{\epsilon^{2}}{\mu^{2}} \int_{0}^{s} \frac{S S_{\tau}}{G^{2}} d \tau .
\end{aligned}
$$

Note that, because their integrands are bounded, all terms except the last one on the right-hand side of the final equality of display (8.32) are $O(\epsilon)$. To estimate the last term, let us differentiate the function $S^{2} / G^{2}$ with respect to $s$, and rearrange the resulting identity, to obtain the following expression:

$$
\begin{aligned}
\frac{S S_{\tau}}{G^{2}}= & \frac{\mu^{2}}{2} \frac{d}{d s}\left(\frac{S^{2}}{G^{2}}\right)-\mu^{2} S \frac{S_{\rho} h_{\sigma}^{\epsilon} G+S_{\rho} h_{\tau}^{\epsilon}+S_{\sigma} G}{G^{2}} \\
& +\mu^{2} S^{2} \frac{G_{\rho} h_{\sigma}^{\epsilon} G+G_{\rho} h_{\tau}^{\epsilon}+G_{\sigma} G}{G^{3}}+\epsilon S^{2} \frac{S_{\tau}}{G^{3}}
\end{aligned}
$$

If we integrate both sides of the last identity over the interval $[0, s]$, then all the integrands are bounded. In view of this fact and the inequality $\epsilon \leq \mu$, it follows that

$$
\frac{\epsilon^{2}}{\mu^{2}} \int_{0}^{s} \frac{S S_{\tau}}{G^{2}} d t=s O(\epsilon)
$$

To estimate the term

$$
\int_{0}^{s} \frac{G_{\rho} h_{\tau}^{\epsilon}}{G} d t
$$

that appears in the expression (8.31) for the integral

$$
\int_{0}^{s}\left(G_{\rho} h_{\sigma}^{\epsilon}+G_{\sigma}\right) d t
$$

use the inequality $\left|h_{\tau}^{\epsilon}\right|_{C^{0}} \leq C \epsilon$ obtained in Lemma 8.3.
In summary, we have $\left|\int_{0}^{s}\left(G_{\rho} h_{\sigma}^{\epsilon}+G_{\sigma}\right) d t\right| \leq C_{1}+C_{2} \epsilon s$ for some constants $C_{1}>0$ and $C_{2}>0$ both independent of $\epsilon$.

Lemma 8.5. With the hypotheses of Lemma 8.3, if $\mu>0$ is sufficiently small, then there is a constant $C>0$ such that $\left|h_{\sigma \sigma}^{\epsilon}\right|_{C^{0}} \leq C$.

Proof. The proof of the lemma is similar to the proof of Lemma 8.3.

Recall that $h_{\sigma}^{\epsilon}$ satisfies the "fixed point equation" in display (8.23), and choose $\mu>0$ sufficiently small so that $T(\mu)$ is as in the proof of Lemma 8.3. If we set $p=\sigma\left(T, q^{\epsilon}\right)$ and $s=T$, then we have the identity

$$
\begin{equation*}
h_{\sigma}^{\epsilon}(p)=\frac{\psi_{11}^{\epsilon}\left(T, q^{\epsilon}\right) h_{\sigma}^{\epsilon}\left(q^{\epsilon}\right)+\psi_{12}^{\epsilon}\left(T, q^{\epsilon}\right)}{\psi_{21}^{\epsilon}\left(T, q^{\epsilon}\right) h_{\sigma}^{\epsilon}\left(q^{\epsilon}\right)+\psi_{22}^{\epsilon}\left(T, q^{\epsilon}\right)} . \tag{8.33}
\end{equation*}
$$

By a direct computation of the derivative of both sides of (8.33) with respect to $p$, we obtain

$$
\begin{align*}
h_{\sigma \sigma}^{\epsilon}(p)= & \frac{\frac{d q^{\epsilon}}{d p}}{\left(\psi_{21}^{\epsilon} h_{\sigma}^{\epsilon}\left(q^{\epsilon}\right)+\psi_{22}^{\epsilon}\right)^{2}}\left(\left(\psi_{21}^{\epsilon} \frac{d}{d q} \psi_{11}^{\epsilon}-\psi_{11}^{\epsilon} \frac{d}{d q} \psi_{21}^{\epsilon}\right)\left(h_{\sigma}^{\epsilon}\left(q^{\epsilon}\right)\right)^{2}\right. \\
& +\left(\psi_{22}^{\epsilon} \frac{d}{d q} \psi_{11}^{\epsilon}-\psi_{12}^{\epsilon} \frac{d}{d q} \psi_{21}^{\epsilon}+\psi_{21}^{\epsilon} \frac{d}{d q} \psi_{12}^{\epsilon}-\psi_{11}^{\epsilon} \frac{d}{d q} \psi_{22}^{\epsilon}\right) h_{\sigma}^{\epsilon}\left(q^{\epsilon}\right) \\
& \left.+\left(\psi_{11}^{\epsilon} \psi_{22}^{\epsilon}-\psi_{12}^{\epsilon} \psi_{21}^{\epsilon}\right) h_{\sigma \sigma}^{\epsilon}\left(q^{\epsilon}\right)+\psi_{22}^{\epsilon} \frac{d}{d q} \psi_{12}^{\epsilon}-\psi_{12}^{\epsilon} \frac{d}{d q} \psi_{22}^{\epsilon}\right) \tag{8.34}
\end{align*}
$$

where the functions $\psi_{i j}^{\epsilon}, i, j=1,2$, on the right-hand side of the equality are evaluated at $\left(T, q^{\epsilon}\right)$.

Using the identity $p=\sigma^{\epsilon}\left(T, q^{\epsilon}\right)$ and differentiating with respect to $p$, we have that $d q^{\epsilon} / d p=1 / \sigma_{q}^{\epsilon}\left(T, q^{\epsilon}\right)$. Moreover, using the solution (8.4) and Proposition 8.1, it is not difficult to see that $\sigma_{q}^{\epsilon}(T, q)=y^{\epsilon}(T, q)$, where, $y^{\epsilon}$ is defined in Proposition 8.1. If $\mu>0$ is sufficiently small so that $h_{\sigma}^{\epsilon}$ is sufficiently close to $h_{\sigma}^{0}$, the matrix $\Psi^{\epsilon}(T, \cdot)$ is sufficiently close to $\Psi^{0}\left(T_{0}, \cdot\right)$, and the partial derivative $\Psi_{q}^{\epsilon}$ is uniformly bounded, then, for all $q$ and all $T=T(\mu)$, we have

$$
\left|\operatorname{det} \Psi^{\epsilon}(T, q)\right|<\frac{1}{4} M_{0}^{2}, \quad\left|\left(\psi_{21}^{\epsilon}(T, q) h_{\sigma}^{\epsilon}(q)+\psi_{22}^{\epsilon}(T, q)\right)^{2}\right|>\frac{1}{3} M_{0}
$$

where $M_{0}>0$ is the constant appearing in Lemma 8.3. Thus, using Lemma 8.4, the absolute value of the coefficient

$$
\begin{equation*}
\frac{\frac{d q^{\epsilon}}{d p}}{\left(\psi_{21}^{\epsilon} h_{\sigma}^{\epsilon}\left(q^{\epsilon}\right)+\psi_{22}^{\epsilon}\right)^{2}}\left(\psi_{11}^{\epsilon} \psi_{22}^{\epsilon}-\psi_{12}^{\epsilon} \psi_{21}^{\epsilon}\right) \tag{8.35}
\end{equation*}
$$

will be uniformly bounded less than one.
To estimate the supremum of $h_{\sigma \sigma}$, we proceed in the following order: We take the absolute value of each side of (8.34), apply the triangle law to the right-hand side, take the supremum of the right-hand side over $q^{\epsilon}$, take the supremum of the left-hand side over $p$, move the term containing the norm of $h_{\sigma \sigma}$ on the right-hand side to the left-hand side, collect terms, and then divide both sides by the coefficient of the norm of $h_{\sigma \sigma}$. This coefficient is not zero because of the uniform bound on the absolute value of the quantity in display (8.35). Thus, we obtain a uniform bound on the norm of $h_{\sigma \sigma}$.
9. Proof of Lemma 7.3. If $\mu>0$ is chosen as in Lemma 8.3 and $\epsilon_{*}>0$ is such that, for $0 \leq \epsilon<\epsilon_{*}$, the system $E^{\epsilon, \mu}$ has a $k$-normally hyperbolic invariant manifold, $k \geq 2$, that is the graph of a $C^{k}$ function $h^{\epsilon}$ of the angular variables, then, by Lemmas 8.3 and 8.5, the subset $\mathcal{S}:=\left\{h^{\epsilon}: 0 \leq \epsilon<\epsilon_{*}\right\}$ in the space of $C^{2}$ functions of the angular variables is uniformly bounded. As a result, the set $\mathcal{S}$ is equicontinuous in the $C^{1}$ norm. By Arzela's theorem, if we choose a sequence of real
numbers increasing to the limit $\epsilon_{*}$, then we can extract a subsequence $\left\{\epsilon_{k}\right\}$ such that the corresponding sequence $\left\{h^{\epsilon_{k}}\right\}$ converges to a $C^{1}$ function $h^{\epsilon_{*}}$. An easy argument, as in Lemma 5.3, shows that the graph of $h^{\epsilon_{*}}$ is invariant under the flow of $E^{\epsilon_{*}, \mu}$, as required.
10. Proof of Lemma 7.4. If $\mu>0$ is chosen as in Lemma 8.3, the number $\epsilon_{*}>0$ is such that, for $0 \leq \epsilon<\epsilon_{*}$, the system $E^{\epsilon, \mu}$ has a $k$-normally hyperbolic invariant manifold that is the graph of a $C^{k}$ function $h^{\epsilon}$ of the angular variables, and if $E^{\epsilon_{*}, \mu}$ has a $C^{1}$ invariant manifold $M\left(\epsilon_{*}, \mu\right)$ given as the graph of the function $h^{\epsilon_{*}}$ of the angular variables, then we must show that $M\left(\epsilon_{*}, \mu\right)$ has a continuous invariant normal bundle.

It suffices to construct a normal bundle over the curve

$$
\begin{equation*}
q \mapsto\left(h^{\epsilon_{*}}(q, 0), q, 0\right) \tag{10.1}
\end{equation*}
$$

that is invariant with respect to some iterate of the stroboscopic linearized Poincaré map; that is, the map given by moving a point on the slice $\{(\rho, \sigma, \tau): \tau=0\}$ forward by the flow to time $2 \pi m \mu^{2} / \Omega$. To prove this reduction, note that the linearized Poincaré map is two-dimensional at each point and that the tangent line to the invariant torus is invariant under the map. Also, for a two-dimensional linear map with an invariant line, if an iterate of the map has two distinct invariant lines, then so does the map. Finally, if there is a normal bundle over the curve, then a normal bundle over the torus is constructed by moving the vectors in the given normal bundle forward by the linearized flow.

We will construct a normal bundle over the curve (10.1). For this, let us consider the function space

$$
\Gamma:=\left\{\alpha: \mathbb{S}^{1} \rightarrow \mathbb{R}: \alpha \in C^{0}\right\}
$$

Also, for $\alpha \in \Gamma$, let us define a vector at the point $\left(h^{\epsilon_{*}}(q, 0), q, 0\right)$ as follows:

$$
X_{0}(q):=\alpha(q) X_{2}(q)+X_{2}(q)^{\perp}
$$

where $X_{2}(q):=\mathcal{X}_{2}\left(h^{\epsilon_{*}}(q, 0), q, 0\right)$. We will show that there is some choice for $\alpha \in \Gamma$ so that $X_{0}$ generates an invariant normal bundle over the curve (10.1).

If $n$ is an integer, $T:=2 \pi m n \mu^{2} / \Omega$, and $p=\sigma^{\epsilon_{*}}(T, q)$, then $X_{0}$ generates an invariant bundle if and only if

$$
\begin{equation*}
\lambda^{\epsilon_{*}}(T, q) X_{0}(p)=\left(\alpha(q)+a^{\epsilon_{*}}(T, q)\right) X_{2}(p)+b^{\epsilon_{*}}(T, q) X_{2}(p)^{\perp} \tag{10.2}
\end{equation*}
$$

where $\lambda^{\epsilon_{*}}, a^{\epsilon_{*}}$, and $b^{\epsilon_{*}}$ are defined in subsection 8.2 for the system corresponding to $\epsilon_{*}$. Using these definitions, we find that (10.2) holds if and only if

$$
\alpha(p)=\frac{\alpha(q)+a^{\epsilon_{*}}(T, q)}{b^{\epsilon_{*}}(T, q)}
$$

Define $T<0$ analogous to the definition in display (8.24) with the property that, for $0 \leq \epsilon<\epsilon_{*}$, there is some $\eta$ such that

$$
b^{\epsilon}(T):=\sup \left\{b^{\epsilon}(T, q): q \in \mathbb{S}^{1}\right\}>\eta>1
$$

Passing to the limit as $\epsilon$ approaches $\epsilon_{*}$ from below and using the fact that $h^{\epsilon}$ converges to $h^{\epsilon_{*}}$, we find that

$$
b^{\epsilon_{*}}(T):=\sup \left\{b^{\epsilon_{*}}(T, q): q \in \mathbb{S}^{1}\right\} \geq \eta>1
$$

Also, let us define $\Lambda: \Gamma \rightarrow \Gamma$ by

$$
(\Lambda \alpha)(p)=\frac{\alpha(q)+a^{\epsilon_{*}}(T, q)}{b^{\epsilon_{*}}(T, q)}
$$

A fixed point of $\Lambda$ corresponds to the desired invariant normal bundle. But, by a simple computation, we have the inequality

$$
\left|\left(\Lambda \alpha_{2}\right)(p)-\left(\Lambda \alpha_{1}\right)(p)\right| \leq \frac{1}{\eta}\left|\alpha_{2}(q)-\alpha_{1}(q)\right|
$$

Thus, $\Lambda$ is a contraction on the complete metric space $\Gamma$ and $\Lambda$ has a unique fixed point, as required.
11. Proof of Lemma 7.5. We will show that the $C^{1}$ invariant manifold given as the graph of the function $h^{\epsilon_{*}}$ is $k$-normally hyperbolic under the assumption that this manifold has an invariant normal splitting. For this, we must verify the inequalities given in display (8.11).

Consider $\lambda_{3}(s)$, and recall formula (8.15). Let us suppose that a bounded neighborhood $N$ as in Proposition 6.2 is chosen, the invariant tori are given by the graphs of the functions $h^{\epsilon}$ of the angular variables, and $\mu>0$ is sufficiently small so that the invariant manifold given by $h^{\epsilon_{*}}$ is in $N$. Then, by Lemma 8.3 , the functions $h^{\epsilon}$ satisfy the inequality

$$
\begin{equation*}
\left|h^{\epsilon}-h^{0}\right|<C \epsilon \tag{11.1}
\end{equation*}
$$

for $0 \leq \epsilon \leq \epsilon_{*}$.
Let $s \rightarrow \gamma^{\epsilon_{*}}(s, q, \tau)=\left(h^{\epsilon_{*}}\left(\sigma^{\epsilon_{*}}(s, q, \tau), s+\tau\right), \sigma^{\epsilon_{*}}(s, q, \tau), s+\tau\right)$ be the solution of (7.3) corresponding to $\epsilon_{*}$ with the initial condition $\left(h^{\epsilon_{*}}(q, \tau), q, \tau\right)$, let $B$ be the system matrix of the linearization of system (7.3) along the solution $\gamma^{\epsilon}$, and note that

$$
\operatorname{tr} B\left(\gamma^{\epsilon_{*}}(t, q, \tau)\right)=f_{\rho}+g_{\sigma}+\epsilon\left(R_{\rho}+S_{\sigma}\right)
$$

Let $\omega$ be the minimal period of the periodic solution of the unperturbed system (7.2), let $(\bar{q}, \bar{\tau})$ be an arbitrary choice of the angular variables, and define

$$
b:=\int_{0}^{\omega} \operatorname{tr} B\left(\gamma^{0}(s, \bar{q}, \bar{\tau})\right) d s
$$

The quantity $b$ is a Floquet exponent of the periodic orbit that is independent of the choice of the angular variables. By an application of Gronwall's inequality (8.16), there is a constant $C_{1}>0$ such that, for $0 \leq s \leq \omega$,

$$
\left|\gamma^{\epsilon_{*}}(s, \bar{q}, \bar{\tau})-\gamma^{0}(s, \bar{q}, \bar{\tau})\right| \leq C_{1} \epsilon_{*}
$$

Hence, there is a constant $C_{2}>0$ such that

$$
\left|\operatorname{tr} B\left(\gamma^{\epsilon_{*}}(s, \bar{q}, \bar{\tau})\right)-\operatorname{tr} B\left(\gamma^{0}(s, \bar{q}, \bar{\tau})\right)\right| \leq C_{2} \epsilon_{*}
$$

and

$$
\int_{0}^{\omega} \operatorname{tr} B\left(\gamma^{\epsilon_{*}}(s, \bar{q}, \bar{\tau})\right) d s \leq \int_{0}^{\omega} \operatorname{tr} B\left(\gamma^{0}(s, \bar{q}, \bar{\tau})\right) d s+C_{2} \epsilon_{*} \omega=b+C_{2} \epsilon_{*} \omega
$$

An arbitrary $s \geq 0$ can be expressed in the form $s=\ell \omega+r$ with $0 \leq r<\omega$. Also, for $k=1,2, \ldots, \ell$, let us define

$$
q_{k}:=\sigma^{\epsilon_{*}}(k \omega, q, \tau), \quad \tau_{k}:=k \omega+\tau
$$

There are constants $C_{3}>0$ and $C_{4}>0$ such that

$$
\begin{aligned}
\int_{0}^{s} \operatorname{tr} B\left(\gamma^{\epsilon_{*}}(t, q, \tau)\right) d t= & \sum_{k=0}^{\ell-1} \int_{k \omega}^{(k+1) \omega} \operatorname{tr} B\left(\gamma^{\epsilon_{*}}(t, q, \tau)\right) d t \\
& +\int_{\ell \omega}^{\ell \omega+r} \operatorname{tr} B\left(\gamma^{\epsilon_{*}}(t, q, \tau)\right) d t \\
= & \sum_{k=0}^{\ell-1} \int_{0}^{\omega} \operatorname{tr} B\left(\gamma^{\epsilon_{*}}\left(t, q_{k}, \tau_{k}\right)\right) d t \\
& \quad+\int_{0}^{r} \operatorname{tr} B\left(\gamma^{\epsilon_{*}}\left(t, q_{\ell}, \tau_{\ell}\right)\right) d t \\
\leq & \ell\left(b+C_{2} \epsilon_{*} \omega\right)+C_{3} \leq\left(\frac{b}{\omega}+C_{2} \epsilon_{*}\right) s+C_{4}
\end{aligned}
$$

By Proposition 8.1 and Lemma 8.4, there are constants $C_{5}>0$ and $C_{6}>0$ such that

$$
\begin{equation*}
\left|X_{2}(s)\right| \geq C_{6} e^{-\mu C_{5} s} \tag{11.2}
\end{equation*}
$$

Also, by Lemma 7.4, the function $\alpha$ corresponding to the normal splitting at $\epsilon_{*}$ is bounded as a periodic function over the invariant manifold.

Taking the above estimates into account and using formula (8.15), there is a constant $c>0$ such that $\lambda_{3}(s) \leq c e^{\left(\frac{b}{\omega}+c \mu\right) s}$. If, in addition, $\mu>0$ is sufficiently small, then $-\beta:=\frac{b}{\omega}+c \mu<0$, and we have the desired estimate:

$$
\begin{equation*}
\lambda_{3}(s) \leq c e^{-\beta s} \tag{11.3}
\end{equation*}
$$

for all $s \geq 0$.
The function $\left|X_{1}(s)\right|$ is uniformly bounded below, in fact $\left|X_{1}(s)\right| \geq 1$. Thus, if $k$ is a positive integer, then using the estimate (11.3), there is some $c_{1}>0$ such that

$$
\frac{\lambda_{3}(s)}{\lambda_{1}^{k}(s)} \leq c_{1} e^{-\beta s}
$$

Using the estimates (11.2) and (11.3), we have that

$$
\frac{\lambda_{3}(s)}{\lambda_{1}^{k}(s)} \leq \frac{c_{1}}{C_{6}^{k}} e^{-s\left(\beta-\mu k c_{1}\right)}
$$

Thus, if $\mu>0$ is sufficiently small, there are constants $c_{2}>0$ and $\beta_{1}>0$ such that

$$
\frac{\lambda_{3}(s)}{\lambda_{2}^{k}(s)} \leq c_{2} e^{-\beta_{1} s}
$$

Finally, using the general smoothness result in [7], it follows that the $C^{1}$ manifold given as the graph of $h^{\epsilon_{*}}$ with invariant splitting and with the hyperbolic estimates just proved is in fact a $C^{k}$ manifold, as required.
12. Appendix. In this appendix we will prove Propositions 6.1 and 6.2.

Proof of Proposition 6.1. We will construct a family of $C^{1}$ curves $S_{r}^{+}$and $S_{r}^{-}$, $r \in(0,1]$ for system (6.1) such that the following properties are satisfied:
(i) The curves $S_{r}^{+}$and $S_{r}^{-}$lie in the exterior and interior domains separated by $\Gamma$, respectively, and $S_{r}^{+}$(resp., $S_{r}^{-}$) together with $\Gamma$ encloses an annulus.
(ii) The curves $S_{r}^{+}$and $S_{r}^{-}$are transverse to the vector field $f$.
(iii) There is a constant $C_{0}>0$ that is independent of $r$ such that $\sup \{d(x, \Gamma)$ : $\left.x \in S_{r}^{ \pm}\right\} \leq C_{0} r$.
(iv) If $C_{f}^{ \pm}(r):=\min _{x \in S_{r}^{ \pm}}\{\langle f(x), n(x)\rangle\}$, where $n(x)$ is the inward (resp., outward) unit normal vector to $S_{r}^{+}$(resp., $S_{r}^{-}$) at $x \in S_{r}^{ \pm}$and the angle brackets denote the usual inner product, then $C_{f}^{ \pm}(r) \geq C_{1} r$ for some constant $C_{1}>0$ independent of $r$.

Let us assume for the moment that the above construction is possible and use it to complete the proof of the proposition.

For this, let $N \subset \mathbb{R}^{2}$ be the annulus such that $\partial N=S_{1}^{+} \cup S_{1}^{-}$. If $\|g\|_{C^{0}}$ is small enough, then there exists an $r_{0} \in(0,1]$ such that $\|g\|_{C^{0}}=C_{1} r_{0}$. Using this fact, we have, for $r>r_{0}$ and $x \in S_{r}^{ \pm}$, that

$$
\langle f(x)+g(x), n(x)\rangle \geq C_{f}^{ \pm}(r)-\|g\|_{C^{0}} \geq C_{1} r-C_{1} r_{0}>0
$$

Thus, for $r>r_{0}$, the set $S_{r}^{+} \cup S_{r}^{-}$encloses a positively invariant annulus for the system (6.2) in $\mathbb{R}^{2}$. It follows that $\bar{\Gamma}$ is contained in this domain, and, by the estimates given in (iii) and (iv), that $d(x, \Gamma) \leq C_{0} r_{0}=\frac{C_{0}}{C_{1}}\|g\|_{C^{0}}$ for every $x \in \bar{\Gamma}$, as required.

The proof will be completed by constructing a family of curves that satisfies properties (i)-(iv).

The constructions and the verifications of properties (i)-(iv) for the families $S_{r}^{+}$ and $S_{r}^{-}$are similar. We will give the proof for $S_{r}^{+}$only. Also, in the arguments to follow we will suppress the superscript "+."

## Step 1. Construction of $\boldsymbol{S}_{\boldsymbol{r}}$.

Since the periodic solution $\Gamma$ is asymptotically stable, there exists a neighborhood of $\Gamma$, contained in the stable manifold of $\Gamma$, with an invariant foliation with respect to the system (6.1) whose leaves are curves. Let $M^{s}(p)$ denote the leaf through the point $p \in \Gamma$. Also, let $t \mapsto x(t, \xi)$ denote the solution of the differential equation (6.1) with $x(0, \xi)=\xi$, and let $\Phi(t, \xi)$ denote the principal fundamental matrix solution at $t=0$ of the linearized system along this solution.

Fix a point $q_{1} \in M^{s}(p)$ that lies in the exterior domain separated by $\Gamma$, and let $q_{0}:=x\left(\omega, q_{1}\right)$ be the point where the solution through $q_{1}$ first returns to $M^{s}(p)$. Choose a smooth function $q:[0,1] \rightarrow M^{s}(p) \subset \mathbb{R}^{2}$ such that the derivative of $q$, including the left-hand and right-hand derivatives at the end points of its domain, does not vanish, and with the additional properties that $q(0)=q_{0}, q(1)=q_{1}$, and

$$
\begin{equation*}
\dot{q}\left(0^{+}\right)=\Phi\left(\omega, q_{1}\right) \dot{q}\left(1^{-}\right) . \tag{12.1}
\end{equation*}
$$

The last requirement can be met because, by the invariance of the foliation,

$$
\Phi\left(\omega, q_{1}\right) T_{q_{1}} M^{s}(p)=T_{q_{0}} M^{s}(p)
$$

Let $t:[0,1] \rightarrow[0, \omega]$ be the linear transformation given by $t(\lambda)=\lambda \omega$, and consider the curve $S$ defined parametrically by $\lambda \mapsto x(t(\lambda), q(\lambda))$. Let us note that $S$ is closed. Indeed, since $t(0)=0$ and $t(1)=\omega$, we have that $x(t(0), q(0))=x(t(1), q(1))=q_{0}$.

For each $\lambda \in(0,1)$, define $T(\lambda)$ to be the tangent vector to $S$ at the point $x(t(\lambda), q(\lambda))$ given by

$$
\begin{align*}
T(\lambda) & =\left.\frac{d}{d s} x(t(s), q(s))\right|_{s=\lambda}=\omega \dot{x}(t(\lambda), q(\lambda))+x_{\xi}(t(\lambda), q(\lambda)) \dot{q}(\lambda) \\
& =\omega f(x(t(\lambda), q(\lambda)))+\Phi(t(\lambda), q(\lambda)) \dot{q}(\lambda) \tag{12.2}
\end{align*}
$$

To check that $S$ is a $C^{1}$ curve, it suffices to show that $T\left(0^{+}\right)=T\left(1^{-}\right)$. But, this equality follows from the identities (12.1) and (12.2).

Let $\phi^{s}$ denote the flow associated with the system (6.1). The family of curves $S_{r}$, for $r \in(0,1]$, is defined as follows: $S_{r}:=\phi^{s}(S)$, where $s=(\omega / b) \ln r$.

Step 2. Verification of properties (i)-(iv) for $\boldsymbol{S}_{\boldsymbol{r}}$.
Property (i) is obvious from the construction.
To check property (ii), we will show first that the curve $S$ is transverse to the vector field given by $f$. Because the vector $\dot{q}(\lambda)$ is tangent to $M^{s}(p)$ at $q(\lambda)$, this vector is not parallel to the vector $f(q(\lambda))$. Using the fact that

$$
\Phi(t(\lambda), q(\lambda)) f(q(\lambda))=f(x(t(\lambda), q(\lambda)))
$$

it follows that the vectors $\Phi(t(\lambda), q(\lambda)) \dot{q}(\lambda)$ and $f(x(t(\lambda), q(\lambda)))$ are independent at $x(t(\lambda), q(\lambda))$. In view of this fact and the formula (12.2) for the vector $T(\lambda)$ tangent to $S$, it is clear that $f$ is everywhere transverse to $S$.

Next, for each point $Q \in S_{r}$, there exists a point $P \in S$ such that $\phi^{s}(P)=Q$. Therefore, $T_{Q} S_{r}=D \phi^{s}(P) T_{P} S$ and $f(Q)=D \phi^{s}(P) f(P)$. Since $T_{P} S$ is transverse to $f(P)$, we have that $T_{Q} S_{r}$ is transverse to $f(Q)$. This proves property (ii).

For the proof of property (iii), let us note that, due to the hyperbolicity of the orbit $\Gamma$, there exists some $C_{0}>0$ such that, for each point $x_{0} \in N$, we have $d\left(\phi^{s}\left(x_{0}\right), \Gamma\right) \leq$ $C_{0} e^{b s / \omega}$. Hence, for each $Q \in S_{r}$, if we take the point $P \in S$ such that $\phi^{s}(P)=Q$, then

$$
d(Q, \Gamma)=d\left(\phi^{s}(P), \Gamma\right) \leq C_{0} e^{\frac{b s}{\omega}}=C_{0} r
$$

and the constant $C_{0}$ depends only on the "size" of the neighborhood $N$.
Finally, let us prove property (iv). To this end, note that for each point $Q \in S_{r}$, there is a corresponding point $P \in S$ such that $Q=\phi^{s}(P)$ and some $\lambda$ such that $P=x(t(\lambda), q(\lambda))$. Also, with an abuse of notation, let $T(Q)$ denote the vector in $T_{Q} S_{r}$ given by $T(Q)=D \phi^{s}(P) T(\lambda)$, and define $n(Q)$ to be the inward unit normal vector to $S_{r}$ at $Q$.

Using the easily verified identity $\langle f(Q), n(Q)\rangle|T(Q)|=|f(Q) \times T(Q)|$, let us note that if $r \in(0,1]$, then

$$
C_{f}^{+}(r)=\min _{Q \in S_{r}}\left\{\frac{|f(Q) \times T(Q)|}{|T(Q)|}\right\}
$$

Also, recall formula (12.2), and note that

$$
\begin{aligned}
T(Q) & =D \phi^{s}(P) T(\lambda)=\omega \Phi(s, P) f(P)+\Phi(s, P) \Phi(t(\lambda), q(\lambda)) \dot{q}(\lambda) \\
& =\omega f(Q)+\Phi(s+t(\lambda), q(\lambda)) \dot{q}(\lambda)
\end{aligned}
$$

Moreover, we have that $|f(Q) \times T(Q)|=|f(Q) \times \Phi(s+t(\lambda), q(\lambda)) \dot{q}(\lambda)|$.

By an initial choice of the point $q_{1}$ sufficiently close to $p \in M^{s}(p)$, there is a number $K \geq 1$ such that

$$
\frac{1}{K} \exp \left(\int_{0}^{s+t(\lambda)} \operatorname{tr} A(\tau) d \tau\right) \leq|\Phi(s+t(\lambda), q(\lambda)) \dot{q}(\lambda)| \leq K \exp \left(\int_{0}^{s+t(\lambda)} \operatorname{tr} A(\tau) d \tau\right)
$$

where $A(t)=D f(x(t, p))$.
Let $v(Q)$ denote the unit tangent vector at $Q$ to the stable fiber through $Q$. Because $\Phi(s+t(\lambda), q(\lambda)) \dot{q}(\lambda)$ is tangent to the stable fiber through $Q$, we have that

$$
\begin{aligned}
|f(Q) \times T(Q)| & =|f(Q) \times \Phi(s+t(\lambda), q(\lambda)) \dot{q}(\lambda)| \\
& \geq \frac{1}{K}|f(Q) \times v(Q)| \exp \left(\int_{0}^{s+t(\lambda)} \operatorname{tr} A(\tau) d \tau\right)
\end{aligned}
$$

and there is a constant $C_{2}>0$ such that

$$
\begin{aligned}
|T(Q)| & \leq \omega|f(Q)|+|\Phi(s+t(\lambda), q(\lambda)) \dot{q}(\lambda)| \\
& \leq \omega|f(Q)|+K \exp \left(\int_{0}^{s+t(\lambda)} \operatorname{tr} A(\tau) d \tau\right) \\
& \leq \omega|f(Q)|+C_{2}
\end{aligned}
$$

Therefore, using the above estimates and the fact that the quantities $|f|$ and $\mid f(Q) \times$ $v(Q) \mid$ are bounded below over $N$, there is a constant $C_{3}>0$ such that

$$
\begin{aligned}
\frac{|f(Q) \times T(Q)|}{|T(Q)|} & \geq \frac{|f(Q) \times v(Q)|}{K\left(\omega|f(Q)|+C_{2}\right)} \exp \left(\int_{0}^{s+t(\lambda)} \operatorname{tr} A(\tau) d \tau\right) \\
& \geq C_{3} \exp \left(\int_{0}^{s} \operatorname{tr} A(\tau) d \tau\right)
\end{aligned}
$$

If $m$ is a nonnegative integer and $0 \leq \lambda<\omega$ is such that $s=m \omega+\lambda$, then there are constants $C_{1}>0$ and $C_{4}>0$ such that

$$
\begin{aligned}
C_{3} \exp \left(\int_{0}^{s} \operatorname{tr} A(\tau) d \tau\right) & =C_{3} \exp \left(\int_{0}^{m \omega+\lambda} \operatorname{tr} A(\tau) d \tau\right) \\
& \geq C_{4} \exp \left(\int_{0}^{m \omega} \operatorname{tr} A(\tau) d \tau\right) \\
& =C_{4} e^{b m}=C_{4} e^{\frac{b s-b \lambda}{\omega}} \geq C_{1} r
\end{aligned}
$$

Thus, we have proved that $C_{f}(r) \geq C_{1} r$.
Proof of Proposition 6.2. If the families of curves $S_{r}^{+}$and $S_{r}^{-}$are "suspended" to tori in the space $\mathbb{R}^{2} \times \mathbb{R}$, then the corresponding tori can be shown to satisfy conditions analogous to the conditions (i)-(iv) that are defined in the proof of Proposition 6.1. The verification of each condition is essentially identical to the corresponding proof in Proposition 6.1; we omit the details.
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#### Abstract

Combined use of the X-ray (Radon) transform and the wavelet transform has proved to be useful in application areas such as diagnostic medicine and seismology. The wavelet X-ray transform performs one-dimensional wavelet transforms along lines in $\mathbb{R}^{n}$ which are parameterized in the same fashion as for the X-ray transform. The reconstruction formula for this transform gives rise to a continuous family of elementary projections. These projections provide the building blocks of a directional wavelet analysis of functions in several variables. Discrete wavelet X-ray transforms are described which make use of wavelet orthonormal bases and, more generally, of biorthogonal systems of wavelet Riesz bases. Some attention is given to approximation results which involve wavelet X-ray analysis in several directions.
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1. Introduction and preliminaries. The wavelet transform and the X-ray transform (or Radon transform) and their discretizations have received considerable attention in the mathematical literature. Moreover, the two transforms have proved to be very useful as a tool to handle a variety of engineering problems. See references [Chu, Dau, Hol, Mey, RV] for the wavelet transform and [Dea, Nat, Sol, SSW] for the X-ray transform.

A combined use of the two transforms has also proved to be useful. Among the application areas are seismology and diagnostic medicine. Indeed, localized inversion of the Radon transform using wavelets [BW, OD] can be applied in diagnostic medicine to reduce the radiation exposure when X-rays of only a small area in a local region of tissue are required. This technique can also be applied to cross-borehole tomography in seismic exploration; see [DL].

On the other hand, the Radon transform has been applied extensively in reflection seismology. If one models the earth's subsurface as a stratified medium, then the Radon transform can be used to transform seismic data in such a way that arriving wavefronts with distinct propagating velocities are separated. In this context, the Radon transform is referred to as a slant stack [Rob].

We shall now shortly describe the aforementioned integral transforms. The X-ray transform

$$
\operatorname{Pf}(\theta, x)=\int_{\mathbb{R}} f(x+t \theta) d t
$$

integrates a function $f$ on $\mathbb{R}^{n}$ along an affine line $x+\mathbb{R} \theta$, where $x \in \mathbb{R}^{n}$ is perpendicular to the direction $\theta$. Observe that $(\theta, x)$, where $\theta$ is a vector on the unit sphere $S^{n-1}=$ $\left\{y \in \mathbb{R}^{n} \mid\|y\|=1\right\}$ and $x$ a vector orthogonal to $\theta$, parameterize all lines in $\mathbb{R}^{n}$. In

[^17]particular, the distance of the line $x+\mathbb{R} \theta$ to the origin is given by $\|x\|$. The relevance of the X-ray transform to diagnostic medicine can be understood as follows. The attenuation of X-ray beams (along lines in $\mathbb{R}^{2}$ or $\mathbb{R}^{3}$ ) passing through a medium with density $f$ is modeled by the integral of the density function along these lines. It is the aim of computerized tomography to reconstruct the density function from these attenuation data, i.e., from the X-ray transformed function [SSW, Nat].

The continuous wavelet transform

$$
W_{g} f(b, a)=\int_{\mathbb{R}} f(t) \frac{1}{\sqrt{a}} g \overline{\left(\frac{t-b}{a}\right)} d t, \quad b \in \mathbb{R}, \quad a>0
$$

which puts a function $f$ to its wavelet coefficients $W_{g} f(b, a)$, is often considered as an alternative for the windowed Fourier transform in the time-frequency analysis of transient signals; e.g., see [Mey, RV, Wal]. The transform actually computes inner products of $f$ with respect to translated and dilated versions of one and the same function $g$, which is referred to as the wavelet. Usually, the function $g$ satisfies an admissibility condition to ensure that the function $f$ can be reconstructed from its wavelet coefficients $W_{g} f$; details are given in section 2.

In [FKV, FKV2], it has been argued that the Radon transform (as a slant stack) and the wavelet transform (as a time-frequency analysis tool) have complementary useful features to remove noise from seismic reflection data. For this reason, the two transforms are applied in a cascaded fashion. This work motivated the definition of a transformation which combines the properties of the wavelet and the X-ray transform. Indeed, we consider the wavelet $X$-ray transform

$$
P_{g} f(\theta, x, b, a)=\int_{\mathbb{R}} f(x+t \theta) \frac{1}{\sqrt{a}} \overline{g\left(\frac{t-b}{a}\right)} d t
$$

This transform computes one-dimensional wavelet transforms along lines in $\mathbb{R}^{n}$ which are parameterized in the same fashion as for the X-ray transform.

Starting from the reconstruction formulas for the wavelet X-ray transform given in section 3 , it will be shown in section 4 that a function $f \in L^{2}\left(\mathbb{R}^{n}\right)$ can be analyzed into elementary projections $G_{\theta, b, a} f \in L^{2}\left(\mathbb{R}^{n}\right)$ which are parameterized by direction $\theta \in S^{n-1}$, position (or time) $b \in \mathbb{R}$, and scale $a>0$. In other words, a directional wavelet analysis is performed on functions in several variables.

An alternative approach towards directional wavelet analysis in two or more dimensions uses a continuous wavelet transform on functions in two or more variables incorporating rotation, translation, and dilation $[A M]$. In this case, wavelets in two or more variables are not only translated and dilated but also rotated.

The wavelet X-ray transform originates from [KS], where it was called the windowed Radon transform. In that paper, the theory continues into the direction of the analytic signal transform. Reconstruction formulas for the wavelet X-ray transform given there (see also [Tak]) are improved in this paper; see Theorem 3.2.

Further, as a localized Radon transform, the wavelet X-ray transform has been used to detect linear events in radar images [WD].

The setup of this paper reads as follows. In sections 2 and 3 , respectively, the continuous wavelet transform and the continuous wavelet X-ray transform are discussed briefly. In section 4, the notion of an elementary projection $G_{\theta, b, a} f$ of a function $f \in L^{2}\left(\mathbb{R}^{n}\right)$ is introduced. It is shown that the operators $G_{\theta, b, a}: L^{2}\left(\mathbb{R}^{n}\right) \rightarrow L^{2}\left(\mathbb{R}^{n}\right)$ form a continuous family of projection operators; see Theorem 4.6.

In section 5, the continuous wavelet X-ray transform is discretized using an orthonormal basis of wavelets in $L^{2}(\mathbb{R})$. It is shown in Theorem 5.5 that any function $f \in L^{2}(\mathbb{R})$ can be written as a series of elementary projections with fixed direction $\theta \in S^{n-1}$. Therefore, each function can be approximated with arbitrary precision by a finite sum of elementary projections. Proposition 5.7 shows that the use of several directions improves the performance of the approximation; see Lemma 5.8. In section 6 , the discretization of the wavelet X-ray transform is carried out using biorthogonal systems of Riesz bases. Part of the results there are proved for frame systems.

Some remarks on notation in this paper are in order. The inner product and induced norm on an infinite-dimensional Hilbert space $H$ are denoted by $\langle\cdot, \cdot\rangle_{H}$ and $\|\cdot\|_{H}$. The inner product and the Euclidian norm on $\mathbb{R}^{n}$, however, are indicated by $\langle\cdot, \cdot\rangle$ and $\|\cdot\|$, respectively. It should not lead to confusion that the (spectral) norm of a linear operator $A: H_{1} \rightarrow H_{2}$ between Hilbert spaces is also indicated by $\|A\|$. Further, we write ker $A=\left\{x \in H_{1} \mid A x=0\right\}$ and $\operatorname{ran} A=\left\{A x \mid x \in H_{1}\right\}$. The open upper half-plane is denoted by $\mathbb{H}=\left\{(x, y) \in \mathbb{R}^{2} \mid y>0\right\}$ and the unit sphere in $\mathbb{R}^{n}$ is denoted by $S^{n-1}=\left\{z \in \mathbb{R}^{n} \mid\|z\|=1\right\}$. We shall denote the measure $d b a^{-2} d a$ on the open upper half-plane by $d \mu(b, a)$.

In the last part of this section, some preliminary material concerning Riesz bases and frames will be presented; for more information, we refer to [You] and to relevant parts in the wavelet literature; see, for example, [CR, Chu, Dau, Hol]. Recall that a Riesz basis in a Hilbert space $H$ is a sequence of vectors $\left(x_{k}\right)_{k=1}^{\infty}$ with closed linear span equal to $H$ and with constants $0<A \leq B$ such that the following holds: for each finite sequence $\left(a_{k}\right)_{k=1}^{N}$, we have

$$
A \sum_{k=1}^{N}\left|a_{k}\right|^{2} \leq\left\|\sum_{k=1}^{N} a_{k} x_{k}\right\|_{H}^{2} \leq B \sum_{k=1}^{N}\left|a_{k}\right|^{2}
$$

If the constants $A, B$ are chosen optimally, then they are referred to as the Riesz bounds of $\left(x_{k}\right)_{k=1}^{\infty}$. We shall consider Riesz bases $\left(x_{k}\right)_{k=1}^{\infty}$ and $\left(\widetilde{x}_{k}\right)_{k=1}^{\infty}$ which satisfy the biorthogonality condition

$$
\left\langle x_{k}, \widetilde{x}_{l}\right\rangle_{H}= \begin{cases}1, & k=l  \tag{1.1}\\ 0, & k \neq l\end{cases}
$$

Let $\left(x_{k}\right)_{k=1}^{\infty}$ be a Riesz basis in a Hilbert space $H$ with Riesz bounds $A, B$. There exists a unique Riesz basis $\left(\widetilde{x}_{k}\right)_{k=1}^{\infty}$ in $H$ such that the biorthogonality condition (1.1) is satisfied. Moreover, the Riesz bounds of $\left(\widetilde{x}_{k}\right)_{k=1}^{\infty}$ are given by $\widetilde{A}=B^{-1}, \widetilde{B}=A^{-1}$.

A frame $\left(x_{k}\right)_{k=1}^{\infty}$ in a Hilbert space $H$ is a sequence of vectors with constants $0<A \leq B$ such that for all $y \in H$, we get

$$
A\|y\|_{H}^{2} \leq \sum_{k=1}^{\infty}\left|\left\langle y, x_{k}\right\rangle_{H}\right|^{2} \leq B\|y\|_{H}^{2}
$$

If the constants $A, B$ are chosen optimally, then they are called the frame bounds of $\left(x_{k}\right)_{k=1}^{\infty}$. Observe that if $y \perp x_{k}$ for all $k \in \mathbb{Z}^{+}$, then $y=0$. This implies that the closed linear span of the frame vectors is the whole Hilbert space $H$. However, the frame vectors need not be linearly independent. We also mention that each Riesz basis is a frame. In general, a biorthogonality condition for frames does not make sense because of lack of linear independence. Nevertheless, expansions with frames are
possible using a so-called dual frame. Indeed, consider the operator $F: H \rightarrow \ell^{2}\left(\mathbb{Z}^{+}\right)$, given by

$$
F y=\left(\left\langle y, x_{k}\right\rangle_{H}\right)_{k=1}^{\infty}, \quad y \in H
$$

By construction, $F$ is a bounded operator on $H$. Its adjoint $F^{*}: \ell^{2}\left(\mathbb{Z}^{+}\right) \rightarrow H$ is given by

$$
F^{*}\left(a_{k}\right)_{k=1}^{\infty}=\sum_{k=1}^{\infty} a_{k} x_{k}, \quad \sum_{k=1}^{\infty}\left|a_{k}\right|^{2}<\infty
$$

The operator $F^{*} F: H \rightarrow H$, called the frame operator, is a positive boundedly invertible operator; in fact, $A \cdot I_{H} \leq F^{*} F \leq B \cdot I_{H}$. Define $\widetilde{x}_{k}=\left(F^{*} F\right)^{-1} x_{k}$ for $k \in \mathbb{Z}^{+}$. It turns out that the sequence of vectors $\left(\widetilde{x}_{k}\right)_{k=1}^{\infty}$ is a frame, and it is called the dual frame of $\left(x_{k}\right)_{k=1}^{\infty}$. By construction,

$$
y=\sum_{k=1}^{\infty}\left\langle y, \widetilde{x}_{k}\right\rangle_{H} x_{k}=\sum_{k=1}^{\infty}\left\langle y, x_{k}\right\rangle_{H} \widetilde{x}_{k}, \quad y \in H
$$

The frame $\left(\widetilde{x}_{k}\right)_{k=1}^{\infty}$ has frame bounds $\widetilde{A}=B^{-1}$ and $\widetilde{B}=A^{-1}$.
2. Continuous wavelet transform. In this section, we discuss the continuous wavelet transform. We shall consider the general case when the analyzing wavelet need not equal the reconstructing wavelet. Results in this section are without proof. The proofs can be found in, e.g., [Hol, Koo]. For $f, g \in L^{2}(\mathbb{R})$, consider the expression

$$
W_{g} f(b, a)=\int_{\mathbb{R}} f(t) \frac{1}{\sqrt{a}} \overline{g\left(\frac{t-b}{a}\right)} d t, \quad(b, a) \in \mathbb{H},
$$

where $\mathbb{H}=\left\{(b, a) \in \mathbb{R}^{2} \mid a>0\right\}$ denotes the open upper half-plane. We shall refer to $W_{g}$ as the continuous wavelet transform. The function $g$ plays the role of the analyzing wavelet and will be accompanied by a reconstructing wavelet $h \in L^{2}(\mathbb{R})$. The pair of wavelets $g, h$ normally satisfies an admissibility condition which will be specified later. Introducing the shorthand notation

$$
g_{b, a}(t)=\frac{1}{\sqrt{a}} g\left(\frac{t-b}{a}\right), \quad g_{a}(t)=g_{0, a}(t), \quad t \in \mathbb{R}, \quad(b, a) \in \mathbb{H},
$$

we get $W_{g} f(b, a)=\left\langle f, g_{b, a}\right\rangle_{L^{2}(\mathbb{R})}$. Observe that $g_{b, a}$ represents a dilated and translated version of the function $g$, which is normalized in such a way that $\left\|g_{b, a}\right\|_{L^{2}(\mathbb{R})}=$ $\|g\|_{L^{2}(\mathbb{R})}$. The Fourier transform $f \mapsto \widehat{f}$, given by

$$
\widehat{f}(\omega)=\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} f(x) e^{-i \omega x} d x
$$

is a unitary operator on $L^{2}(\mathbb{R})$. In the following theorem, which states Parseval's formula for the continuous wavelet transform, the pair of wavelets $g, h \in L^{2}(\mathbb{R})$ should satisfy the following admissibility condition: the expression

$$
c_{g, h}=\int_{0}^{\infty} \frac{\widehat{\widehat{g}(a \omega) \widehat{h}}(a \omega)}{a} d a
$$

must assume a nonzero value and should be constant for almost all $\omega \in \mathbb{R}$. A pair of wavelets $g, h \in L^{2}(\mathbb{R})$ which satisfies this admissibility condition will be called an admissible pair of wavelets. A wavelet $g \in L^{2}(\mathbb{R})$ is called an admissible wavelet if the pair $g, g$ is an admissible pair of wavelets.

THEOREM 2.1 (Parseval's formula). Let $g, h \in L^{2}(\mathbb{R})$ be an admissible pair of wavelets; then for $f, k \in L^{2}(\mathbb{R})$, one gets

$$
\left\langle W_{g} f, W_{h} k\right\rangle_{L^{2}(\mathbb{H})}=c_{g, h} \cdot\langle f, k\rangle_{L^{2}(\mathbb{R})} .
$$

We now proceed with a reconstruction formula for the continuous wavelet transform. Observe that, in this theorem, we require the admissible pair of wavelets to consist of wavelets which are admissible themselves.

THEOREM 2.2 (reconstruction formula). Let $g, h \in L^{2}(\mathbb{R})$ be an admissible pair of admissible wavelets, and assume that $f \in L^{2}(\mathbb{R})$. Then

$$
f=\frac{1}{c_{g, h}} \int_{\mathbb{H}} W_{g} f(b, a) h_{b, a}(\cdot) d \mu(b, a)
$$

The integral converges in the norm of $L^{2}(\mathbb{R})$.
3. Continuous wavelet X-ray transform. We shall now consider a transform acting on square integrable functions on $\mathbb{R}^{n}$. This transform actually performs onedimensional wavelet transforms (see the preceding section) along lines in $\mathbb{R}^{n}$. These lines are parameterized in the same fashion as for the usual X-ray transform (see [Nat, Sol]), i.e., by means of the vector bundle on the unit sphere

$$
\mathcal{T}=\left\{(\theta, x) \mid \theta \in S^{n-1}, x \in \theta^{\perp}\right\}
$$

Here $\theta^{\perp}$ denotes the orthogonal complement of $\theta \in S^{n-1}$ in $\mathbb{R}^{n}$. Let $g \in L^{2}(\mathbb{R})$, $f \in L^{2}\left(\mathbb{R}^{n}\right)$, and define

$$
P_{g} f(\theta, x, b, a)=\int_{\mathbb{R}} f(x+t \theta) \overline{g_{b, a}(t)} d t, \quad(\theta, x) \in \mathcal{T}, \quad(b, a) \in \mathbb{H}
$$

The transform $P_{g}$ will be called the continuous wavelet $X$-ray transform. If we fix $\theta \in S^{n-1}$, we shall write

$$
P_{g, \theta} f(x, b, a)=P_{g}(\theta, x, b, a), \quad x \in \theta^{\perp},(b, a) \in \mathbb{H} .
$$

We shall also formulate results in terms of this transform, i.e., for the wavelet X-ray transform with fixed direction $\theta \in S^{n-1}$. In the next theorem, we derive Parseval's formulas for the wavelet X-ray transforms. The proofs of the following two theorems can be found in [Zui, Zui2] for the case when $g=h$. For completeness, we shall give an outline of the proof of Theorem 3.2.

ThEOREM 3.1 (Parseval's formulas). Let $g, h \in L^{2}(\mathbb{R})$ be an admissible pair of admissible wavelets and assume that $f, k \in L^{2}\left(\mathbb{R}^{n}\right)$. Then

$$
\left\langle P_{g} f, P_{h} k\right\rangle_{L^{2}(\mathcal{T} \times \mathbb{H})}=c_{g, h} \cdot\left|S^{n-1}\right| \cdot\langle f, k\rangle_{L^{2}\left(\mathbb{R}^{n}\right)} .
$$

Moreover, for fixed $\theta \in S^{n-1}$, we get

$$
\left\langle P_{g, \theta} f, P_{h, \theta} k\right\rangle_{L^{2}\left(\theta^{\perp} \times \mathbb{H}\right)}=c_{g, h} \cdot\langle f, k\rangle_{L^{2}\left(\mathbb{R}^{n}\right)} .
$$

ThEOREM 3.2. Let $g, h \in L^{2}(\mathbb{R})$ be an admissible pair of admissible wavelets; then for any $f \in L^{2}\left(\mathbb{R}^{n}\right)$, one gets

$$
\begin{equation*}
f=\frac{1}{c_{g, h} \cdot\left|S^{n-1}\right|} \int_{S^{n-1}} \int_{\mathbb{H}} P_{g} f\left(\theta, E_{\theta} \cdot, b, a\right) h_{b, a}(\langle\cdot, \theta\rangle) d \mu(b, a) d \theta \tag{3.1}
\end{equation*}
$$

where $E_{\theta}=I-\langle\cdot, \theta\rangle \theta$ denotes the orthoprojector onto $\theta^{\perp} \subseteq \mathbb{R}^{n}$. Moreover, for $\theta \in S^{n-1}$ fixed,

$$
\begin{equation*}
f=\frac{1}{c_{g, h}} \int_{\mathbb{H}} P_{g, \theta} f\left(E_{\theta} \cdot, b, a\right) h_{b, a}(\langle\cdot, \theta\rangle) d \mu(b, a) . \tag{3.2}
\end{equation*}
$$

Both integrals converge in $L^{2}\left(\mathbb{R}^{n}\right)$.
Proof. We will prove (3.2). In the main part of the proof we will replace $P_{g, \theta} f$ by an arbitrary $\Sigma \in L^{2}\left(\theta^{\perp} \times \mathbb{H}\right)$. Let $\left(K_{m}\right)_{m=1}^{\infty}$ denote an increasing sequence of compact subsets in the open upper half-plane such that $\bigcup_{m=1}^{\infty} K_{m}=\mathbb{H}$. For fixed $m \in \mathbb{Z}^{+}$, consider the expression

$$
\mathcal{I}_{m}=\frac{1}{c_{g, h}} \int_{K_{m}} \Sigma\left(E_{\theta} \cdot, b, a\right) h_{b, a}(\langle\cdot, \theta\rangle) d \mu(b, a)
$$

First, one needs to show that $\mathcal{I}_{m} \in L^{2}\left(\mathbb{R}^{n}\right)$. This follows from

$$
\begin{gathered}
\int_{\mathbb{R}^{n}}\left|\mathcal{I}_{m}(y)\right|^{2} d y=\int_{\theta^{\perp}} \int_{\mathbb{R}} \frac{1}{\left|c_{g, h}\right|^{2}}\left|\int_{K_{m}} \Sigma(x, b, a) h_{b, a}(t) d \mu(b, a)\right|^{2} d t d x \\
\leq \frac{\mu\left(K_{m}\right)}{\left|c_{g, h}\right|^{2}}\|h\|_{L^{2}(\mathbb{R})}^{2} \int_{\theta^{\perp}} \int_{K_{m}}|\Sigma(x, b, a)|^{2} d \mu(b, a) d x \leq \frac{\mu\left(K_{m}\right)}{\left|c_{g, h}\right|^{2}}\|h\|_{L^{2}(\mathbb{R})}^{2}\|\Sigma\|_{L^{2}\left(\theta^{\perp} \times \mathbb{H}\right)}^{2}
\end{gathered}
$$

Convergence of the sequence $\left(\mathcal{I}_{m}\right)_{m=1}^{\infty}$ in $L^{2}\left(\mathbb{R}^{n}\right)$ follows from the following estimate. Let $p<q$ be positive integers and $k \in L^{2}\left(\mathbb{R}^{n}\right)$; then application of Fubini's theorem gives

$$
\begin{aligned}
\mid\left\langle\mathcal{I}_{q}-\right. & \left.\mathcal{I}_{p}, k\right\rangle_{L^{2}\left(\mathbb{R}^{n}\right)}\left|=\left|\frac{1}{c_{g, h}} \int_{K_{q} \backslash K_{p}} \int_{\theta^{\perp}} \Sigma(x, b, a) \overline{P_{h, \theta} k(x, b, a)} d x d \mu(b, a)\right|\right. \\
& \leq \frac{\sqrt{c_{h, h}}}{\left|c_{g, h}\right|} \cdot \sqrt{\int_{K_{q} \backslash K_{p}} \int_{\theta^{\perp}}|\Sigma(x, b, a)|^{2} d x d \mu(b, a)} \cdot\|k\|_{L^{2}\left(\mathbb{R}^{n}\right)} \rightarrow 0
\end{aligned}
$$

as $p, q \rightarrow \infty$. Finally, after the substitution $\Sigma=P_{g, \theta} f$, we get

$$
\lim _{m \rightarrow \infty}\left\langle\mathcal{I}_{m}, k\right\rangle_{L^{2}\left(\mathbb{R}^{n}\right)}=\lim _{m \rightarrow \infty} \frac{1}{c_{g, h}}\left\langle P_{g, \theta} f, P_{h, \theta} k\right\rangle_{L^{2}\left(\theta^{\perp} \times K_{m}\right)}=\langle f, k\rangle_{L^{2}\left(\mathbb{R}^{n}\right)}
$$

This proves (3.2). Formula (3.1) now follows trivially.
In the remainder of this paper, we shall fix $\theta \in S^{n-1}$ in many places, but we will always use $P_{g}(\theta, x, b, a)$ instead of $P_{g, \theta}(b, a)$.
4. Elementary projections. In this section, we assume that $g, h \in L^{2}(\mathbb{R})$ is an admissible pair of admissible wavelets. The normalization $\langle g, h\rangle_{L^{2}\left(\mathbb{R}^{n}\right)}=1$ is required for the statement in Lemma 4.1. This lemma shows that the integrands in the righthand sides of (3.1) and (3.2) give rise to the definition of projections on $L^{2}\left(\mathbb{R}^{n}\right)$.

Lemma 4.1. The linear mapping $G_{\theta, b, a}: L^{2}\left(\mathbb{R}^{n}\right) \rightarrow L^{2}\left(\mathbb{R}^{n}\right)$ given by

$$
\begin{equation*}
G_{\theta, b, a} f(y)=P_{g} f\left(\theta, E_{\theta} y, b, a\right) h_{b, a}(\langle y, \theta\rangle), \quad y \in \mathbb{R}^{n} \tag{4.1}
\end{equation*}
$$

is a projection with norm $\left\|G_{\theta, b, a}\right\|=\|g\|_{L^{2}(\mathbb{R})} \cdot\|h\|_{L^{2}(\mathbb{R})}$.
We shall call $G_{\theta, b, a}$ an elementary projection for each direction $\theta \in S^{n-1}$ and each translation-dilation pair $(b, a) \in \mathbb{H}$. Observe that the projection $G_{\theta, b, a}$ is an orthoprojector if and only if $g=h$.

Proof. We first prove that $G_{\theta, b, a}$ is a bounded operator. Indeed,

$$
\begin{gathered}
\left\|G_{\theta, b, a} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}=\int_{\theta^{\perp}} \int_{\mathbb{R}}\left|P_{g} f(\theta, x, b, a)\right|^{2}\left|h_{b, a}(t)\right|^{2} d t d x \\
=\|h\|_{L^{2}(\mathbb{R})}^{2} \cdot \int_{\theta^{\perp}}\left|P_{g} f(\theta, x, b, a)\right|^{2} d x \leq\|g\|_{L^{2}(\mathbb{R})}^{2} \cdot\|h\|_{L^{2}(\mathbb{R})}^{2} \cdot\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2} .
\end{gathered}
$$

We claim that $\left\|G_{\theta, b, a}\right\|=\|g\|_{L^{2}(\mathbb{R})} \cdot\|h\|_{L^{2}(\mathbb{R})}$. This can be seen by considering $f=$ $\rho\left(E_{\theta} \cdot\right) g_{b, a}(\langle\cdot, \theta\rangle)$ for some $\rho \in L^{2}\left(\theta^{\perp}\right)$. It is rather straightforward to verify that $G_{\theta, b, a}$ is idempotent, i.e., $G_{\theta, b, a}=G_{\theta, b, a}^{2}$.

The following lemmas will be used to prove Theorem 4.6. We omit their straightforward proofs.

LEMMA 4.2. Let $A: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be an invertible linear mapping; then $D_{A}$ : $L^{2}\left(\mathbb{R}^{n}\right) \rightarrow L^{2}\left(\mathbb{R}^{n}\right)$, defined by $D_{A} f=\sqrt{|\operatorname{det} A|} f(A \cdot)$, is unitary. Moreover, if $f \in$ $L^{2}\left(\mathbb{R}^{n}\right)$, then $D_{A} f \rightarrow f$ as $A \rightarrow I_{n}$.

LEMMA 4.3. For $h \in \mathbb{R}^{n}$, the linear operator $T_{h}: L^{2}\left(\mathbb{R}^{n}\right) \rightarrow L^{2}\left(\mathbb{R}^{n}\right)$ given by $T_{h} f=f(\cdot+h)$ is unitary. Moreover, for each $f \in L^{2}\left(\mathbb{R}^{n}\right)$, we get $T_{h} f \rightarrow f$ as $h \rightarrow 0$.

Lemma 4.4. Let $U: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be an orthogonal linear mapping. Then

$$
G_{U \theta, b, a}=D_{U}^{-1} G_{\theta, b, a} D_{U}
$$

Lemma 4.5. Given $(b, a) \in \mathbb{H}$ and $\theta \in S^{n-1}$, we get

$$
G_{\theta, 0,1}=D_{a I_{n}} T_{b \theta} G_{\theta, b, a} T_{b \theta}^{-1} D_{a I_{n}}^{-1}
$$

We shall prove in Theorem 4.6 that the elementary projections $G_{\theta, b, a}$ depend continuously on the parameters $\theta \in S^{n-1}$ and $(b, a) \in \mathbb{H}$ in the following sense: fix $f \in L^{2}\left(\mathbb{R}^{n}\right)$; then $G_{\varphi, \beta, \alpha} f \rightarrow G_{\theta, b, a} f$ whenever $\varphi \rightarrow \theta$ and $(\beta, \alpha) \rightarrow(b, a)$.

Theorem 4.6. Fix $f \in L^{2}\left(\mathbb{R}^{n}\right)$; then

$$
G_{\varphi, \beta, \alpha} f \rightarrow G_{\theta, b, a} f
$$

in $L^{2}\left(\mathbb{R}^{n}\right)$ whenever $\varphi \rightarrow \theta$ and $(\beta, \alpha) \rightarrow(b, a)$ in the topologies of $\mathbb{R}^{n}$ and $\mathbb{H}$, respectively.

Proof. By Lemma 4.5, we may and do assume that $(b, a)=(0,1)$. Moreover, let $U$ be a rotation in $\mathbb{R}^{n}$ such that $U \theta=\varphi$ and $\left\|I_{n}-U\right\|=\|\theta-\varphi\|$.

Write $V=D_{\alpha I_{n}} T_{\beta \theta} D_{U}$. By Lemmas 4.4 and 4.5,

$$
G_{\varphi, \beta, \alpha} f-G_{\theta, 0,1} f=(I-V) G_{\varphi, \beta, \alpha} f-G_{\theta, 0,1}(I-V) f .
$$

Therefore,

$$
\left\|G_{\varphi, \beta, \alpha} f-G_{\theta, 0,1} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq\left\|(I-V) G_{\varphi, \beta, \alpha} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}+\|(I-V) f\|_{L^{2}\left(\mathbb{R}^{n}\right)}
$$

Given $F \in L^{2}\left(\mathbb{R}^{n}\right)$, we get $(I-V) F=\left(I-D_{\alpha I_{n}}\right) F+D_{\alpha I_{n}}\left(I-T_{\beta \theta}\right) F+D_{\alpha I_{n}} T_{\beta \theta}(I-$ $\left.D_{U}\right) F$; so
$\|(I-V) F\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq\left\|\left(I-D_{\alpha I_{n}}\right) F\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}+\left\|\left(I-T_{\beta \theta}\right) F\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}+\left\|\left(I-D_{U}\right) F\right\|_{L^{2}\left(\mathbb{R}^{n}\right)} \rightarrow 0$
as $\beta \rightarrow 0, \alpha \rightarrow 1$, and $U \rightarrow I_{n}$, by Lemmas 4.2 and 4.3. This proves the theorem.
5. Discrete wavelet X-ray transform: Orthonormal case. In this section, we study a discretization of the wavelet X-ray transform, based on the existence of wavelet orthonormal bases. We will assume that for the wavelet $g \in L^{2}\left(\mathbb{R}^{n}\right)$, there exists a countable set $K \in \mathbb{H}$ such that $\left(g_{b, a}\right)_{(b, a) \in K}$ defines an orthonormal basis in $L^{2}(\mathbb{R})$. As an example of such a basis, we mention the case when $K=\left\{\left(k 2^{j}, 2^{j}\right) \mid\right.$ $k, j \in \mathbb{Z}\}$ and where $g$ is a Daubechies wavelet of a certain order [Dau, Dau2]. Other examples are Battle-Lemarié wavelets and Meyer wavelets; see [CR] and [Dau]. We shall consider the previous results on elementary projections for the special case when $g=h$, i.e., the case when $G_{\theta, b, a}$ is an orthogonal projection. In the next section, the general case will be dealt with. To avoid confusion, we shall write $G_{\theta, b, a}^{o}$ in the particular case when $g=h$, i.e.,

$$
\begin{equation*}
G_{\theta, b, a}^{o} f=P_{g} f\left(\theta, E_{\theta} \cdot, b, a\right) g_{b, a}(\langle\cdot, \theta\rangle), \quad \theta \in S^{n-1}, \quad(b, a) \in \mathbb{H} \tag{5.1}
\end{equation*}
$$

Lemma 5.1. The elementary projections $G_{\theta, b, a}^{o}$ for $\theta \in S^{n-1}$ fixed and $(b, a) \in K$ are mutually disjoint, i.e., $G_{\theta, b, a}^{o} G_{\theta, \beta, \alpha}^{o}=O$ whenever $(b, a) \neq(\beta, \alpha)$. In particular, if $K_{0} \subseteq K$ is a finite subset, then

$$
G_{\theta, K_{0}}^{o}=\sum_{(b, a) \in K_{0}} G_{\theta, b, a}^{o}
$$

is also an orthogonal projection.
Proof. Indeed, if we consider products of the projections $G_{\theta, b, a}^{o}$, then, for $f \in$ $L^{2}\left(\mathbb{R}^{n}\right)$, we get

$$
\begin{gathered}
G_{\theta, b, a}^{o} G_{\theta, \beta, \alpha}^{o} f(y)=\int_{\mathbb{R}} \int_{\mathbb{R}} f\left(E_{\theta} y+s \theta\right) \overline{g_{\beta, \alpha}(s)} \overline{g_{b, a}(t)} g_{\beta, \alpha}(t) d s d t g_{b, a}(\langle y, \theta\rangle) \\
=\left\langle g_{\beta, \alpha}, g_{b, a}\right\rangle_{L^{2}(\mathbb{R})} P_{g} f\left(\theta, E_{\theta} y, \beta, \alpha\right) g_{b, a}(\langle y, \theta\rangle)=0
\end{gathered}
$$

whenever $(b, a) \neq(\beta, \alpha)$. The orthogonal projections are therefore mutually disjoint and the lemma follows immediately.

We will show in Theorem 5.5 that functions in $L^{2}\left(\mathbb{R}^{n}\right)$ can be expanded in terms of elementary projections. The theorem will be proved using a number of elementary results which we will discuss first. We state the following lemma.

Lemma 5.2. Let $\left\{P_{\nu}\right\}_{\nu=1}^{\infty}$ be an increasing sequence of orthogonal projections on a Hilbert space $H$, i.e., $P_{\mu} P_{\nu}=P_{\nu} P_{\mu}=P_{\mu}$ for $\mu \leq \nu$. Then the following statements are equivalent:
(1) $P_{\nu} x \rightarrow x$ for all $x \in H$.
(2) $\bigcup_{\nu=1}^{\infty}$ ran $P_{\nu} \subseteq H$ dense.
(3) $\bigcap_{\nu=1}^{\infty}$ ker $P_{\nu}=(0)$.

Next, we will construct an orthonormal basis in $L^{2}\left(\mathbb{R}^{n}\right)$ using products of elementary projections. If $\theta \perp \varphi$, then
$G_{\theta, b, a}^{o} G_{\varphi, \beta, \alpha}^{o} f(y)=\int_{\mathbb{R}} \int_{\mathbb{R}} f\left(E_{\varphi} E_{\theta} y+t \theta+s \varphi\right) \overline{g_{\beta, \alpha}(s)} \overline{g_{b, a}(t)} d s d t g_{\beta, \alpha}(\langle y, \varphi\rangle) g_{b, a}(\langle y, \theta\rangle)$.
Observe that $E_{\theta} E_{\varphi}=E_{\varphi} E_{\theta}$ is the orthoprojector onto the ( $n-2$ )-dimensional subspace $\{\theta, \varphi\}^{\perp}$. Moreover, it is immediate that the orthoprojectors $G_{\theta, b, a}^{o}$ and $G_{\varphi, \beta, \alpha}^{o}$ commute. The following two lemmas are direct consequences of these facts. The lemmas describe the so-called separable wavelet analysis which has been the first approach towards wavelet analysis of functions in several variables; see for example [Dau].

Lemma 5.3. Let $\theta_{1}, \ldots, \theta_{n} \in S^{n-1}$ be mutually orthogonal unit vectors, and let $\left(b_{j}, a_{j}\right) \in \mathbb{H}$ for $j=1, \ldots, n$. Write

$$
\underline{\theta}=\left(\theta_{1}, \ldots, \theta_{n}\right), \quad \underline{b, a}=\left(\left(b_{1}, a_{1}\right), \ldots,\left(b_{n}, a_{n}\right)\right) .
$$

Next, define $F_{\underline{\theta, b, a}}=\prod_{j=1}^{n} g_{b_{j}, a_{j}}\left(\left\langle\cdot, \theta_{j}\right\rangle\right)$ and $G_{\theta, b, a}^{o}=\prod_{j=1}^{n} G_{\theta_{j}, b_{j}, a_{j}}^{o}$. Then $F_{\underline{\theta, b, a}} \in$ $L^{2}\left(\mathbb{R}^{n}\right),\left\|F_{\underline{\theta, b, a}}\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}=1$, and $G_{\underline{\theta, b, a}}^{o} f=\left\langle f, \overline{F_{\theta, b, a}}\right\rangle_{L^{2}\left(\mathbb{R}^{n}\right)} F_{\underline{\theta, b, a}}$. In particular, the operator $G_{\hat{\theta, b, a}}^{o}$ is an orthogonal projector of rank one.

Lemma 5.4. Let $K \subseteq \mathbb{H}$ be a countable subset and let $g \in L^{2}(\mathbb{R})$ be a wavelet, such that $\left\{g_{b, a}\right\}_{(b, a) \in K}$ is an orthonormal basis of $L^{2}(\mathbb{R})$. If $\theta_{1}, \ldots, \theta_{n} \in S^{n-1}$ are fixed mutually orthogonal unit vectors, then $\left\{F_{\underline{\theta, b, a}}\right\}_{\underline{b, a} \in K^{n}}$ is an orthonormal basis of $L^{2}\left(\mathbb{R}^{n}\right)$. In particular, if $f \in L^{2}\left(\mathbb{R}^{n}\right)$, then

$$
f=\sum_{\underline{b, a \in K^{n}}}\left\langle f, F_{\underline{\theta, b, a}}\right\rangle_{L^{2}\left(\mathbb{R}^{n}\right)} F_{\underline{\theta, b, a}}
$$

and

$$
\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}=\sum_{\underline{b, a \in K^{n}}}\left|\left\langle f, F_{\underline{\theta, b, a}}\right\rangle_{L^{2}\left(\mathbb{R}^{n}\right)}\right|^{2} .
$$

We are now ready to prove the following result.
Theorem 5.5. If $f \in L^{2}\left(\mathbb{R}^{n}\right)$ and $\theta \in S^{n-1}$, then

$$
f=\sum_{(b, a) \in K} G_{\theta, b, a}^{o} f
$$

converges in $L^{2}\left(\mathbb{R}^{n}\right)$. In particular,

$$
\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}=\sum_{(b, a) \in K}\left\|G_{\theta, b, a}^{o} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}
$$

Proof. By Lemma 5.2, it suffices to prove that $\bigcap_{(b, a) \in K}$ ker $G_{\theta, b, a}^{o}=(0)$. Indeed, let $\left(K_{\nu}\right)_{\nu=1}^{\infty}$ be an increasing sequence of finite subsets in $K$ such that $\bigcup_{\nu=1}^{\infty} K_{\nu}=$ $K$. If $P_{\nu}=\sum_{(b, a) \in K_{\nu}} G_{\theta, b, a}^{o}$, then $\left(P_{\nu}\right)_{\nu=1}^{\infty}$ is an increasing sequence of orthogonal projections on $L^{2}\left(\mathbb{R}^{n}\right)$. We now prove that $\bigcap_{\nu=1}^{\infty} \operatorname{ker} P_{\nu}=(0)$. Assume that $f \in$ $\operatorname{ker} G_{\theta, b, a}^{o}$ for all $(b, a) \in K$. This means that for each $(b, a) \in K$,

$$
G_{\theta, b, a}^{o} f(x+t \theta)=P_{g} f(\theta, x, b, a) g_{b, a}(t)=0
$$

for almost all $(x, t) \in \theta^{\perp} \times \mathbb{R}$. In particular, $P_{g} f(\theta, x, b, a)=0$ for almost all $x \in \theta^{\perp}$. Let $\theta, \theta_{2}, \ldots, \theta_{n}$ be an orthonormal basis in $\mathbb{R}^{n}$ and write $\underline{\theta}=\left(\theta, \theta_{2}, \ldots, \theta_{n}\right)$. Then by Lemma 5.4,

$$
f=\sum_{\underline{(b, a) \in K^{n}}}\left\langle f, F_{\underline{\theta, b, a}}\right\rangle_{L^{2}\left(\mathbb{R}^{n}\right)} F_{\underline{\theta, b, a}} .
$$

On the other hand, for arbitrary $(b, a) \in K^{n}$,

$$
\begin{gathered}
\left\langle f, F_{\underline{\theta, b, a}}\right\rangle_{L^{2}\left(\mathbb{R}^{n}\right)}=\int_{\mathbb{R}^{n}} f\left(\langle y, \theta\rangle \theta+\left\langle y, \theta_{2}\right\rangle \theta_{2}+\cdots+\left\langle y, \theta_{n}\right\rangle \theta_{n}\right) \\
\times \overline{g_{b_{1}, a_{1}}(\langle y, \theta\rangle)} \overline{g_{b_{2}, a_{2}}\left(\left\langle y, \theta_{2}\right\rangle\right)} \cdots \overline{g_{b_{n}, a_{n}}\left(\left\langle y, \theta_{n}\right\rangle\right)} d y \\
=\int_{\theta^{\perp}} \int_{\mathbb{R}} f(x+t \theta) \overline{g_{b_{1}, a_{1}}(t)} d t \overline{g_{b_{2}, a_{2}}\left(\left\langle x, \theta_{2}\right\rangle\right)} \cdots \overline{g_{b_{n}, a_{n}}\left(\left\langle x, \theta_{n}\right\rangle\right)} d x
\end{gathered}
$$

The inner integral satisfies

$$
\int_{\mathbb{R}} f(x+t \theta) \overline{g_{b_{1}, a_{1}}(t)} d t=P_{g} f\left(\theta, x, b_{1}, a_{1}\right)=0
$$

for almost all $x \in \theta^{\perp}$, and we arrive at $\left\langle f, F_{\theta, b, a}\right\rangle_{L^{2}\left(\mathbb{R}^{n}\right)}=0$. Since $(b, a) \in K^{n}$ was arbitrary, we get $f=0$. This proves the theorem.

Let $\left(K_{\nu}\right)_{\nu=1}^{\infty}$ be an increasing sequence of finite sets such that $K_{\nu} \uparrow K$. We state the following corollary to Theorem 5.5.

Corollary 5.6. Let $f \in L^{2}\left(\mathbb{R}^{n}\right)$; then $G_{\theta, K_{\nu}}^{o} f \rightarrow f$ in $L^{2}\left(\mathbb{R}^{n}\right)$ as $K_{\nu} \uparrow K$.
Proof. Observe that, by Theorem 5.5,

$$
\left\|G_{\theta, K_{\nu}}^{o} f-f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}=\sum_{(b, a) \in K / K_{\nu}}\left\|G_{\theta, b, a}^{o} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2} \rightarrow 0, \quad K_{\nu} \uparrow K
$$

So far, we have fixed $\theta \in S^{n-1}$. Next, we will take averages over orthogonal projections corresponding to a finite number of distinct unit vectors. The idea is that averaging over approximations from several directions will improve the approximation result. Proposition 5.7 shows that this is the case in a certain sense to be explained below. Indeed, let $\Theta \subseteq S^{n-1}$ be a finite set of unit vectors and define for a fixed finite subset $K_{0} \subseteq K$,

$$
\begin{equation*}
T_{\Theta, K_{0}}^{o}=\frac{1}{|\Theta|} \sum_{\theta \in \Theta} G_{\theta, K_{0}}^{o} \tag{5.2}
\end{equation*}
$$

where $|\Theta|$ denotes the number of elements in $\Theta$. In order to understand the relevance of the following result, define an approximation of the identity as a sequence of operators $\left\{T_{n}\right\}_{n=1}^{\infty}$ on a Hilbert space $H$ such that $T_{n} x \rightarrow x$ as $n \rightarrow \infty$ for all $x \in H$. Observe that for fixed $n$, the subspace ker $T_{n}$ contains elements which are not approximated by $T_{n}$. The performance of the approximation of the identity $\left\{T_{n}\right\}_{n=1}^{\infty}$ is therefore measured by the null spaces of the operators in the sequence. The smaller these subspaces are, the better one may expect the performance to be. Proposition 5.7 states that the null space of the average $T_{\Theta, K_{0}}^{o}$ is contained in all of the null spaces of the orthoprojectors $G_{\theta, K_{0}}^{o}, \theta \in \Theta$.

Proposition 5.7. Let $\Theta=\left\{\theta_{1}, \ldots, \theta_{N}\right\} \subseteq S^{n-1}$ denote a finite set of directions, $K_{0} \subseteq K$ finite, and define $T_{\Theta, K_{0}}^{o}$ as in (5.2). Then

$$
\operatorname{ker} T_{\Theta, K_{0}}^{o}=\bigcap_{j=1}^{N} \operatorname{ker} G_{\theta_{j}, K_{0}}^{o}
$$

The proposition is a consequence of the following rather general statement.
Lemma 5.8. If $P_{1}, \ldots, P_{N}$ are orthogonal projections on a Hilbert space $H$, and if $\alpha_{1}, \ldots, \alpha_{N}$ are strictly positive numbers, and $T=\sum_{j=1}^{N} \alpha_{j} P_{j}$, then $\operatorname{ker} T=$ $\bigcap_{j=1}^{N} \operatorname{ker} P_{j}$.

Proof. If $x \in \bigcap_{j=1}^{N}$ ker $P_{j}$, then obviously $T x=0$. On the other hand, if $T x=0$, then

$$
0=\langle T x, x\rangle_{H}=\sum_{j=1}^{N} \alpha_{j}\left\langle P_{j} x, x\right\rangle_{H}=\sum_{j=1}^{N} \alpha_{j}\left\|P_{j} x\right\|_{H}^{2}
$$

and hence $P_{j} x=0$ for $j=1, \ldots, N$. This proves the lemma.
The self-adjoint operator $T_{\Theta, K_{0}}^{o}$ given by (5.2) need not be an orthogonal projection. Although we have described its kernel (and thereby its range), it is somewhat cumbersome to identify functions in ker $T_{\Theta, K_{0}}^{o}$. It would help if we could identify the orthogonal projection onto this subspace. An approximation of this projector can be obtained using the Kacmarz method, as in [HS] for the X-ray transform.
6. Discrete wavelet X-ray transform: General case. We now study the general case in which $g \neq h$. The discretizations of the wavelet X-ray transform are now based on the existence of biorthogonal pairs of Riesz bases. Indeed, we will assume that $g, h$ are a pair of wavelets for which there exists a countable subset $K \subseteq \mathbb{H}$ such that $\left(g_{b, a}\right)_{(b, a) \in K}$ and $\left(h_{b, a}\right)_{(b, a) \in K}$ are Riesz bases in $L^{2}(\mathbb{R})$ with Riesz bounds $A_{g}, B_{g}$ and $A_{h}, B_{h}$, respectively. Moreover, we assume that the biorthogonality condition

$$
\left\langle g_{b, a}, h_{\beta, \alpha}\right\rangle_{L^{2}(\mathbb{R})}= \begin{cases}1, & (b, a)=(\beta, \alpha) \\ 0, & (b, a) \neq(\beta, \alpha)\end{cases}
$$

holds. From the discussion on Riesz systems in the introduction, it follows that $A_{g} B_{h}=A_{h} B_{g}=1$. Examples of biorthogonal pairs of Riesz bases are given in, for example, [Dau, CDF, CR]. These examples are all based on the countable set $K=\left\{\left(k 2^{j}, 2^{j}\right) \mid k, j \in \mathbb{Z}\right\}$. In principle, orthonormal bases are to be preferred over biorthogonal systems of Riesz bases, as they allow for simpler implementation. On the other hand, the relaxed conditions on biorthogonal systems allow for a wider choice of wavelets, e.g., splines of higher order; see [Chu, CDF, CR].

In the general case when $g \neq h$, the elementary projections need not be orthogonal. The analogue to Theorem 5.5 in the general case reads as follows. Theorem 6.1 and Corollary 6.2 will be proved under the weaker condition that $\left(g_{b, a}\right)_{(b, a) \in K}$ and $\left(h_{b, a}\right)_{(b, a) \in K}$ are dual frames in $L^{2}(\mathbb{R})$. The frame bounds of $\left(g_{b, a}\right)_{(b, a) \in K}$ are $A_{g}, B_{g}$; therefore the frame bounds of $\left(h_{b, a}\right)_{(b, a) \in K}$ are given by $A_{h}=B_{g}^{-1}$ and $B_{h}=A_{g}^{-1}$; see the description of frames in the introduction. We recall the definition of an elementary projection from section 4 :

$$
G_{\theta, b, a} f=\int_{\mathbb{R}} f\left(E_{\theta} \cdot+t \theta\right) \overline{g_{b, a}(t)} d t h_{b, a}(\langle\cdot, \theta\rangle), \quad(b, a) \in K
$$

Theorem 6.1. Assume that $\left(g_{b, a}\right)_{(b, a) \in K}$ and $\left(h_{b, a}\right)_{(b, a) \in K}$ are dual frames in $L^{2}(\mathbb{R})$. If $f \in L^{2}\left(\mathbb{R}^{n}\right)$, then

$$
f=\sum_{(b, a) \in K} G_{\theta, b, a} f
$$

The series converges in $L^{2}\left(\mathbb{R}^{n}\right)$. Moreover, we find that

$$
\frac{A_{h}}{\|h\|_{L^{2}(\mathbb{R})}^{2}} \sum_{(b, a) \in K}\left\|G_{\theta, b, a} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2} \leq\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2} \leq \frac{B_{h}}{\|h\|_{L^{2}(\mathbb{R})}^{2}} \sum_{(b, a) \in K}\left\|G_{\theta, b, a} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}
$$

Proof. If $f \in L^{2}\left(\mathbb{R}^{n}\right)$, observe that $f(x+t \theta)=\sum_{(b, a) \in K}\left\langle f(x+\theta), g_{b, a}\right\rangle_{L^{2}(\mathbb{R})} h_{b, a}(t)$ for almost all $x \in \theta^{\perp}$ and $t \in \mathbb{R}$. Since $\left(g_{b, a}\right)_{(b, a) \in K}$ is a frame with Riesz bounds $A_{g}, B_{g}$, we get

$$
A_{g}\|f(x+\cdot \theta)\|_{L^{2}(\mathbb{R})}^{2} \leq \sum_{(b, a) \in K}\left|\left\langle f(x+\cdot \theta), g_{b, a}\right\rangle_{L^{2}(\mathbb{R})}\right|^{2} \leq B_{g}\|f(x+\cdot \theta)\|_{L^{2}(\mathbb{R})}^{2}
$$

Observe that

$$
\begin{gathered}
\left\|G_{\theta, b, a} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}=\int_{\mathbb{R}^{n}}\left|P_{g} f\left(\theta, E_{\theta} y, b, a\right)\right|^{2}\left|h_{b, a}(\langle y, \theta\rangle)\right|^{2} d y \\
=\int_{\theta^{\perp}}\left|P_{g} f(\theta, x, b, a)\right|^{2} d x \cdot\|h\|_{L^{2}(\mathbb{R})}^{2}=\int_{\theta^{\perp}}\left|\left\langle f(x+\cdot \theta), g_{b, a}\right\rangle_{L^{2}(\mathbb{R})}\right|^{2} d x \cdot\|h\|_{L^{2}(\mathbb{R})}^{2} .
\end{gathered}
$$

By Fubini's theorem, we get

$$
\sum_{(b, a) \in K}\left\|G_{\theta, b, a} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}=\int_{\theta \perp} \sum_{(b, a) \in K}\left|\left\langle f(x+\cdot \theta), g_{b, a}\right\rangle_{L^{2}(\mathbb{R})}\right|^{2} d x \cdot\|h\|_{L^{2}(\mathbb{R})}^{2}
$$

The theorem can now be proved using the equality

$$
\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}=\int_{\theta^{\perp}}\|f(x+\cdot \theta)\|_{L^{2}(\mathbb{R})}^{2} d x
$$

We mention the following corollary without proof.
Corollary 6.2. Let $\left(K_{\nu}\right)_{\nu=1}^{\infty}$ be an increasing sequence of finite sets in $K$ such that $K_{\nu} \uparrow K$. If $f \in L^{2}\left(\mathbb{R}^{n}\right)$, then $G_{\theta, K_{\nu}} f \rightarrow f$ in $L^{2}\left(\mathbb{R}^{n}\right)$ as $K_{\nu} \uparrow K$.

Next, we study null spaces of sums of elementary projections. From now on, we assume that $\left(g_{b, a}\right)_{(b, a) \in K}$ and $\left(h_{b, a}\right)_{(b, a) \in K}$ form a biorthogonal system of Riesz bases. We will use the results that were obtained for orthogonal elementary projections in the preceding section to deal with the general case. In order to do this, choose a wavelet $\psi$ such that $\left(\psi_{b, a}\right)_{(b, a) \in K}$ is an orthonormal basis in $L^{2}(\mathbb{R})$. Assume that $\|\psi\|_{L^{2}(\mathbb{R})}=1$. We shall write

$$
G_{\theta, b, a}^{o} f=P_{\psi} f\left(\theta, E_{\theta} \cdot, b, a\right) \psi_{b, a}(\langle\cdot, \theta\rangle)
$$

Define the operator $S_{\theta, h}$ on $L^{2}\left(\mathbb{R}^{n}\right)$ by

$$
\begin{equation*}
S_{\theta, h} f=\sum_{(b, a) \in K} P_{\psi} f\left(\theta, E_{\theta} \cdot, b, a\right) h_{b, a}(\langle\cdot, \theta\rangle) \tag{6.1}
\end{equation*}
$$

For each $\rho \in L^{2}\left(\theta^{\perp}\right), S_{\theta, h}$ maps $f=\rho\left(E_{\theta} \cdot\right) \psi_{b, a}(\langle\cdot, \theta\rangle)$ to $S_{\theta, h} f=\rho\left(E_{\theta} \cdot\right) h_{b, a}(\langle\cdot, \theta\rangle)$. In this manner, $S_{\theta, h}$ is a lifted version of the boundedly invertible mapping on $L^{2}(\mathbb{R})$ which maps $\left(\psi_{b, a}\right)_{(b, a) \in K}$ onto $\left(h_{b, a}\right)_{(b, a) \in K}$. We now prove that $S_{\theta, h}$ itself is indeed a boundedly invertible operator on $L^{2}\left(\mathbb{R}^{n}\right)$.

Lemma 6.3. The operator $S_{\theta, h}$ defined in (6.1) is boundedly invertible on $L^{2}\left(\mathbb{R}^{n}\right)$. Its inverse is given by

$$
S_{\theta, h}^{-1} f=\sum_{(b, a) \in K} P_{g} f\left(\theta, E_{\theta} \cdot, b, a\right) \psi_{b, a}(\langle\cdot, \theta\rangle)
$$

and the adjoint of $S_{\theta, h}$ reads

$$
S_{\theta, h}^{*} f=\sum_{(b, a) \in K} P_{h} f\left(\theta, E_{\theta} \cdot, b, a\right) \psi_{b, a}(\langle\cdot, \theta\rangle)
$$

Observe that $S_{\theta, h}^{-1}=S_{\theta, g}^{*}$. Moreover, $\left\|S_{\theta, h}\right\|=B_{h}^{1 / 2}$ and $\left\|S_{\theta, h}^{-1}\right\|=A_{h}^{-1 / 2}$.
Proof. We first prove that $S_{\theta, h}$ is bounded on $L^{2}\left(\mathbb{R}^{n}\right)$. Let $f \in L^{2}\left(\mathbb{R}^{n}\right)$; then

$$
\begin{gathered}
\left\|S_{\theta, h} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}=\left\|\sum_{(b, a) \in K} P_{\psi} f\left(\theta, E_{\theta} \cdot, b, a\right) h_{b, a}(\langle\cdot, \theta,\rangle)\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2} \\
\leq B_{h} \sum_{(b, a) \in K}\left\|P_{\psi} f\left(\theta, E_{\theta} \cdot, b, a\right)\right\|_{L^{2}\left(\theta^{\perp}\right)}^{2}=B_{h} \sum_{(b, a) \in K}\left\|G_{\theta, b, a}^{o} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}=B_{h}\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2} .
\end{gathered}
$$

In order to prove that the norm of $S_{\theta, h}$ equals $B_{h}^{1 / 2}$, let $\varepsilon>0$ and let $\left(c_{(b, a)}\right)_{(b, a) \in K} \in$ $\ell^{2}(K)$ such that

$$
\left\|\sum_{(b, a) \in K} c_{(b, a)} h_{b, a}\right\|_{L^{2}(\mathbb{R})}^{2}>\left(B_{h}-\varepsilon\right) \sum\left|c_{(b, a)}\right|^{2}
$$

Let $\rho \in L^{2}\left(\theta^{\perp}\right)$ with unit norm, and let $f=\sum_{(b, a) \in K} c_{(b, a)} \rho\left(E_{\theta} \cdot\right) \psi_{b, a}(\langle\cdot, \theta\rangle)$. It is now easy to verify that

$$
\frac{\left\|S_{\theta, h} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}}{\|f\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}} \geq B_{h}-\varepsilon
$$

In the same fashion, it can be shown that $\left\|S_{\theta, g}^{*}\right\|=A_{h}^{-1 / 2}$. Using Theorem 6.1, one proves that $S_{\theta, g}^{*} S_{\theta, h}=S_{\theta, h} S_{\theta, g}^{*}=I$.

We state the following lemma without proof.
Lemma 6.4.

$$
S_{\theta, h}^{-1} G_{\theta, b, a} S_{\theta, h}=G_{\theta, b, a}^{o}
$$

The following results are obtained easily now.
Lemma 6.5.

$$
\operatorname{ker} G_{\theta, b, a}=S_{\theta, h} \operatorname{ker} G_{\theta, b, a}^{o} .
$$

Corollary 6.6. Define $G_{\theta, K_{0}}=\sum_{(b, a) \in K_{0}} G_{\theta, b, a}$; then

$$
\operatorname{ker} G_{\theta, K_{0}}=\bigcap_{(b, a) \in K_{0}} \operatorname{ker} G_{\theta, b, a}
$$

As in the previous section, we shall study the approximation of functions by averaging over approximations from several directions. In analogy to (5.2), we define the operator

$$
\begin{equation*}
T_{\Theta, K_{0}}=\frac{1}{|\Theta|} \sum_{\theta \in \Theta} G_{\theta, K_{0}}^{*} G_{\theta, K_{0}} \tag{6.2}
\end{equation*}
$$

where both $\Theta \subset S^{n-1}$ and $K_{0} \subset K$ are finite subsets. Observe that if $G_{\theta, K_{0}}$ is an orthogonal projection, then $G_{\theta, K_{0}}^{*} G_{\theta, K_{0}}=G_{\theta, K_{0}}$; therefore the definition of $T_{\theta, K_{0}}$ here is consistent with the one given in (5.2). The proof of the following proposition is achieved along the same lines as the proof of Proposition 5.7.

Proposition 6.7. Let $\Theta=\left\{\theta_{1}, \ldots, \theta_{N}\right\} \subseteq S^{n-1}$ denote a finite set of directions, $K_{0} \subseteq K$ finite, and define $T_{\Theta, K_{0}}$ as in (6.2). Then

$$
\operatorname{ker} T_{\Theta, K_{0}}=\bigcap_{j=1}^{N} \operatorname{ker} G_{\theta_{j}, K_{0}} .
$$

It is not known to the author whether a result as in the Proposition 6.7 holds true for an operator of the form

$$
\widetilde{T}_{\Theta, K_{0}}=\frac{1}{|\Theta|} \sum_{\theta \in \Theta} G_{\theta, K_{0}}
$$

Observe that Lemma 5.8 does not hold for sums of not necessarily orthogonal projections.
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# A GEOMETRIC APPROACH TO SINGULARLY PERTURBED NONLOCAL REACTION-DIFFUSION EQUATIONS* 
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#### Abstract

In the context of a microwave heating problem, a geometric method to construct a spatially localized, 1-pulse steady-state solution of a singularly perturbed, nonlocal reaction-diffusion equation is introduced. The 1-pulse is shown to lie in the transverse intersection of relevant invariant manifolds. The transverse intersection encodes a consistency condition that all solutions of nonlocal equations must satisfy. An oscillation theorem for eigenfunctions of nonlocal operators is established. The theorem is used to prove that the linear operator associated with the 1-pulse solution possesses an exponentially small principal eigenvalue. The existence and instability of $n$-pulse solutions is also proved. A further application of the theory to the Gierer-Meinhardt equations is provided.
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1. Introduction. This paper is concerned with establishing a geometric method to analyze singularly perturbed, nonlocal reaction-diffusion equations. Such equations arise in microwave heating applications [18], activator-inhibitor chemical systems [20], thermistor [19], and ballast resistor problems [3], among other places. Nonlocal equations also are of interest because a higher-dimensional system can often be recast into a lower-dimensional nonlocal system [5, 7, 9, 14]. Existence of stationary solutions for scalar nonlocal equations has been considered by $[3,7,9,18,19]$. Stability of solutions for scalar nonlocal equations has been studied by $[1,3,5,10,11,12,14]$.

Various methods for showing existence of solutions to nonlocal, boundary value problems have been employed. In [3, 9], it is shown that a homogeneous steadystate solution becomes unstable and a certain bifurcation occurs, thereby yielding a new steady-state or time-periodic solution. Lacey uses Picard iteration to show that nonhomogeneous steady-state solutions exist for equations modeling thermistors [19]. These methods establish the existence of solutions, but are not constructive in the sense that they give little information about the structure of solutions and where they lie in an appropriate phase space. Alternatively, asymptotic methods can be used to formally construct solutions [18]. However, asymptotic analysis does not actually yield a proof that a solution exists, and without a proof, one cannot be certain that what is constructed by formal asymptotics actually corresponds to the asymptotics of the true solution. Indeed, there are examples in the literature in which what appear to be asymptotic approximations of solutions are derived, but in fact there are no true solutions nearby at all. In the spirit of the approach that we shall take, Doelman and Rottschäfer [7] have studied a nonlocal reduction of the Ginzburg-Landau equations from a geometric point of view. The main purpose of their work is to compare a nonlocal model to a singularly perturbed one to determine whether the former is a

[^18]good approximant of the latter. As a result, their nonlocal equations do not involve singular perturbations.

In this paper, in the context of a microwave heating problem, it is shown how to use geometric singular perturbation theory to construct spatially localized 1-pulse solutions for a nonlocal boundary value problem. A 1-pulse solution contains one spatially localized local maxima. This solution is shown to lie in the transverse intersection of relevant invariant manifolds. Two manifolds intersect transversely, if at a point of intersection, the tangent spaces of these manifolds span the ambient space. Solutions to nonlocal equations must satisfy a so-called consistency condition, which we discuss in detail below. An important byproduct of this work is the development of a geometric method to determine which trajectories in phase space satisfy the consistency condition. We show how to replace the scalar nonlocal boundary value problem with a higher-dimensional local boundary value problem in which the consistency constraint has been embedded.

Transversality is obtained as a direct result of the higher dimensionality. In fact, our analysis shows that transversality implies satisfaction of the consistency condition. Furthermore, since transversality of manifolds implies local uniqueness of intersections, we also obtain local uniqueness of the 1-pulse solution. This means that in a neighborhood of phase space of a 1-pulse solution, there are no other steady-state solutions. We also prove the existence of spatially localized $n$-pulse solutions.

Freitas $[10,11,12]$ has obtained extensive results on the stability of scalar nonlocal reaction-diffusion equations. He shows how to locate the spectrum of a nonlocal linear operator by seeing how the spectrum of a related local operator changes under perturbations. Here, we locate the spectrum of a nonlocal version of a standard Sturm-Liouville operator. We show that the 1-pulse is metastable in that the nonlocal operator possesses an exponentially small principal eigenvalue. For $n \geq 2$, the $n$-pulses are unstable. The primary tool we employ is an oscillation theorem found in Bose and Kriegsmann [1]. Using Freitas' results, we show that this theorem holds under more general circumstances than those found in [1].

The equation of interest arises in microwave heating applications. A spatially localized hot spot forms in a thin ceramic fiber when it is microwave heated in a highly resonant, single mode cavity. The spot forms along the axis of the sample and begins to propagate [21]. In most cases the spot eventually becomes stationary, thereby leaving a localized region of the fiber at a dramatically higher temperature than the rest. Kriegsmann [18] derives the following nonlocal reaction-diffusion equation to model this phenomena:

$$
\begin{gather*}
U_{t}=\epsilon^{2} U_{x x}+\frac{p f(U)}{1+c^{2}\left(\int_{0}^{1} f(U) d x\right)^{2}}-h(U),  \tag{1.1}\\
U_{x}(0, t)=U_{x}(1, t)=0
\end{gather*}
$$

Here $0 \leq x \leq 1, U$ corresponds to the dimensionless temperature along the fiber and is assumed to be nonnegative; $p$ is the dimensionless power which is proportional to the square of the amplitude of the mode which excites the cavity; and $c$ lumps several physical parameters together. The function $h(U)$ models heat loss at the surface of the fiber due to convection and radiation and satisfies $h(0)=0, h^{\prime}(U)>0$. The function $f(U)$ represents the effective electrical conductivity of a low-loss ceramic, such as alumina, and satisfies $f(0)=1, f^{\prime}(U)>0$ and $f(U)$ grows faster than $h(U)$


Fig. 1.1. Kriegsmann's 1-pulse solution with $\epsilon=0.01, p=1.0, c=0.01, \beta=0.01, c_{1}=1.0$.
for sufficiently large values of $U$. Both $f$ and $h$ are assumed to be sufficiently smooth. The nonlocal term models the detuning effect the heated fiber has upon the cavity. The diffusion constant $\epsilon$ is the aspect ratio of the fiber and in practice is much less than one, thereby making (1.1) singularly perturbed.

In [18], Kriegsmann chooses $f(U)=e^{c_{1} U}, c_{1}>0$ and $h(U)=2\left(U+\beta\left[(U+1)^{4}-1\right]\right)$, $\beta \ll 1$. There, he formally constructs a localized, 1-pulse, steady-state solution $\left(U_{t}=0\right)$ using matched asymptotic expansions (see Figure 1.1). Kriegsmann shows that for $\epsilon$ sufficiently small, the 1-pulse possesses the following characteristics:
(C1) The solution is symmetric about $x=1 / 2$.
(C2) It is nearly constant and close to zero valued on most of $[0,1]$.
(C3) On a small interior layer centered around $x=1 / 2$, the solution attains a maximum value that tends to $\infty$ as $\epsilon \rightarrow 0$. The value of the nonlocal integral term also tends to $\infty$ in this limit.
Recently, Bose and Kriegsmann [1] proved that this solution is metastable. The solution is, in fact, unstable, but perturbations of the solution decay to the solution or a translate of it, which then persists for exponentially long amounts of time.

In this paper, we study (1.1) with $f(U)=1+U^{2}$ and $h(U)=2 U$. Our choice of these functions is motivated by the fact that they are the simplest functions for which solutions of (1.1) retain the qualitative features of those found in [18]. Moreover, this choice simplifies the analysis so as to focus on the geometric approach. See Remark 3.6 for a discussion on the effect of including $O(\beta)$ terms in the function $h(U)$. To construct a steady-state 1-pulse solution of (1.1), we study the following
boundary value problem:

$$
\begin{gather*}
\epsilon^{2} U_{x x}+\frac{p\left(1+U^{2}\right)}{1+c^{2}\left(\int_{0}^{1} 1+U^{2} d x\right)^{2}}-2 U=0  \tag{1.2}\\
U_{x}(0)=U_{x}(1)=0
\end{gather*}
$$

Let $I=\int_{0}^{1} U^{2} d x$. Replacing $\int_{0}^{1} 1+U^{2} d x$ by $1+I$, we note that the value $I$ is determined by the solution itself. Thus a solution of (1.2) must satisfy the consistency condition

$$
\begin{equation*}
I_{\star}=\int_{0}^{1} U^{2}\left(x, I_{\star}\right) d x \tag{1.3}
\end{equation*}
$$

The prescribed value $I_{\star}$ must be the value that is determined by computing the integral of $U^{2}$ along a trajectory of (1.2). This motivates the introduction of an auxiliary variable $V(x)=\int_{0}^{x} U^{2} d x$.

We recast (1.2) as the following system of first-order equations, where ${ }^{\prime}=d / d x$ :

$$
\begin{align*}
\epsilon U^{\prime} & =W, & V^{\prime} & =U^{2}, \\
\epsilon W^{\prime} & =2 U-\frac{p\left(1+U^{2}\right)}{1+c^{2}(1+I)^{2}}, & I^{\prime} & =0 . \tag{1.4}
\end{align*}
$$

Note that $V(1)=\int_{0}^{1} U^{2} d x$. This formulation, in a very natural way, recasts (1.2)(1.3) into the boundary value problem (1.4), subject to the boundary conditions

$$
\begin{align*}
& (U, W, V, I)=\left(U(0), 0,0, I_{\star}\right) \text { at } x=0 \\
& (U, W, V, I)=\left(U(1), 0, I_{\star}, I_{\star}\right) \text { at } x=1 \tag{1.5}
\end{align*}
$$

The new consistency condition is $V(1)=I_{\star}$. The analysis will show that $I_{\star}$ is unique, as a priori, this is not obvious. The values of $U(0)$ and $U(1)$ will also need to be determined. Since $\int_{0}^{1} 1+U^{2} d x=1+I$ is simply a number, by phase plane considerations, any pulse solution of (1.4)-(1.5) will necessarily be symmetric about $x=1 / 2$. Thus $U(0)=U(1)$. Also, the trivial equation $I^{\prime}=0$ in (1.4) is necessary, as the unique value $I_{\star}$ will be determined by transversality with respect to $I$.

We employ geometric singular perturbation theory to construct a 1-pulse solution of (1.4)-(1.5) [8, 15]. This theory involves finding solutions to sets of reduced equations obtained by formally setting $\epsilon=0$ in appropriately scaled versions of (1.4). These solutions are then pieced together to form a singular solution. If the singular solution lies in certain manifolds which satisfy relevant transversality conditions, then an actual solution for $\epsilon \ll 1$ is obtained. Transverse intersections persist under perturbation which allows the $\epsilon=0$ results to be extended to $\epsilon$ small. The first theorem that we prove is the following.

Theorem 1.1. (a) For $\epsilon$ sufficiently small, there exists a locally unique, symmetric 1-pulse solution $U_{1}$ of (1.4)-(1.5). The maximum value $U_{\max }$ of this solution and the unique value $I_{\star}$ of the nonlocal term are given by

$$
U_{\max }=3 c^{2} I_{\star}^{2} / p+O(\epsilon), \quad I_{\star}=\left(\frac{p^{2}}{12 \sqrt{2} c^{4} \epsilon}\right)^{1 / 3}+O(\epsilon)
$$

(b) Let $\epsilon_{1}$ be sufficiently small such that a symmetric 1-pulse solution exists as in (a). Then for $\epsilon=\epsilon_{1} / n$, there exists a symmetric n-pulse solution $U_{n}$ of (1.4)-(1.5).

Stability of these solutions with respect to arbitrary perturbations is an important property for any physically realizable solution. For nonlocal equations of the type under consideration, Chafee [3] has shown that linear stability implies asymptotic stability. If a solution is asymptotically stable, then arbitrary perturbations of the solution decay in an appropriate function space. The main result to be proved here is that the 1-pulse solution is metastable, as is the case for the 1 -pulse constructed in [18] and analyzed in [1].

THEOREM 1.2. (a) The 1-pulse solution $U_{1}$ is a metastable solution of (1.1).
(b) For $n \geq 2$, $n$-pulse solutions $U_{n}$ are unstable solutions of (1.1) with principal eigenvalue bounded away from the origin as $\epsilon \rightarrow 0$.

We now give an outline of the paper. Due to criterion (C3) of Kriegsmann's solution, it turns out that (1.4) is not the correctly scaled version of the equations with which to work. In section 2, we rescale (1.4) to obtain the correct set of equations, together with relevant sets of reduced equations. In section 3, we construct a singular 1-pulse solution and show that it perturbs to yield an actual 1-pulse solution for $\epsilon$ sufficiently small. We also obtain $n$-pulse solutions using a simple rescaling argument. In section 4 , we prove Theorem 1.2 concerning the stability of solutions. Section 5 contains numerical simulations of the full time-dependent equations. The numerically obtained values for $U_{\max }$ and $I_{\star}$ are shown to agree closely with the theoretically predicted ones. In section 6 , we give a second application of our theory to a special limit of the Gierer-Meinhardt equations [13] which describe biological pattern formation. In this limit, the system of two reaction-diffusion equations can be reduced to a scalar nonlocal reaction-diffusion equation of the type considered above. A brief discussion concludes the paper.

## 2. The singular solution.

2.1. Scalings. The asymptotic analysis of Kriegsmann [18] shows that the maximum value of the 1-pulse solution of (1.1) tends to infinity as $\epsilon$ tends to 0 . Moreover, the value of the nonlocal term $I$ also tends to infinity in this limit. Numerical simulations of (1.1), with either set of nonlinearities discussed above, show that the main contribution to the nonlocal term occurs on the small interior layer around $x=1 / 2$. A set of outer and inner equations associated with (1.4) can naively be derived in an attempt to capture this behavior. An outer set of equations is found simply by setting $\epsilon=0$ in (1.4). An inner set of equations is obtained by rescaling the spatial variable $x$ in a neighborhood of $1 / 2$ by using $\xi=(x-1 / 2) / \epsilon$ and then setting $\epsilon=0$ in the ensuing equations. The problem with this scaling is that $d V / d \xi=0$. Thus there would be no contribution to the nonlocal integral term over the inner solution.

Following ideas similar to those found in [6], we rescale both the spatial and dependent variables in (1.4). Let $u=\epsilon^{a} U, w=\epsilon^{a} W, v=\epsilon^{b} V, Z=\epsilon^{b} I$, and $\xi=(x-1 / 2) / \epsilon$. We use a capital $Z$ for the new scaling of $I$ to emphasize that transversality occurs with respect to this parameter. It is clear why $U$ and $W$ need to be scaled by the same power of $\epsilon$. That $V$ and $I$ also need to be scaled by equal powers of $\epsilon$ follows from the fact that the consistency condition requires $V(1)=I$. Introducing these scalings in (1.4) with ${ }^{\bullet}=d / d \xi$ yields

$$
\begin{array}{ll}
\dot{u}=w, & \dot{v}=\epsilon^{b+1-2 a} u^{2}, \\
\dot{w}=2 u-p \frac{\epsilon^{a+2 b}+\epsilon^{2 b-a} u^{2}}{\epsilon^{2 b}+c^{2}\left(\epsilon^{b}+Z\right)^{2}}, & \dot{Z}=0,  \tag{2.1}\\
\dot{Z}=0 . &
\end{array}
$$

We require that all nonconstant terms in (2.1) be $O(1)$. We do this in order to make sure that both the linear $(u)$ and the nonlinear $\left(u^{2}\right)$ terms in the $w$ component of the vector field are $O(1)$ so that the fast subsystem possesses a homoclinic orbit. Doing so implies $2 b=a$ and $2 a=b+1$. Thus $a=2 / 3$ and $b=1 / 3$. Next, scale back to the $x$-variable, introduce $y=x$, and append the equation $d x / d y=1$ to allow the invariant manifolds, defined below, to explicitly contain a spatial component. The set of equations then becomes

$$
\begin{array}{ll}
\epsilon d u / d y=w, & d Z / d y=0 \\
\epsilon d w / d y=2 u-p \frac{\epsilon^{4 / 3}+u^{2}}{\epsilon^{2 / 3}+c^{2}\left(\epsilon^{1 / 3}+Z\right)^{2}}, & d x / d y=1  \tag{2.2}\\
\epsilon d v / d y=u^{2} &
\end{array}
$$

In these new scalings, the consistency condition (1.3) becomes

$$
\begin{equation*}
\epsilon Z_{\star}=\int_{0}^{1} u^{2}\left(y, Z_{\star}\right) d y \tag{2.3}
\end{equation*}
$$

The boundary conditions (1.5) transform to

$$
\begin{align*}
(u, w, v, Z, x) & =\left(u(0), 0,0, Z_{\star}, 0\right) \\
(u, w, v, Z, x) & =\left(u(1), 0, Z_{\star}, Z_{\star}, 1\right) . \tag{2.4}
\end{align*}
$$

In terms of these boundary conditions, the consistency condition is also recognized as $v(1)=Z_{\star}$. As before the symmetry of the 1-pulse implies $u(0)=u(1)$, and these values along with $Z_{\star}$ will need to be determined by the analysis.
2.2. Solutions to reduced equations and singular solutions. The inner and outer sets of equations associated with (2.2) are now easy to obtain. To derive the outer equations, set $\epsilon=0$ in (2.2):

$$
\begin{array}{ll}
0=w, & d Z / d y=0 \\
0=2 u-p \frac{u^{2}}{c^{2} Z^{2}}, & d x / d y=1  \tag{2.5}\\
0=u^{2}
\end{array}
$$

To obtain the inner inequations which incorporate the symmetry of the 1-pulse, condition (C1), we rescale (2.2) in a neighborhood of $y=1 / 2$ using $\xi=(y-1 / 2) / \epsilon$, and set $\epsilon=0$ :

$$
\begin{align*}
\dot{u} & =w, & \dot{Z}=0, \\
\dot{w} & =2 u-p \frac{u^{2}}{c^{2} Z^{2}}, & \dot{x}=0,  \tag{2.6}\\
\dot{v} & =u^{2} . &
\end{align*}
$$

Solutions to (2.5) are easily found as both $u$ and $w$ are forced to be zero by the vector field. The values of $v$ and $Z$, however, are unspecified, but constant for the outer equations. Solutions to the outer equations capture the behavior described in condition (C2). Solutions to (2.6) are also easily obtained. Note that the $u$ and $w$ equations are decoupled from the $v$ equation and that $Z$ acts as a parameter in these equations. For each value of $Z$, the $u-w$ equations are Hamiltonian with critical points $(0,0)$ and $\left(2 c^{2} Z^{2} / p, 0\right)$. The origin is a saddle point and the other critical point is a center. The $u-w$ phase plane is shown in Figure 2.1. The value of $v$ along an


Fig. 2.1. The phase plane for the $u-w$ equations of (2.6). The homoclinic solution is the darker curve.
inner solution is determined by integrating $u^{2}$ along a trajectory in the $u-w$ phase plane. The homoclinic solution of the inner equations (2.6) captures the behavior described in (C3).

The singular solution can now be constructed. By definition, $v(0)=0$. Thus at $y=0$, only $Z$ is unspecified. Since $Z$ can vary, there exists a one-parameter family of singular solutions. We describe one particular member of this family. Fix $Z>0$. The first piece of the singular trajectory is a solution of (2.5) that connects ( $0,0,0, Z, 0$ ) to $(0,0,0, Z, 1 / 2)$ in $(u, w, v, Z, x)$ space. The second piece is the solution of (2.6) that connects $(0,0,0, Z, 1 / 2)$ at $\xi=-\infty$ to $(0,0, v, Z, 1 / 2)$ at $\xi=\infty$. In the $u$ and $w$ components, this singular piece corresponds to the homoclinic orbit pictured in Figure 2.1. Since the value of $v$ at $\xi=-\infty$ is different than at $\xi=+\infty$, the inner piece is actually a heteroclinic orbit in the full five-dimensional phase space. The third and final piece of the singular trajectory is a solution of (2.5) from $(0,0, v, Z, 1 / 2)$ to ( $0,0, v, Z, 1$ ).

With these scalings, the consistency condition (2.3) reduces to a particularly simple form. In the outer equations (2.5), $u=0$. Thus, the outer solutions contribute nothing to the integral. The $\epsilon=0$ value of $Z_{\star}$, denoted by $Z_{0}$, is determined solely by the inner equations and is given by

$$
\begin{equation*}
Z_{0}=\int_{-\infty}^{\infty} u^{2}\left(\xi, Z_{0}\right) d \xi \tag{2.7}
\end{equation*}
$$

3. Invariant manifolds and transversality. We now pick out a unique singular solution which satisfies (2.7) from the one-parameter family of singular 1-pulse solutions. We then extend the analysis to $\epsilon$ small. To do both, we recast the above
analysis into the language of invariant manifolds. Our analysis relies on the seminal work of Fenichel [8] on the persistence of invariant manifolds. See Jones [15] and the references therein for a thorough exposition of the theory and some of its applications.

Following Tin, Kopell, and Jones [22], we define manifolds of points which, respectively, satisfy the boundary conditions (2.4) at $y=0$ and 1 . We then flow the $y=0$ boundary manifold forward to determine whether it intersects the boundary manifold at $y=1$. Denote the flows of (2.5) and (2.6) as the outer and inner flows, respectively. These flows are used to track the evolution of the $y=0$ boundary manifold over different pieces of the singular solution.

The $y=0$ boundary manifold is defined by

$$
B_{0}=\{(u, w, v, Z, x): u=w=v=x=0\} .
$$

Thus $B_{0}$ is a one-dimensional curve consisting solely of different $Z$ values along which $u, w, v$, and $x$ are restricted to 0 . At $y=1$, we define two different boundary manifolds. First, let

$$
B_{R}=\{(u, w, v, Z, x): u=w=0, x=1\} .
$$

The manifold $B_{R}$ is two-dimensional as both $v$ and $Z$ are free and by definition positive. It contains no information about the consistency condition. Enforcing $v(1)=$ $Z$ restricts $B_{R}$ to the following one-dimensional submanifold:

$$
B_{1}=\{(u, w, v, Z, x): u=w=0, v=Z, x=1\}
$$

At $y=1 / 2$, the jump off and touch down curves are defined. These are curves along which the outer and inner flows must match. The jump off curve is

$$
J_{0}=\{(u, w, v, Z, x): u=w=v=0, x=1 / 2\}
$$

and the touch down curve is

$$
T_{0}=\left\{(u, w, v, Z, x): u=w=0, v=\int_{-\infty}^{\infty} u^{2}(\xi, Z) d \xi, x=1 / 2\right\}
$$

The touch down curve is determined by flowing $J_{0}$ forward under the inner flow. In particular, it contains no information about the consistency condition. In the next subsection, we will define an analogous curve $T_{c}$ which will encode the consistency condition.

Denote by $B_{0} \cdot y$ the two-dimensional manifold formed by flowing $B_{0}$ forward. Note that $J_{0}=\left.B_{0} \cdot y\right|_{y=1 / 2^{-}}$, so the outer flow transversely intersects the jump off curve on the slow manifold. This is essential for the perturbation result later for $\epsilon$ small. Now use the inner flow to follow $J_{0}=B_{0} \cdot 1 / 2^{-}$. For each point on $J_{0}$, there exists a homoclinic solution of the inner $u-w$ equations (2.6). As mentioned earlier, considering the full set of inner equations in a five-dimensional phase space, this is actually a heteroclinic solution in that the values of $v$ and $Z$ on the jump off curve $J_{0}$ and touch down curve $T_{0}$ are dramatically different; see Figure 3.1. Thus the inner flow defines a two-dimensional (sheet) manifold of heteroclinic orbits, which connects $J_{0}$ to $T_{0}$. Therefore $T_{0}$ is also one-dimensional. Lastly, flow $T_{0}$ forward to $y=1$ using the outer flow to obtain $T_{0} \cdot 1$. The curve $T_{0} \cdot 1$ is the image of $B_{0}$ flowed under the appropriate outer and inner equations. Thus we define $B_{0} \cdot 1=T_{0} \cdot 1$. By


Fig. 3.1. A graphical representation of the singular manifolds, curves, and flows, projected into $(v, Z, x)$ space. The darker curve depicts the unique singular solution that satisfies the consistency condition.
construction, $B_{0} \cdot 1 \cap B_{R} \neq \emptyset$. If there is a singular 1-pulse solution, then it must satisfy the following geometric version of (2.7):

$$
\begin{equation*}
B_{0} \cdot 1 \cap B_{1} \neq \emptyset \tag{3.1}
\end{equation*}
$$

Further, if $B_{0} \cdot 1$ transversely intersects $B_{1}$ in $\mathbf{R}^{2}$, then there exists a unique singular 1pulse solution which satisfies (2.7). The following lemma establishes the transversality.

Lemma 3.1. The curve $T_{0}$ transversely intersects the line $v=Z$ at a unique point in $(Z, v)$ space.

Proof. It is easy to verify that

$$
\begin{equation*}
u(\xi)=\frac{3 c^{2} Z^{2}}{p} \operatorname{sech}^{2} \frac{\xi}{\sqrt{2}}, \quad w(\xi)=\dot{u} \tag{3.2}
\end{equation*}
$$

solves the $u-w$ equations of (2.6). Let $v(Z)$ be defined by the first equation of (3.3), below. It is easily checked that

$$
\begin{equation*}
v(Z)=\int_{-\infty}^{+\infty} u^{2}(\xi, Z) d \xi=\frac{12 \sqrt{2} c^{4} Z^{4}}{p^{2}} \tag{3.3}
\end{equation*}
$$

The graph of (3.3) is exactly $T_{0}$ projected onto $(Z, v)$ space; see Figure 3.2. Note that it intersects the line $v=Z$ at exactly one point. This intersection value is calculated


Fig. 3.2. The transverse intersection of $v(Z)$ and $v=Z$ in $(Z, v)$ space.
by solving $Z_{0}=v\left(Z_{0}\right)$, which yields

$$
\begin{equation*}
Z_{0}=\left(\frac{p^{2}}{12 \sqrt{2} c^{4}}\right)^{1 / 3} \tag{3.4}
\end{equation*}
$$

Therefore (3.4) determines the unique value $Z_{0}$ that satisfies (2.7). Transversality follows since the slope of $T_{0}$ at the point $Z_{0}$ is not equal to one, which is the slope of $v=Z$.

Remark 3.2. While we use the closed form of $u(\xi)$ to obtain transversality, it will be clear from the estimates for the Gierer-Meinhardt equations in section 6 that the transversality can be obtained in the absence of a closed form solution.

Lemma 3.1 is sufficient to prove that $B_{0} \cdot 1$ transversely intersects $B_{1}$, the restriction of $B_{R}$ to the line $v=Z$. Since $v$ changes only along the inner solution, in the $(Z, v)$ plane, the curves $T_{0}$ and $B_{0} \cdot 1$ are identical. Thus transversality follows from the lemma and is stated in the following corollary.

Corollary 3.3. The curve $B_{0} \cdot 1$ transversely intersects $B_{1}$ at $v=Z_{0}$ in $(Z, v)$ space.
3.1. The argument for $0<\epsilon \ll 1$. A region of an invariant manifold $M_{0}$ is normally hyperbolic if all of the eigenvalues corresponding to eigenvectors normal to the manifold are bounded away from the imaginary axis. Fenichel [8] showed that a normally hyperbolic invariant manifold persists under perturbations. Moreover, the perturbed manifold $M_{\epsilon}$ is $O(\epsilon)$ close to $M_{0}$ and also retains this hyperbolic structure.

Finally he showed that the flow on $M_{\epsilon}$ is $O(\epsilon)$. For any $Z$, recall that $(u, w)=(0,0)$ is a saddle point for the inner flow and that $u$ and $w$ are restricted to these values on $B_{0}$ and $B_{1}$. It follows then that the boundary manifolds $B_{0}$ and $B_{1}$ are normally hyperbolic. Therefore, they perturb to nearby manifolds $B_{0}^{\epsilon}$ and $B_{1}^{\epsilon}$. We need to show that the forward evolution of $B_{0}^{\epsilon}$ transversely intersects $B_{1}^{\epsilon}$ at $x=1$. Instead of making the calculation at $x=1$, it is more convenient to check this intersection at some intermediate value $x=a$ by flowing $B_{1}^{\epsilon}$ backwards in space. We will assume that $x=a$ is in some sufficiently small deleted neighborhood of $x=1 / 2$.

We need one more critical result concerning the singular flows. Figure 3.1 gives a picture of how the singular flows evolve, but it is deceptive in that it does not fully reveal the transversality that exists in the equations. Indeed, in Figure 3.1, it appears that there is no transversality due to the inner equations. While it is certainly true that the manifold leaving $J_{0}$ does not transversely intersect the manifold approaching $T_{0}$, we are not actually interested in $T_{0}$.

Instead, flow $B_{1}$ backwards to $x=1 / 2$ under the outer flow. Define a new consistency curve by

$$
T_{c}=\{(u, w, v, Z, x): u=w=0, v=Z, x=1 / 2\}
$$

Consider once again the inner equations (2.5). Let $W^{u}\left(J_{0}\right)$ denote the two-dimensional center-unstable manifold of $J_{0}$ composed of the union of the one-dimensional unstable manifolds of the critical point $(0,0)$ over different values of $Z$. Similarly, let $W^{s}\left(T_{c}\right)$ denote the two-dimensional center-stable manifold of $T_{c}$. Both of these manifolds exist since $(0,0)$ is a hyperbolic critical point. Note that $W^{u}\left(J_{0}\right) \rightarrow T_{0}$ as $\xi \rightarrow \infty$, and that $T_{c}$ projected into $(Z, v)$ space is the line $v=Z$. The following is a corollary of Lemma 3.1 and Corollary 3.3.

Corollary 3.4. The manifold $W^{u}\left(J_{0}\right)$ transversely intersects $W^{s}\left(T_{c}\right)$ in $(u, w, Z)$ space at $Z=Z_{0}$.

The corollary shows that the inner flow induces a transverse intersection of the manifolds needed to actually construct the 1-pulse solution. This transversality encodes the consistency condition. Finally, for later use, let $M_{0}=\cup_{y \in[0,1 / 2]} B_{0} \cdot y$ and $\mathcal{M}_{0}=\cup_{y \in[1 / 2,1]} T_{c} \cdot y$, under the outer flow (2.5).

Tin, Kopell, and Jones [22] give conditions for general boundary value problems for which the existence of a singular solution implies the existence of an actual solution for $\epsilon$ small. Consistent with the major simplifications offered by geometric singular perturbation theory, these conditions are on the $\epsilon=0$ singular manifolds. Thus the verification of these conditions occurs in lower-dimensional reduced settings. Tin, Kopell, and Jones' work is based on the exchange lemma of Jones and Kopell [16], which itself relies on Fenichel's invariant manifold theory. The hypotheses (H1)-(H3) below, which provide sufficient conditions to prove the existence of an actual solution for $\epsilon$ sufficiently small, are all based on transversality at $\epsilon=0$ [22]. Stated in notation adapted for this paper, they are the following:
(H1) The outer flow on $M_{0}$ transversely intersects $J_{0}$.
(H2) $W^{u}\left(J_{0}\right)$ transversely intersects $W^{s}\left(T_{c}\right)$ in $(u, w, Z)$ space.
(H3) The outer flow on $\mathcal{M}_{0}$ transversely intersects $T_{c}$.
For our situation, (H1) and (H3) are trivial to verify as can be seen in Figure 3.1. Note that these transversality calculations need to be verified in only a two-dimensional ambient space. Hypothesis (H2) follows directly from Corollary 3.4. Although the ambient space for this intersection is three-dimensional, the needed calculation occurs in a two-dimensional space.

Tin, Kopell, and Jones' results imply the existence of an actual solution for $\epsilon$ sufficiently small for the following reason. Let $\mathcal{B}_{0}^{\epsilon}$ and $\mathcal{B}_{1}^{\epsilon}$ denote the manifolds obtained by flowing $B_{0}^{\epsilon}$ forward and $B_{1}^{\epsilon}$ backward under (2.2), respectively. The perturbed manifold $\mathcal{B}_{0}^{\epsilon}$ is $O(\epsilon)$ close to $M_{0}$, up to a neighborhood of $x=1 / 2$. Similarly $\mathcal{B}_{1}^{\epsilon}$ is $O(\epsilon)$ close to $\mathcal{M}_{0}$. Based on the exchange lemma [16], Tin, Kopell, and Jones show that when $\mathcal{B}_{0}^{\epsilon}$ and $\mathcal{B}_{1}^{\epsilon}$ veer away from these outer manifolds, they are $C^{1}-O(\epsilon)$ close to $W^{u}\left(J_{0}\right)$ and $W^{s}\left(T_{c}\right)$, respectively. Thus not only are the perturbed manifolds $O(\epsilon)$ close to relevant singular manifolds, so are their tangent spaces. Since transversality is determined by the behavior of tangent spaces, the $C^{1}$ closeness is important. Therefore, since $W^{u}\left(J_{0}\right)$ and $W^{s}\left(T_{c}\right)$ intersect transversely at $Z_{0}$ independent of $\epsilon$, the $C^{1}-O(\epsilon)$ closeness of the perturbed manifolds $\mathcal{B}_{0}^{\epsilon}$ and $\mathcal{B}_{1}^{\epsilon}$ to these manifolds implies that they also intersect transversely for some $Z_{\star} O(\epsilon)$ close to $Z_{0}$.

Therefore, we have shown that $B_{0}^{\epsilon} \cdot 1$ transversely intersects $B_{1}^{\epsilon}$ for $\epsilon$ sufficiently small. In $\mathbf{R}^{2}$, the unique point of intersection of these two curves determines $Z_{\star}$. This value of $Z_{\star}$ determines $I_{\star}$ which is then used in (1.2) to obtain $U_{1}(x)$. The value of $U_{1}(0)=U_{1}(1)$ can then be found. To determine $U_{\max }$, we use the Hamiltonian associated with the inner equations (2.6):

$$
\begin{equation*}
H(u, w)=w^{2} / 2-u^{2}+\frac{p u^{3}}{3 c^{2} Z_{0}^{2}} \tag{3.5}
\end{equation*}
$$

Since the value of $H$ is conserved along trajectories, and, in particular, along the homoclinic of Figure 2.1, we can solve $H(0,0)=H\left(u_{\max }, 0\right)$. This yields $u_{\max }=$ $3 c^{2} Z_{0}^{2} / p$. Finally, rescaling $(u, v, w, Z)$ back to the original $(U, W, V, I)$ variables and using Fenichel [8], the values $U_{\max }$ and $I_{\star}$ stated in Theorem 1.1 are obtained.

Remark 3.5. The geometric argument presented above fails to uniquely pick out the point at which the 1-pulse is centered. Indeed, it is only by using symmetry of the 1-pulse solution that we define the inner equations at $x=1 / 2$ and not at some other point in the domain. See Ward [23] for a thorough discussion on this indeterminacy. As he shows, the metastability of solutions is a direct consequence of it.

Remark 3.6. In (1.2), we have not included the $O(\beta)$ terms which actually appear in Kriegsmann's model [18]. The geometric results presented here can be extended to the case where these terms are included in the vector field provided that $\beta$ is $O\left(\epsilon^{2+\alpha}\right)$, $\alpha>0$. The reason why this restriction is needed is precisely because of characteristic (C3) of Kriegsmann's solution. On the interior layer, $U \rightarrow \infty$. Thus the included quartic $U^{4}$ would be the dominant term of the rescaled equations (2.1) unless $\beta$ is $O\left(\epsilon^{2+\alpha}\right)$. As a result, the existence and transverse intersection of $B_{0}^{\epsilon} \cdot 1$ with $B_{1}^{\epsilon}$ persists provided $\beta$ is small enough.
3.2. Existence of $\boldsymbol{n}$-pulse solutions. Equation (1.2) also admits $n$-pulse solutions for small values of $\epsilon$. These solutions contain $n$ equal, local maxima and are also symmetric about $x=1 / 2$. A similar geometric argument as above could be given to construct these solutions. Instead, we present a simple rescaling argument which exploits the symmetry requirements of the solutions. ${ }^{1}$

Denote the symmetric 1-pulse solution by $\Phi_{1}(x)$. This solution satisfies

$$
\epsilon^{2} \Phi_{1_{x x}}+\frac{p f\left(\Phi_{1}\right)}{1+c^{2}\left(\int_{0}^{1} f\left(\Phi_{1}\right) d x\right)^{2}}-h\left(\Phi_{1}\right)=0
$$

[^19]$$
\Phi_{1}^{\prime}(0)=\Phi_{1}^{\prime}(1)=0
$$

Next define

$$
\Phi_{2}(x)= \begin{cases}\Phi_{1}(x), & 0<x<1 \\ \Phi_{1}(x-1), & 1<x<2\end{cases}
$$

Then $\Phi_{2}(2 x)$ satisfies

$$
\begin{gathered}
\frac{\epsilon^{2}}{4} \Phi_{2_{x x}}+\frac{p f\left(\Phi_{2}\right)}{1+c^{2}\left(\int_{0}^{1} f\left(\Phi_{2}\right) d x\right)^{2}}-h\left(\Phi_{2}\right)=0 \\
\Phi_{2}^{\prime}(0)=\Phi_{2}^{\prime}(1)=0
\end{gathered}
$$

Thus

$$
\Phi_{2}(2 x)= \begin{cases}\Phi_{1}(2 x), & 0<x<1 / 2 \\ \Phi_{1}(2 x-1), & 1 / 2<x<1\end{cases}
$$

and $\Phi_{2}(2 x)$ has two local maximum at $x=1 / 4$ and $x=3 / 4$. Thus $\Phi_{2}(2 x)$ is a symmetric 2 -pulse solution of (1.2) which has been obtained by reflecting and rescaling the 1-pulse solution $\Phi_{1}(x)$. The diffusion constant is half that of the corresponding 1 -pulse solution. Now continue the process to obtain a symmetric 4 -pulse solution and so on. It is seen that a symmetric $\Phi_{2^{m}}\left(2^{m} x\right)$ solution exists which satisfies (1.2).

There is nothing special about base 2. In fact, defining

$$
\Phi_{3}(x)= \begin{cases}\Phi_{1}(x), & 0<x<1 \\ \Phi_{1}(x-1), & 1<x<2 \\ \Phi_{1}(x-2), & 2<x<3\end{cases}
$$

we see that $\Phi_{3}(3 x)$ satisfies (1.2) and is a symmetric 3-pulse solution. Continuing in this fashion, it is easy to obtain a symmetric $n$-pulse solution for any value of $n$.

In closing, we do not obtain local uniqueness of these solutions by this rescaling method. However, in the next section, we show that any $n$-pulse solutions for $n \geq 2$ are unstable, so this lack of information concerning local uniqueness is not so important.
4. Stability. In this section, we prove Theorem 1.2. In particular, we show that the 1-pulse solution constructed above is metastable, with its principal eigenvalue being exponentially small in $\epsilon$. The $n$-pulse solutions, however, are unstable, with principal eigenvalues bounded away from the origin as $\epsilon \rightarrow 0$.

Our analysis relies on two key ingredients. The first is an oscillation theorem for the nonlocal eigenfunctions and their corresponding eigenvalues. This theorem is similar to the one found in Bose and Kriegsmann [1], but is established here under more general conditions. We need a different argument to prove it due to the choice of $f(u)$. The second ingredient will be an analysis of Ward [23], which shows the existence of an exponentially small eigenvalue for equations of the type that we consider.

The oscillation theorem that we prove below is quite general. It holds for a large class of nonlinearities, provided that the underlying pulse solution is symmetric about the midpoint of the domain of interest. In particular, the theorem also holds outside of the singular perturbation parameter regime. However, using the oscillation theorem
to prove the metastability of the 1-pulse uses the singular structure in two important ways. First, it is needed to establish the existence of an exponentially small eigenvalue. Second, it is used to rule out the existence of an eigenfunction of strictly one sign. For local equations, it is well known that pulse solutions have $\mathrm{O}(1)$ with respect to $\epsilon$ unstable principal eigenvalues. The corresponding eigenfunction, after normalization, is strictly positive. Using our oscillation theorem and information about the structure of solutions as $\epsilon \rightarrow 0$, we show that no such eigenfunction can exist for the nonlocal problem. Thus, the nonlocal term can be viewed as stabilizing an unstable solution of the local problem.

In the standard manner, assume $U(x, t)=U_{1}(x)+\phi(x) e^{-\lambda t}$ and linearize (1.1) about $U_{1}$ to obtain the following nonlocal eigenvalue problem:

$$
\begin{gather*}
\epsilon^{2} \phi^{\prime \prime}+(A(x)+\lambda) \phi=B(x) \int_{0}^{1} C(x) \phi d x  \tag{4.1}\\
\phi^{\prime}(0)=\phi^{\prime}(1)=0 \tag{4.2}
\end{gather*}
$$

where

$$
\begin{equation*}
A(x)=-2+\frac{2 p U_{1}}{1+c^{2}\left(1+I_{\star}\right)^{2}}, B(x)=\frac{2 p c^{2}\left(1+I_{\star}\right)\left(1+U_{1}^{2}\right)}{\left(1+c^{2}\left(1+I_{\star}\right)^{2}\right)^{2}}, C(x)=2 U_{1} \tag{4.3}
\end{equation*}
$$

Let $L_{1}$ be the linear operator associated with (4.1), which is given by

$$
\begin{equation*}
L_{1} \phi=-\epsilon^{2} \phi^{\prime \prime}-A(x) \phi+B(x) \int_{0}^{1} C(x) \phi d x \tag{4.4}
\end{equation*}
$$

Denote the spectrum of $L_{1}$ by $\sigma\left(L_{1}\right)$. If $R e \sigma\left(L_{1}\right)>0$, then $U_{1}$ will be an asymptotically stable solution of (1.1) [3]. In [1], $f(u)=e^{c_{1} u}$ which implies that $\mathrm{L}_{1}$ is self-adjoint. Now, since $f(u)=1+u^{2}, L_{1}$ is not a self-adjoint operator. Thus there is no a priori guarantee that the eigenvalues of $L_{1}$ are real. We show below that due to the symmetry of $U_{1}$, the eigenvalues of $L_{1}$ must in fact be real.

The spectrum of $L_{1}$ can be related to the eigenvalues of the following SturmLiouville equation:

$$
\begin{gather*}
\epsilon^{2} \psi^{\prime \prime}+(A(x)+\nu) \psi=0  \tag{4.5}\\
\psi^{\prime}(0)=\psi^{\prime}(1)=0 \tag{4.6}
\end{gather*}
$$

Denote by $L_{0}$ the corresponding linear operator. For $L_{0}$, there exists a sequence of eigenvalues $\left\{\nu_{n}\right\}$ such that $\nu_{0}<\nu_{1}<\nu_{2} \ldots$ and corresponding eigenfunctions $\left\{\psi_{n}\right\}$ such that each eigenfunction has exactly $n$ interior zeros [4]. Due to the fact that $U_{1}$ is symmetric about $x=1 / 2$, it turns out that the eigenfunctions $\left\{\psi_{n}\right\}$ break up into two subsets: $\left\{\psi_{2 n}\right\}$ which are even about $x=1 / 2$ and $\left\{\psi_{2 n+1}\right\}$ which are odd about $x=1 / 2$. This occurs because $A(x), B(x)$, and $C(x)$ all must be even about $x=1 / 2$. As a result, note that

$$
\begin{equation*}
\int_{0}^{1} C(x) \psi_{2 n+1} d x=0 \tag{4.7}
\end{equation*}
$$

Therefore the odd local eigenpairs $\left(\nu_{2 n+1}, \psi_{2 n+1}\right)$ also turn out to be nonlocal eigenpairs. This observation forms the basis for the following oscillation theorem for the nonlocal eigenvalues and eigenfunctions.

Oscillation Theorem. Let $\lambda$ be a nonlocal eigenvalue of $L_{1}$ with corresponding eigenfunction $\phi$. For $n \geq 1$,
(a) $\lambda=\nu_{2 n-1}$ if and only if $\phi=\psi_{2 n-1}$ has $2 n-1$ interior zeros.
(b) $\nu_{2 n-1}<\lambda<\nu_{2 n+1}$ if and only if $\phi$ has $2 n$ interior zeros.
(c) Every interval $\left(\nu_{2 n-1}, \nu_{2 n+1}\right)$ contains exactly one nonlocal eigenvalue except possibly one such interval which may contain at most two nonlocal eigenvalues.

Remark 4.1. The oscillation theorem, along with Lemma 4.2 below, gives a complete description of $\sigma\left(L_{1}\right)$. Moreover, as will be apparent from the proof, the exact forms of the nonlinearities $f(u)$ and $h(u)$ are never used. As a result, the oscillation theorem holds quite generally.

Proof. Part (a) of the theorem is obvious. Part (b) is proved by Bose and Kriegsmann in [1]. To prove part (c), we need a different argument than in [1]. There, because $f(u)=e^{c_{1} u}$, we were able to explicitly show that in the interval $\left(\nu_{2 n-2}, \nu_{2 n}\right)$, there exists exactly one nonlocal eigenvalue. In the present situation, we have no information about the interval $\left(\nu_{2 n-2}, \nu_{2 n}\right)$. We show, however, that the symmetry of $U_{1}$ forces part (c) to hold.

We need the following result.
Lemma 4.2. The eigenvalues of $L_{1}$ are strictly real.
Proof. Following Freitas [10], we introduce the parameter $\delta$ to define

$$
\begin{equation*}
L_{\delta} \phi=L_{0} \phi+\delta B(x) \int_{0}^{1} C(x) \phi d x \tag{4.8}
\end{equation*}
$$

Note that $\delta=1$ yields $L_{1}$ as defined in (4.4) and $\delta=0$ yields $L_{0}$. Freitas shows that the eigenvalues $\lambda(\delta)$ of $L_{\delta}$ vary continuously with $\delta$. If $\lambda \in \sigma\left(L_{\delta}\right)$ for all $\delta$, then Freitas calls the eigenvalue a fixed eigenvalue, otherwise the eigenvalue is a moving eigenvalue. Generically, as $\delta$ is varied from zero, some of the eigenvalues $\lambda(\delta)$ begin to move along the real axis. Freitas shows that eigenvalues cannot suddenly appear or disappear as $\delta$ is varied. Moreover, he shows that the only way complex conjugate eigenvalues can be created is if for some value of $\delta$, two moving eigenvalues collide while traveling in opposite directions. Then for some nonzero $\delta$ interval, perhaps semi-infinite, they remain complex. Finally, Freitas shows that moving eigenvalues which are traveling in the same direction cannot cross over one another. We see here that the odd subscripted eigenvalues $\lambda_{2 n+1}(\delta)=\nu_{2 n+1}$ are fixed eigenvalues and that the even ones $\lambda_{2 n}(\delta)$, where $\lambda_{2 n}(0)=\nu_{2 n}$, are moving eigenvalues.

In [1], the Prüfer transformation, $\tan \epsilon \phi^{\prime} / \phi$, is used to show that for $\delta=1$, there must exist a (moving) nonlocal eigenvalue in every subinterval $\left(\nu_{2 n-1}, \nu_{2 n+1}\right)$. That same argument actually shows that this must be true for all $\delta$. This observation is sufficient to rule out the existence of complex conjugate eigenvalues. We argue by contradiction. Suppose that there exists $\hat{\delta}$ at which $\lambda_{0}(\hat{\delta})$ and $\lambda_{2}(\hat{\delta})$ collide and become complex. Then since there must exist a real nonlocal eigenvalue in $\left(\nu_{1}, \nu_{3}\right)$, it follows that $\lambda_{4}(\hat{\delta}) \in\left(\nu_{1}, \nu_{3}\right)$. In particular, there exists $\delta_{4}<\hat{\delta}$ such that $\lambda_{4}\left(\delta_{4}\right)=\nu_{3}$. Since for any value of $\delta,\left(\nu_{3}, \nu_{5}\right)$ must also contain a real nonlocal eigenvalue, it follows that $\lambda_{6}\left(\delta_{4}\right) \in\left(\nu_{3}, \nu_{5}\right)$. Thus there exists a $\delta_{6}<\delta_{4}<\hat{\delta}$ such that $\lambda_{6}\left(\delta_{6}\right)=\nu_{5}$. Continuing by induction, there exists a monotone decreasing sequence $\left\{\delta_{2 n}\right\}$ such that $\lambda\left(\delta_{2 n}\right)=\nu_{2 n-1}$ for $n \geq 2$.

The sequence $\left\{\delta_{2 n}\right\}$ denotes the "crossing times" at which a moving eigenvalue crosses over the fixed eigenvalue immediately to its left. Since the sequence $\left\{\delta_{2 n}\right\}$ is monotone decreasing, let us assume that $\lim _{n \rightarrow \infty} \delta_{2 n}=\delta^{\star}$, where $\delta^{\star} \geq 0$. If $\delta^{\star}<0$, then we are done. At $\delta=\delta^{\star}$, no moving eigenvalues can have crossed fixed ones.

But for $\delta=\delta^{\star}+\alpha$, where $\alpha>0$ but arbitrarily small, an infinite number of moving eigenvalues must have crossed over fixed ones. The following lemma, which is a direct consequence of Proposition 3.8 in Freitas [10], shows that this situation cannot occur.

Lemma 4.3. For any fixed $\delta>0$, only a finite number of moving eigenvalues can have crossed fixed ones.

Proof. We sketch the proof here. The details of the proof can be found in Freitas [10]. Let $\eta \in \rho\left(L_{0}\right)$, where $\rho$ is the resolvent set of $L_{0}$. Let $R\left(\eta, L_{0}\right)$ denote the resolvent of $L_{0}$. Using a general result of Kato [17], Freitas shows that if $\delta \int_{0}^{1} B(x) \phi_{2 n} d x \int_{0}^{1} C(x) \phi_{2 n} d x \cdot\left\|R\left(\eta, L_{0}\right)\right\|<1$, then $\eta \in \rho\left(L_{\delta}\right)$. Moreover, again using Kato, he shows that $\left\|R\left(\eta, L_{0}\right)\right\|=\left(\operatorname{dist}\left(\eta, \sigma\left(L_{0}\right)\right)\right)^{-1}$. Therefore if

$$
\begin{equation*}
\delta \int_{0}^{1} B(x) \phi_{2 n} d x \int_{0}^{1} C(x) \phi_{2 n} d x<\operatorname{dist}\left(\eta, \sigma\left(L_{0}\right)\right) \tag{4.9}
\end{equation*}
$$

then $\eta \in \rho\left(L_{\delta}\right)$, i.e., $\eta \notin \sigma\left(L_{\delta}\right)$. Freitas shows that since $\nu_{2 n+1}-\nu_{2 n} \rightarrow \infty$ as $n \rightarrow \infty$, the $\operatorname{dist}\left(\eta, \sigma\left(L_{0}\right)\right)$ can be made arbitrarily large for sufficiently large $n$. Since $B(x)$ and $C(x)$ are functions associated with the linearization about $U_{1}$ and are independent of $n$ and since $\phi_{2 n}$ is increasingly oscillatory as $n \rightarrow \infty, \int_{0}^{1} B(x) \phi_{2 n} d x \int_{0}^{1} C(x) \phi_{2 n} d x$ is bounded as $n \rightarrow \infty$. Thus, for any fixed value of $\delta$, if $n$ is sufficiently large, (4.9) holds. This means that if $\delta$ is fixed, if $n$ is sufficiently large, and if $\operatorname{Re} \eta \in\left(\nu_{2 n-1}, \nu_{2 n}\right)$, then $\lambda_{2 n}(\delta)>\operatorname{Re} \eta$. Therefore only a finite number of moving eigenvalues can have crossed fixed ones.

Lemma 4.3 stands in direct contradiction to the construction of our sequence $\left\{\delta_{2 n}\right\}$. Recall, that the existence of such a sequence is a necessary condition for complex conjugate eigenvalues to exist. Thus, we conclude that no complex eigenvalues can exist for $\delta>0$ and, in particular, for $\delta=1$.

Using Lemma 4.2, we can now prove part (c) of the oscillation theorem. From the proof of Lemma 4.2, a moving eigenvalue $\lambda_{2 n}(\delta)$ can only cross over the fixed eigenvalue $\nu_{2 n+1}$ that lies immediately to its right. Moreover, for all $\delta$ every interval $\left(\nu_{2 n-1}, \nu_{2 n+1}\right)$ must contain at least one nonlocal eigenvalue. Thus if $\lambda_{0}(\delta)<\nu_{1}$ for all $\delta$, then for $n \geq 1$, every interval $\left(\nu_{2 n-1}, \nu_{2 n+1}\right)$ must contain exactly one nonlocal eigenvalue. Next suppose $\lambda_{0}(1)$ and $\lambda_{2}(1)$ are both in $\left(\nu_{1}, \nu_{3}\right)$, then for $n \geq 2$, $\left(\nu_{2 n-1}, \nu_{2 n+1}\right)$ contains exactly one nonlocal eigenvalue. If ( $\left.\nu_{3}, \nu_{5}\right)$ contains two nonlocal eigenvalues, then for $n \geq 3,\left(\nu_{2 n-1}, \nu_{2 n+1}\right)$ contains exactly one nonlocal eigenvalue. It also implies that $\lambda_{2}(1)$ and $\lambda_{4}(1)$ are elements of $\left(\nu_{3}, \nu_{5}\right)$. The eigenvalue $\lambda_{0}(1)$ must remain in $\left(\nu_{1}, \nu_{3}\right)$. Continuing in this manner, we see that at most one interval $\left(\nu_{2 n-1}, \nu_{2 n+1}\right)$ contains two nonlocal eigenvalues.

See [1] for further remarks concerning the oscillation theorem.
4.1. Analysis for the $\mathbf{1}$-pulse $\boldsymbol{U}_{1}$. The specific analysis to prove the metastability of the 1-pulse is very similar to that in Bose and Kriegsmann [1]. We sketch only the results.

Lemma 4.4. The nonlocal eigenvalue $\lambda_{1}=\nu_{1}<0$ but is exponentially small in $\epsilon$. Moreover, it is the principal eigenvalue of $L_{1}$.

Proof. Consider (4.1) with Dirichlet boundary conditions. The derivative of the 1-pulse, $\zeta=U_{1}^{\prime}$, is an eigenfunction of this equation with a corresponding eigenvalue of zero. Thus $\zeta$ satisfies

$$
\begin{gather*}
\epsilon^{2} \zeta^{\prime \prime}+A(x) \zeta=0  \tag{4.10}\\
\zeta(0)=\zeta(1)=0 \tag{4.11}
\end{gather*}
$$

Next, consider (4.1) for the eigenpair $\left(\phi_{1}, \lambda_{1}\right)$. A standard trick is to multiply (4.1) by $\zeta,(4.10)$ by $\phi_{1}$, subtract the two ensuing equations, and then integrate by parts. Doing so yields that $\lambda_{1}$ is $O\left(\epsilon^{2} U_{1}^{\prime \prime}(1)\right)$ and negative; see [1] for specifics. Ward [23] shows that $\epsilon^{2} U_{1}^{\prime \prime}(1)$ is $O\left(e^{-a / \epsilon}\right)$, with $a>0$, for the class of pulse like solutions under consideration here. See [23] for a detailed derivation of this result. Thus $\lambda_{1}$ is exponentially small in $\epsilon$.

We next show that $L_{1}$ has no eigenfunction of strictly one sign. Thus, part (b) of the oscillation theorem will imply that $\lambda_{1}$ is the principal eigenvalue. We argue by contradiction. Assume that there exists $\phi_{0}>0$ for all $x \in[0,1]$ which satisfies (4.1-4.2). Let $\lambda_{0}$ be its associated eigenvalue. Let $J=\int_{0}^{1} 2 U_{1} \phi_{0} d x$. Note that $J>0$. Integrating (4.1) on [0, 1] yields

$$
\begin{equation*}
\left(\lambda_{0}-2\right) \int_{0}^{1} \phi_{0} d x+\frac{p J}{1+c^{2}\left(1+I_{\star}\right)^{2}}=\frac{2 p c^{2} J\left(1+I_{\star}\right)^{2}}{\left(1+c^{2}\left(1+I_{\star}\right)^{2}\right)^{2}} . \tag{4.12}
\end{equation*}
$$

Rearranging and factoring common terms yields

$$
\begin{equation*}
\left(\lambda_{0}-2\right) \int_{0}^{1} \phi_{0} d x=\frac{p J}{\left(1+c^{2}\left(1+I_{\star}\right)^{2}\right)^{2}}\left[c^{2}\left(1+I_{\star}\right)^{2}-1\right] . \tag{4.13}
\end{equation*}
$$

From Theorem 1.1, we know that $I_{\star} \rightarrow \infty$ as $\epsilon \rightarrow 0$. Thus for $\epsilon$ sufficiently small, the right-hand side of (4.13) is strictly positive. Since $\int_{0}^{1} \phi_{0} d x>0$ by assumption, this implies $\lambda_{0}>2$. This however contradicts part (b) of the oscillation theorem as $\lambda_{0}$ cannot by greater than $\nu_{1}$. Thus there is no eigenfunction of strictly one sign.
4.2. Analysis for the $\boldsymbol{n}$-pulse solutions $\boldsymbol{U}_{\boldsymbol{n}}$. The eigenvalue equation for the $n$-pulse is identical to (4.1) except that $U_{1}$ is replaced by $U_{n}$. Recall that the $n$-pulse solutions were generated using the symmetry of the 1-pulse. As a result, information about the principal eigenvalue for the linearization around these pulses can be obtained from the 1-pulse. Assume first that $n=2$. The analysis for $n \geq 3$ is identical to this case. As shown in [1], it turns out that $\lambda_{1}$ is $O\left(\epsilon^{2} U_{1}^{\prime \prime}(1 / 2)\right)$. Notice the difference between this relationship and that for the 1-pulse presented above. Since $U_{1}(1 / 2)=U_{\max }$, by (1.2),

$$
\begin{equation*}
\epsilon^{2} U_{1}^{\prime \prime}(1 / 2)=2 U_{\max }-\frac{p\left(1+U_{\max }^{2}\right)}{1+c^{2}\left(1+I_{\star}\right)^{2}} \tag{4.14}
\end{equation*}
$$

Using the estimates from Theorem 1.1, we obtain

$$
\begin{equation*}
\epsilon^{2} U_{1}^{\prime \prime}(1 / 2)=\frac{3 c^{2} I_{\star}^{2}}{p}\left(2-\frac{3 c^{2} I_{\star}^{2}}{1+c^{2}\left(1+I_{\star}\right)^{2}}\right) \tag{4.15}
\end{equation*}
$$

As $\epsilon$ tends to zero, the term in parentheses tends to negative one, while the factor multiplying this tends to infinity. Thus the right-hand side tends to negative infinity. Therefore $\lambda_{1} \rightarrow-\infty$ as $\epsilon \rightarrow 0$. This shows that the principal eigenvalue of the 2 -pulse (and analogously the $n$-pulses) is unstable and bounded away from the origin for $\epsilon$ sufficiently small.
5. Numerical simulations. In this section we present a few numerical simulations. We solved the time dependent equation (1.1) using an implicit Crank-Nicholson scheme as in [1, 18]. For all simulations we ran the code for around 20,000 time steps, which corresponds to about 12 seconds. To create a 1-pulse solution, we evolved an


Fig. 5.1. The 1-pulse solution with $\epsilon=0.01, p=1.0, c=0.01$.
initial condition that had one small local maxima at $x=1 / 2$; see Figure 5.1. To test whether our analytic predictions of $U_{\max }$ and $I_{\star}$ are reasonable, we ran the code with several different choices of $p$ and $c$ and a few different values of $\epsilon$ and numerically calculated these values. In Table 5.1, we show results for $p=1.0$. Different values for $\epsilon$ and $c$ are presented. Kriegsmann [18] uses $\epsilon=0.01$ and $c=0.01$ in his simulations, which are both physically relevant parameter values. As can be seen, the numerical values agree closely with the theoretical predictions, thus implying a consistency between our numerical and analytic results.

TABLE 5.1
A comparison of analytically predicted and numerically calculated values of $U_{\max }$ and $I_{\star}$.

| $\epsilon$ | $c$ | Numerical value <br> of $U_{\max }$ | Analytic value <br> of $U_{\max }$ | Numerical value <br> of $I_{\star}$ | Analytic value <br> of $I_{\star}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.01 | 0.01 | 211.77 | 210.85 | 831.41 | 838.37 |
| 0.03 | 0.01 | 100.32 | 101.37 | 568.52 | 581.29 |
| 0.01 | 0.1 | 43.96 | 45.42 | 36.89 | 38.9 |

Given such close agreement, we further pursued the ramifications of the metastability of the 1-pulse by evolving different initial conditions. Figure 5.2 shows the evolution of a symmetric 2-bump perturbation of a homogeneous solution for $\epsilon=0.01$. We show only the initial condition and the ensuing 1-pulse. Notice that it is not centered at the midpoint of the domain, so it is not a steady-state solution. When we let the code run for much longer times, the 1-pulse remained fixed. This is a manifestation of the metastability of the solution. This non-steady-state 1-pulse is moving exponentially slowly towards one of the boundaries. We do not know why the pulse


Fig. 5.2. An exponentially slowly moving 1-pulse with $\epsilon=0.01, p=1.0, c=0.01$.
forms at $x=1 / 4$ and not at $x=3 / 4$. Using other initial conditions, we can generate a pulse at any location in the domain (simulations not shown). The exponentially small eigenvalue introduces a near translational invariance, so this is not surprising. Incidentally, it is possible to obtain a 1 -pulse centered at $x=1 / 2$ by providing an initial condition with a sufficiently large local maximum at $x=1 / 2$. These results are consistent with [1].

Finally, using the rescaling argument in section 3.2 , we can obtain so-called $1 / 2$ pulse steady-state solutions. These solutions are close to zero valued on most of $(0,1)$, but contain a layer near one of the boundaries where the value of $U$ grows inversely to some power of $\epsilon$. We call them $1 / 2$-pulses since they look like the 1-pulse solution over the interval $[0,1 / 2]$ (or alternatively, $[1 / 2,1]$ ). We also observed such solutions numerically, which leads us to believe that they are stable solutions. We do not, however, pursue their stability here.
6. Application to the Gierer-Meinhardt equations. The Gierer-Meinhardt equations [13] arise in biological pattern formation. They fall in the general class of activator-inhibitor systems. They can be written in nondimensional form in one spatial dimension as

$$
\begin{gather*}
U_{t}=\epsilon^{2} U_{x x}-U+\frac{U^{p}}{H^{q}}  \tag{6.1}\\
\tau H_{t}=D_{H} H_{x x}-\mu H+\frac{U^{m}}{H^{s}}  \tag{6.2}\\
U_{x}(0, t)=U_{x}(1, t)=0, H_{x}(0, t)=H_{x}(1, t)=0 \tag{6.3}
\end{gather*}
$$

The variable $U$ represents the activator concentration and $H$ represents the inhibitor concentration. Here $p>1, q, m>0$, and $s \geq 0$. These equations were studied numerically in [13] and localized pulses were observed. Recently, Iron and Ward [14] used numerical and asymptotic techniques to demonstrate the metastability of the observed 1-pulse solution of a nonlocal reduction of (6.1) for $x \in \Omega$, where $\Omega$ is a closed subset of $\mathbf{R}^{\mathbf{N}}$. They derived a nonlocal reaction-diffusion equation which was valid in the limit as $\tau \rightarrow 0$ and $D_{H} \rightarrow \infty$. They did not rigorously construct solutions nor prove their stability. Here, for $x \in[0,1]$ we derive a slightly different scaled version of the nonlocal equation that appears in [14] and then construct a 1-pulse solution. As before $n$-pulses can be obtained by the rescaling argument. Moreover, the metastability analysis will be exactly as in section 4 .

As $D_{H} \rightarrow \infty, H$ becomes spatially homogeneous. We then integrate (6.2) from zero to one and set $\tau=0$ to obtain the following algebraic equation:

$$
\begin{equation*}
\mu H^{s+1}=\int_{0}^{1} U^{m} d x \tag{6.4}
\end{equation*}
$$

Setting $\mu=1$, for convenience, we obtain the following scalar nonlocal reactiondiffusion equation:

$$
\begin{gather*}
U_{t}=\epsilon^{2} U_{x x}-U+\frac{U^{p}}{\left(\int_{0}^{1} U^{m} d x\right)^{q /(s+1)}}  \tag{6.5}\\
U_{x}(0, t)=U_{x}(1, t)=0
\end{gather*}
$$

Iron and Ward first scale the system (6.1-6.2) to reflect that the height of the pulse goes to infinity as $\epsilon$ tends to zero. They then integrate (6.2). The difference is that they have a factor of $(1 / \epsilon)^{q /(s+1)}$ multiplying the nonlocal term.

As before, we rewrite (6.5) as a system of first-order equations using $I=\int_{0}^{1} U^{m} d x$ and the auxiliary variable $V(x)=\int_{0}^{x} U^{m} d x$. Set $n=q /(s+1)$.

$$
\begin{align*}
\epsilon U^{\prime} & =W, & V^{\prime} & =U^{m} \\
\epsilon W^{\prime} & =U-\frac{U^{p}}{I^{n}}, & I^{\prime} & =0 \tag{6.6}
\end{align*}
$$

Introducing the scalings $u=\epsilon^{a} U, w=\epsilon^{a} W, v=\epsilon^{b} V$, and $Z=\epsilon^{b} I$ as before and balancing terms yields the following values for $a$ and $b$ :

$$
a=\frac{q}{q m-p(s+1)}, \quad b=\frac{p(s+1)}{q m-p(s+1)} .
$$

Thus we require $q m>p(s+1)$, which is consistent with [13, 14]. This yields

$$
\begin{align*}
\epsilon u^{\prime} & =w, & \epsilon v^{\prime} & =u^{m}, \\
\epsilon w^{\prime} & =u-\frac{u^{p}}{Z^{n}}, & Z^{\prime} & =0 . \tag{6.7}
\end{align*}
$$

If we rescale in a neighborhood of $x=1 / 2$ using $\xi=(x-1 / 2) / \epsilon$, then the ensuing system has one saddle point and one center point as before. Similarly, there exists a homoclinic solution connecting the saddle to itself. Using the change of variable $y=x$ and appending $d x / d y=1$, the boundary manifolds, jump off, and touch down curves are defined exactly as before. Consistency is again checked on the inner equations.

As before, the outer flow transversely intersects $J_{0}$ and $T_{c}$, so (H1) and (H3) are satisfied. To verify (H2), we must check transversality of $B_{0} \cdot 1$ with $B_{1}$. We use the inner equations associated with (6.7) which are

$$
\begin{align*}
\dot{u} & =w, & \dot{v} & =u^{m}, \\
\dot{w} & =u-\frac{u^{p}}{Z^{n}}, & \dot{Z} & =0 . \tag{6.8}
\end{align*}
$$

The first two equations have Hamiltonian given by

$$
\begin{equation*}
H(u, w)=w^{2} / 2-u^{2} / 2+\frac{u^{p+1}}{(p+1) Z^{n}} \tag{6.9}
\end{equation*}
$$

The maximum value of $u$ is given by $u_{\max }=\left((p+1) Z^{n} / 2\right)^{1 /(p-1)}$. Recall that the curve $v(Z)=\int_{-\infty}^{\infty} u^{m}(\xi, Z) d \xi$ is the projection of the touch down curve $T_{0}$ on the $(Z, v)$ plane. We must show that this curve transversely intersects the line $v=Z$. To do this we obtain estimates for $\int_{-\infty}^{\infty} u^{m} d \xi$ for $Z \ll 1$ and $Z \gg 1$ and use the intermediate value theorem.

Recall that the homoclinic solution of the first two equations of (6.8) corresponds to the pulse. The value of the Hamiltonian on this solution is 0. Using (6.9), the integral of interest can be rewritten as

$$
\begin{equation*}
\int_{-\infty}^{\infty} u^{m} d \xi=2 \int_{0}^{u_{\max }} \frac{u^{m-1}}{\left(1-\frac{2 u^{p-1}}{(p+1) Z^{n}}\right)^{1 / 2}} d u \tag{6.10}
\end{equation*}
$$

Moreover,

$$
\begin{align*}
\int_{0}^{u_{\max }} \frac{u^{m-1}}{\left(1-\frac{2 u^{p-1}}{(p+1) Z^{n}}\right)^{1 / 2}} d u & >\int_{0}^{u_{\max }} u^{m-1} d u  \tag{6.11}\\
& =\frac{1}{m}\left(\frac{(p+1) Z^{n}}{2}\right)^{m /(p-1)}
\end{align*}
$$

It is easily seen that if $Z \gg 1$, then the right-hand side of the above inequality is greater than $Z$, since $n m /(p-1)=q m /(p-1)(s+1)>q m / p(s+1)>1$, by assumption.

Depending on the choices of the parameters $m, p, q$, and $s$ there are many ways to obtain an upper bound for $\int_{-\infty}^{\infty} u^{m} d \xi$. We assume that $n>1$ and $p \leq m+1$ in the following. Note that $Z<1$ implies that $u_{\max }$ and thus $u$ are less than one. Then

$$
\begin{align*}
\int_{0}^{u_{\max }} \frac{u^{m-1}}{\left(1-\frac{2 u^{p-1}}{(p+1) Z^{n}}\right)^{1 / 2}} d u & <\int_{0}^{u_{\max }} \frac{u^{p-2}}{\left(1-\frac{2 u^{p-1}}{(p+1) Z^{n}}\right)^{1 / 2}} d u  \tag{6.12}\\
& =\frac{(p+1) Z^{n}}{(p-1)} .
\end{align*}
$$

Clearly, if $Z \ll 1$, then the right-hand side of (6.12) is less than $Z$. For different choices of the parameters $m, p, q$, and $s$, other estimates such as (6.12) can be obtained, but we do not pursue them here.

Combining the appropriate estimates above, it is seen that if $Z \ll 1$, then $\int_{-\infty}^{\infty} u^{m} d \xi<Z$, and if $Z \gg 1$, then $\int_{-\infty}^{\infty} u^{m} d \xi>Z$. Thus by the intermediate value theorem, there exists at least one value of $Z_{0}$ for which $\int_{-\infty}^{\infty} u^{m}\left(\xi, Z_{0}\right) d \xi=Z_{0}$. This value is unique as can be inferred from the above estimates. Specifically, for the
particular choices $m=p-1$ and $m=2 p-2$, it is easy to check by direct integration that $v(Z)$ is $O\left(Z^{n}\right)$ and $O\left(Z^{2 n}\right)$, respectively. For any choice of $m>2 p-2$, the function $v(Z)$ can be obtained by using a suitable number of integration by parts and eventually reducing to the calculation of an integral of the form (6.10) where $p-1 \leq m \leq 2 p-2$. In each integration by parts, the boundary terms disappear and an additional factor of $Z^{n}$ is introduced. By rewriting the relevant integral as the sum of two integrals for the cases $u<1$ and $u>1$, if necessary, and using the results obtained from the special cases $m=p-1$ or $m=2 p-2$, we can obtain a lower bound for $v(Z)$ which is at least $O\left(Z^{n}\right)$. This result holds for all $m \geq p-1$, which is the parameter regime of interest. Since $n>1$, this clearly shows that $V(Z)$ is not linear in $Z$. This establishes transversality of $T_{0}$ with the line $v=Z$.

The stability analysis for this 1-pulse solution is analogous to what we presented in section 4. The nonexistence of a positive eigenfunction can be established under the further restriction that $p \leq m$. We leave the details to the interested reader. Also, time-dependent simulations of (6.5) using different choices of the parameters, produced metastable 1-pulses as in section 5.

Finally, Iron and Ward [14] discuss the metastability of the 1-pulse in higher spatial dimensions. Moreover, they derive an equation of motion for the metastable pulse and discuss how it interacts with the boundary in which it is enclosed. We refer the interested reader to their work.
7. Discussion. In this paper, we have developed a systematic geometric method to construct spatially localized pulse like solutions for singularly perturbed nonlocal boundary value problems. While we have not stated a general theorem concerning the construction of solutions, it is clear that the procedure outlined above is applicable to a large variety of scalar nonlocal equations. Moreover, the analysis presented above is not restricted to singularly perturbed equations or to the construction of pulselike solutions. These methods can also be used to construct front-type (heteroclinic) solutions.

We showed how to recast the scalar nonlocal problem as a higher-dimensional local problem. The geometric framework provided above can also extend to higherdimensional nonlocal systems. In higher dimensions, the jump off and touch down curves may become surfaces, but the abstract description using manifolds accounts easily for this possibility. One aspect of the present low-dimensional analysis that will remain in the higher-dimensional setting will be the transversality of two onedimensional curves in a two-dimensional ambient space needed to establish the consistency condition (1.3). No matter what the dimensionality of the full system is, this two-dimensional problem will always persist. Thus one of the challenges of any nonlocal analysis is to recast the system into a form where this consistency condition becomes apparent.

A general oscillation theorem was also presented. A sufficient condition for which this theorem holds is the symmetry of the underlying pulse solution. We note, however, that this condition is a very natural one to impose since any steady-state pulse solution of (1.1) must necessarily by symmetric. Modifications of the oscillation theorem should also hold in circumstances where the operator $L_{1}$ has an infinite number of fixed eigenvalues. It is hard to give a general example where this may occur, but such a situation may arise when the underlying solution is not strictly of one sign.

We have also proved the metastability of the 1-pulse solution and the instability of $n$-pulse solutions. As discussed in [1], this type of metastability is qualitatively different than the metastability found in, say, Carr and Pego [2]. There, the authors
construct metastable solutions that contain an arbitrarily high number of interior layers. These layers consist of heteroclinic, and not homoclinic, solutions to the appropriate set of inner equations. They show that each interior layer contributes an exponentially small eigenvalue. In our work, we have shown that additional localized pulses contribute $O(1)$ unstable eigenvalues. The nonlocal term can be viewed as being strong enough to remove at most one local unstable eigenvalue.

Finally, the applications considered in this paper are of interest in their own right. Because of the time scales of physical interest, metastability is tantamount to stability. Thus metastability of the 1-pulse of the microwave heating model due to Kriegsmann [18] suggests that localized heating of ceramic materials can be achieved in a stable and reliable manner. The nonlinearities chosen for the present study yield maximum heating rates that are too high and beyond the melting point of the fiber. However, for the nonlinearities used in $[1,18]$, physically acceptable maximal heating rates are obtained. Other nonlocal models arising in different microwave heating applications are the focus of further research.
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# NONEXISTENCE OF STAR-SUPPORTED SPLINE BASES* 
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#### Abstract

We consider polynomial spline spaces $\mathcal{S}_{d}^{r}(\triangle)$ of degree $d$ and smoothness $r$ defined on triangulations. It is known that for $d \geq 3 r+2, \mathcal{S}_{d}^{r}(\triangle)$ possesses a basis of star-supported splines, i.e., splines whose supports are at most the set of triangles surrounding a vertex. Here we extend the theory by showing that for all $d \leq 3 r+1$, there exist triangulations for which no such bases exist.
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1. Introduction. Given a regular triangulation $\triangle$, let

$$
\mathcal{S}_{d}^{r}(\triangle):=\left\{s \in C^{r}(\Omega):\left.s\right|_{T} \in \mathcal{P}_{d} \text { for all triangles } T \in \triangle\right\},
$$

where $\mathcal{P}_{d}$ is the space of polynomials of degree $d$ and $\Omega$ is the union of the triangles in $\triangle$. Such spline spaces have been heavily studied; cf., e.g., [1], [2], [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], and references therein.

Of particular interest for applications are spline spaces that possess a basis where every spline is supported only on the star of a vertex. (The star of a vertex is the set of triangles sharing that vertex.) Using such bases in applications leads to sparse linear systems. We call such splines star-supported. In [1] they are referred to as minimally supported, while in [8] they are called vertex splines. It is easy to see that for all $d \geq 1$, the spaces $\mathcal{S}_{d}^{0}(\triangle)$ have star-supported bases. In addition, for $r \geq 1$, it is known [9], [10] that the spaces $\mathcal{S}_{d}^{r}(\triangle)$ possess bases of star-supported splines for all $d \geq 3 r+2$. The following complement to this result is the main result of this paper.

Theorem 1. Suppose $r \geq 1$ and $d \leq 3 r+1$. Then there are triangulations $\triangle$ for which $\mathcal{S}_{d}^{r}(\triangle)$ does not have a star-supported basis.

Our proof of this theorem is based on showing that there exist triangulations such that the number of linearly independent star-supported splines in the space $\mathcal{S}_{d}^{r}(\triangle)$ is less than the dimension of the space. Clearly, it suffices to work with an upper bound on the number of linearly independent star-supported splines and a lower bound on the dimension.

Concerning the dimension of $\mathcal{S}_{d}^{r}(\triangle)$, as shown in [13],

$$
\begin{gather*}
\operatorname{dim} \mathcal{S}_{d}^{r}(\triangle) \geq V_{B}\left(d^{2}+d-2 r d+r^{2}-r\right) / 2+V_{I}\left(d^{2}-3 r d+2 r^{2}\right)  \tag{1}\\
+3 r d-d^{2}-3 r(r-1) / 2+1+\sigma
\end{gather*}
$$

where $V_{B}$ and $V_{I}$ are the number of boundary vertices and interior vertices of $\triangle$,

[^20]respectively, and
\[

$$
\begin{equation*}
\sigma=\sum_{v \in \mathcal{V}_{I}} \sigma_{v}, \quad \sigma_{v}=\sum_{j=1}^{d-r}\left(r+j+1-j e_{v}\right)_{+} \tag{2}
\end{equation*}
$$

\]

Here $\mathcal{V}_{I}$ is the set of interior vertices, and $e_{v}$ is the number of edges of different slopes attached to the vertex $v$.

To help simplify the proof, we shall work with uniform type-I triangulations. Such a triangulation is obtained by starting with a rectangular grid, which we may assume is generated by the lines $x_{i}=i / L$ and $y_{j}=j / L$ for $i, j=0, \ldots, L$, and then drawing in all diagonals in the northeasterly direction. For a uniform type-I triangulation, the number of edges attached to each interior vertex $v$ is six, and the number of edges with different slopes is three. Thus,

$$
\begin{equation*}
\sigma_{v}=\sum_{j=1}^{d-r}(r+1-2 j)_{+} \quad \text { for all } v \in \mathcal{V}_{I} \tag{3}
\end{equation*}
$$

Moreover, for this type of triangulation, the number of interior vertices is significantly larger than the number of boundary vertices when $L$ is large, and the term involving $V_{I}$ dominates in (1). In view of this, to prove Theorem 1 it suffices to establish the following theorem.

THEOREM 2. Let $\triangle_{H}$ be the triangulation formed by the six triangles surrounding a typical interior vertex $v$ of a type-I triangulation. Suppose $r \geq 1$ and $d \leq 3 r+1$, and let

$$
\mathcal{V}_{d}^{r}\left(\triangle_{H}\right)=\left\{s \in \mathcal{S}_{d}^{r}\left(\triangle_{H}\right): s \text { vanishes up to order } r \text { on the boundary of } \triangle_{H}\right\} .
$$

Then

$$
\begin{equation*}
\operatorname{dim} \mathcal{V}_{d}^{r}\left(\triangle_{H}\right)<N_{r, d}(v):=d^{2}-3 r d+2 r^{2}+\sigma_{v} \tag{4}
\end{equation*}
$$

Theorem 2 (and thus also Theorem 1) is trivial in the case $d \leq r$ since in this case $\mathcal{S}_{d}^{r}(\triangle) \equiv \mathcal{P}_{d}$, and clearly there are no star-supported splines in the space. We give a proof of Theorem 2 for $r+1 \leq d \leq 2 r$ in section 2 and for $2 r+1 \leq d \leq 3 r+1$ in section 4.

Throughout the paper we assume familiarity with the Bernstein-Bézier machinery as used, e.g, in [1], [2], [3], [4], [5], [6], [7], [8], [9], [10]. In particular, given a vertex $v$ of $\triangle$, we recall that the $j$ th ring $\mathcal{R}_{j}(v)$ around $v$ is the set of domain points at a distance $j$ from $v$, while the $j$ th disk $\mathcal{D}_{j}(v)$ around $v$ is the set of domain points at a distance of at most $j$ from $v$. For each domain point $P$, we write $\lambda_{P} s$ for the associated coefficient of a spline $s$. We recall that a subset $\Gamma$ of the domain points associated with a spline space $\mathcal{S}$ is called a determining set for $\mathcal{S}$ provided that the identically zero spline is the only spline $s \in \mathcal{S}$ whose coefficients $\lambda_{P} s$ are zero for all $P \in \Gamma$. We also recall that if $\Gamma$ is a determining set, then $\operatorname{dim} \mathcal{S} \leq \# \Gamma$.

We conclude this section with an example to illustrate the basic ideas. Figure 1 shows the B-net of a typical spline in the $\operatorname{space} \mathcal{V}_{4}^{1}\left(\triangle_{H}\right)$. Coefficients marked with dots on the outermost two rings must be zero because we require function values and first derivatives of a spline in $\mathcal{V}_{4}^{1}\left(\triangle_{H}\right)$ to vanish on the boundary of $\triangle_{H}$. We can identify the points in rings $\mathcal{R}_{0}(v), \ldots, \mathcal{R}_{2}(v)$ with the B-net of a spline in $S_{2}^{1}\left(\triangle_{H}\right)$. The subset


FIG. 1. A determining set for $\mathcal{V}_{4}^{1}\left(\triangle_{H}\right)$.
of points which are marked with a box in the figure form a minimal determining set for $\mathcal{S}_{2}^{1}\left(\triangle_{H}\right)$. This follows from the general theory of minimal determining sets for spline spaces on vertex stars given in [14] but can also easily be verified directly. For a spline $s \in \mathcal{V}_{4}^{1}\left(\triangle_{H}\right)$, not all of these coefficients can be set independently, since the smoothness conditions coupled with the boundary conditions imply that certain coefficients in the second ring must be automatically zero. In particular, the $C^{1}$ conditions indicated by the quadrilaterals in Figure 1 force the coefficients in the centers of the interior edges to vanish. We see that five coefficients associated with points in the minimal determining set of $\mathcal{S}_{2}^{1}\left(\triangle_{H}\right)$ must vanish. These are marked with boxes containing dots. Thus the dimension of $\mathcal{V}_{4}^{1}\left(\triangle_{H}\right)$ cannot exceed the number of remaining empty boxes, which is 4 . Since $N_{1,4}=6$, this establishes Theorem 2 in this case.
2. Proof of Theorem $\mathbf{1}$ for $\boldsymbol{r}+\mathbf{1} \leq \boldsymbol{d} \leq \mathbf{2 r}$. Given an interior vertex $v$ of a triangulation, let $\triangle_{v}$ be the triangulation consisting of the triangles which make up $\operatorname{star}(v)$. Let
(5) $\mathcal{V}_{d}^{r}\left(\triangle_{v}\right)=\left\{s \in \mathcal{S}_{d}^{r}\left(\triangle_{v}\right): s\right.$ vanishes up to order $r$ on the boundary of $\left.\triangle_{v}\right\}$.

In this section we show that for $r+1 \leq d \leq 2 r, \mathcal{V}_{d}^{r}\left(\triangle_{v}\right)$ is trivial in the sense that it contains only the zero function. Applying this to an interior vertex $v$ of a type-I triangulation $\triangle_{I}$ and noting that $N_{r, d}$ is positive, this implies Theorem 2 and thus also Theorem 1 in this case. We have the following slightly more precise result.


Fig. 2. Theorem 3 for $\mathcal{V}_{8}^{4}\left(\triangle_{H}\right)$.

Theorem 3. $\mathcal{V}_{d}^{r}\left(\triangle_{v}\right) \equiv\{0\}$ for all $d \leq 2 r$ if $r$ is even and for all $d \leq 2 r+1$ if $r$ is odd.

Proof. Consider first the case $r=2 m$. Suppose $v_{1}, \ldots, v_{n}$ are the vertices connected to $v$, and let $s \in \mathcal{V}_{d}^{r}\left(\triangle_{v}\right)$. Then by the boundary conditions, all coefficients of $s$ associated with domain points on the rings $\mathcal{R}_{d-r}(v), \ldots, \mathcal{R}_{d}(v)$ are zero. Let $w_{i}^{(1)}=\left(r v+(d-r) v_{i}\right) / d$ for $i=1, \ldots, n$. Applying Lemma 4 below to the rings $\mathcal{R}_{j}\left(w_{1}^{(1)}\right), \ldots, \mathcal{R}_{j}\left(w_{n}^{(1)}\right)$ for $j=1, \ldots, m$ shows that all coefficients of $s$ are zero for domain points on these rings. Then all of the coefficients associated with points on the ring $\mathcal{R}_{d-r-1}(v)$ are zero if and only if $d \leq 2 r$. Now the process can be repeated based on the points $w_{i}^{(2)}=\left((r+1) v+(d-r-1) v_{i}, i=1, \ldots, n\right.$. Repeating this process a total of $d-r-1$ times, we find that all of the coefficients of $s$ are zero.

The case $r=2 m+1$ is similar. In the first step we apply Lemma 4 to the rings $\mathcal{R}_{j}\left(w_{1}^{(1)}\right), \ldots, \mathcal{R}_{j}\left(w_{n}^{(1)}\right)$ for $j=1, \ldots, m+1$. Then all coefficients associated with the ring $\mathcal{R}_{d-r+1}(v)$ are zero if and only if $d \leq 2 r+1$. We then repeat as before. $\quad$.

Figure 2 illustrates Theorem 3 for $\mathcal{V}_{8}^{4}\left(\triangle_{H}\right)$. The points $w_{i}^{(1)}$ alluded to in the proof are marked with a plus sign in a box. The boundary conditions imply that the coefficients associated with points on $\mathcal{R}_{4}(v)$ are zero. Then carrying out the first step of the proof, we see that the coefficients associated with the rings $\mathcal{R}_{1}\left(w_{i}^{(1)}\right)$ and $\mathcal{R}_{2}\left(w_{i}^{(1)}\right)$ are zero. These are marked with open triangles and with filled triangles, respectively. In the second step of the proof we get the coefficients in the rings $\mathcal{R}_{2}\left(w_{i}^{(2)}\right)$ to be zero-these are marked as boxes containing a dot. Finally, in the


Fig. 3. Use of Lemma 4 for $j=k=d=3$ and $q=2$.
third step, we find that the coefficient associated with the point at $v$ (marked with an open circle) is also zero.

The following restatement of Lemma 3.3 of [10] was used in the proof of Theorem 3 and will also be used again later.

Lemma 4. Let $T^{[1]}=\left\langle v_{0}, v_{1}, v_{2}\right\rangle$ and $T^{[2]}=\left\langle v_{0}, v_{2}, v_{3}\right\rangle$ be two triangles sharing the common edge e $:=\left\langle v_{0}, v_{2}\right\rangle$. Suppose $p_{1}, p_{2}$ are polynomials of degree $d$ on $T^{[1]}, T^{[2]}$ which join together with $C^{k}$ smoothness across the edge e for some $0 \leq k \leq d$. Given $k \leq j \leq d$, suppose that all coefficients of $p_{1}$ and $p_{2}$ in the set $\mathcal{D}_{j-1}\left(v_{0}\right)$ are zero, and define

$$
\begin{aligned}
c_{i} & =c_{d-j, i, j-i,}^{[1]} \\
c_{-i} & =c_{d-j, j-i, i}^{[2]}
\end{aligned}
$$

Suppose that

$$
c_{i}=c_{-i}=0 \quad \text { for } i=k-q+1, \ldots, k
$$

for some $q$ with $m=k-2 q \geq-1$. Suppose in addition that

$$
c_{i}=0 \quad \text { for } i=0, \ldots, m \quad \text { if } m \geq 0
$$

Then $c_{i}=c_{-i}=0$ for all $i=0, \ldots, k$.
Figure 3 illustrates Lemma 4 in the case $j=k=d=3$ and $q=2$. Here we are assuming that the coefficients associated with the small dots are all zero and that
the four coefficients associated with the points marked with a plus sign are also zero. Then the lemma asserts that the three points associated with the large dots must be zero.
3. Constructing minimal determining sets on cells. Let $\triangle_{v}$ be a triangulation which is obtained by connecting a vertex $v$ to boundary vertices $v_{1}, \ldots, v_{n}$. Such a triangulation is called a cell. For $\ell=1, \ldots, n$, let $T^{[\ell]}$ be the triangle with vertices $v, v_{\ell}, v_{\ell+1}$, where for convenience we identify $v_{n+1}:=v_{1}$. We denote the Bézier points in triangle $T^{[\ell]}$ by $P_{i j k}^{[\ell]}$. We now establish the following modification of Theorem 3.3 in [14].

Theorem 5. Let $\Gamma_{0}$ be the set of all Bézier domain points in the triangle $T^{[1]}$. Suppose $\mu_{n-e+1}<\cdots<\mu_{n}=n+1$ are such that the associated edges are pairwise noncollinear, and let $\mu_{1}<\cdots<\mu_{n-e}$ be a complementary set so that $M=\left\{\mu_{1}, \ldots, \mu_{n}\right\}=\{2, \ldots, n+1\}$. For each $j=1, \ldots, d-r$, let $\Gamma_{j}$ be the first $n j-(r+j+1)+(r+j+1-j e)_{+}$points in the ordered set

$$
\begin{equation*}
\left\{P_{d-j-r, 0, j+r}^{\left[\mu_{1}\right]}, \ldots, P_{d-j-r, j-1, r+1}^{\left[\mu_{1}\right]}, \ldots, P_{d-j-r, 0, j+r}^{\left[\mu_{n}\right]}, \ldots, P_{d-j-r, j-1, r+1}^{\left[\mu_{n}\right]}\right\} \tag{6}
\end{equation*}
$$

and let

$$
\Gamma=\Gamma_{0} \cup \bigcup_{j=1}^{d-r} \Gamma_{j}
$$

Then the set $\Gamma$ is a determining set for $\mathcal{S}_{d}^{r}\left(\triangle_{v}\right)$.
Proof. This theorem differs from Theorem 3.3 of [14] inasmuch as the points in each group of 6 are written in reverse order. The proof of this version is nearly identical to the original one. Suppose $s$ is a spline in $\mathcal{S}_{d}^{r}\left(\triangle_{v}\right)$ such that the coefficients $\lambda_{P} s$ corresponding to points $P \in \Gamma$ are all zero. We claim that this implies $s \equiv 0$, and thus $\Gamma$ is a determining set for $\mathcal{S}_{d}^{r}\left(\triangle_{v}\right)$. To see this involves examining the rank of a certain block diagonal matrix $A$; cf. Lemma 2.1 of [14]. Here the submatrix $B_{j}$ appearing in the proof of Theorem 2.2 in [14] involves different columns in the last block and now corresponds to a Hermite-Birkhoff interpolation problem of the type described in Lemma 6 below.

Lemma 6. Let $\theta_{1}<\cdots<\theta_{l+1}$ and let $0<k<m$ be integers. Then the HermiteBirkhoff interpolation problem of finding a polynomial $p$ of degree $n:=l m+k-1$ satisfying

$$
\begin{array}{rc}
p^{(j-1)}\left(\theta_{i}\right)=r_{i j}, & j=1, \ldots, m,  \tag{7}\\
p^{(m-j)}\left(\theta_{l+1}\right)=r_{l+1, m-j}, & j=1, \ldots, l, \\
\end{array}
$$

is poised, i.e., there exists a unique solution for every choice of the data $r_{i j}$.
Proof. It suffices to show that the homogeneous problem admits only the solution $p \equiv 0$. Suppose $p$ satisfies 7 with 0 data. Then by Rolle's theorem, we conclude that $q:=p^{(m-k)}$ has a $k$-tuple zero at each $\theta_{i}, i=1, \ldots, l, m-k$ zeros in each interval $\left(\theta_{i}, \theta_{i+1}\right), i=1, \ldots, l-1$, and an additional $k$-tuple zero at $\theta_{l+1}$. Thus $q$ has a total of $l k+(l-1)(m-k)+k=n-(m-k)+1$ zeros, counting multiplicities. But $q$ is a polynomial of degree $n-(m-k)$, and hence $q$ must be identically zero. Integrating $m-k$ times and using the fact that $p^{(j-1)}\left(\theta_{1}\right)=0$ for $j=1, \ldots, m$, we conclude that $p \equiv 0$.

We will apply Theorem 5 to the hexagonal triangulation $\triangle_{H}$ where $n=6$ and $e=3$. In this case we take $M=\{2,3,4,5,6,1\}$.

Table 1
Number of points in $\Gamma$.

| Ring | $T^{[1]}$ | $T^{[2]}, T^{[3]}, T^{[4]}$ | $r=2 m$ | $r=2 m+1$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathcal{R}_{0}(v)$ | 1 | 0 | 0 | 0 |
| $\mathcal{R}_{1}(v)$ | 2 | 0 | 0 | 0 |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| $\mathcal{R}_{r}(v)$ | $r+1$ | 0 | 0 | 0 |
| $\mathcal{R}_{r+1}(v)$ | $r+2$ | 1 | 0 | 0 |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| $\mathcal{R}_{r+m}(v)$ | $r+m+1$ | $m$ | 0 | 0 |
| $\mathcal{R}_{r+m+1}(v)$ | $r+m+2$ | $m+1$ | 1 | 0 |
| $\mathcal{R}_{r+m+2}(v)$ | $r+m+3$ | $m+2$ | 3 | 2 |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| $\mathcal{R}_{2 r}(v)$ | $2 r+1$ | $r$ | $2 m-1$ | $2 m$ |

4. Proof of Theorem 1 for $2 r+1 \leq d \leq 3 r+1$. Throughout this section we assume that

$$
\begin{equation*}
d=2 r+k+1 \tag{8}
\end{equation*}
$$

with $0 \leq k \leq r$. Suppose $v$ is an interior vertex of a uniform type-I triangulation, and as before, let $\triangle_{H}$ be the hexagonal triangulation corresponding to $\operatorname{star}(v)$. To prove Theorem 2 (and thus also Theorem 1), we need to show that the dimension of $\mathcal{V}_{d}^{r}\left(\triangle_{H}\right)$ is bounded by the number $N_{r, d}$ in (4). First, we observe that for this range of $d$,

$$
\sigma_{v}= \begin{cases}m^{2} & \text { if } r=2 m  \tag{9}\\ m^{2}+m & \text { if } r=2 m+1\end{cases}
$$

and thus

$$
N_{r, d}= \begin{cases}(k+m+1)^{2}, & r=2 m  \tag{10}\\ (k+m+1)(k+m+2), & r=2 m+1\end{cases}
$$

To get an upper bound on $\operatorname{dim} \mathcal{V}_{d}^{r}\left(\triangle_{H}\right)$, we proceed as in the example $\mathcal{V}_{4}^{1}\left(\triangle_{H}\right)$ discussed in the introduction. We need to find a set $\Gamma$ which determines $\mathcal{S}_{d}^{r}\left(\triangle_{H}\right)$ on $\mathcal{D}_{d-r-1}$ and then examine which of these points can be dropped in view of the interaction of the smoothness conditions with the boundary conditions. Note that $d-r-1=r+k$.

To find a set $\Gamma$ which determines $\mathcal{S}_{d}^{r}\left(\triangle_{H}\right)$ on $\mathcal{D}_{d-r-1}$, we identify the domain points of a spline $s \in \mathcal{S}_{d}^{r}\left(\triangle_{H}\right)$ lying in $\mathcal{D}_{d-r-1}$ with the domain points of a spline in $\mathcal{S}_{d-r-1}^{r}\left(\triangle_{H}\right)$ and then apply Theorem 5 . We can choose $\Gamma$ one ring at a time. The rows marked $\mathcal{R}_{i}(v)$ in Table 1 give the number of points on the rings $\mathcal{R}_{0}(v), \ldots, \mathcal{R}_{r+k}$. For each ring $\mathcal{R}_{i}(v), \Gamma$ includes all of the points on that ring in triangle $T^{[1]}$. The number of such points is $i+1$ and is listed in the second column of the table. In addition, for each $i=r+1, \ldots, r+k, \Gamma$ also includes the last $i-r$ points on $\mathcal{R}_{i}(v)$ in the triangles $T^{[2]}, T^{[3]}, T^{[4]}$. The numbers of these points are shown in the third column of the table. If $r=2 m, \Gamma$ also includes the last $2(i-m)-1$ points on $\mathcal{R}_{r+i}(v)$ in the triangles $T^{[5]}$ for $i=m+1, \ldots, k$. These points are shown in the fourth column
of the table. Finally, if $r=2 m+1, \Gamma$ also includes the last $2(i-m-1)$ points on $\mathcal{R}_{r+i}(v)$ in the triangles $T^{[5]}$ for $i=m+2, \ldots, k$. These points are shown in the fifth column of the table.

We now show how to select a subset $\widetilde{\Gamma}$ of $\Gamma$ which is a determining set for $\mathcal{V}_{d}^{r}\left(\triangle_{H}\right)$. Since the cardinality of $\widetilde{\Gamma}$ is an upper bound on $\operatorname{dim} \mathcal{V}_{d}^{r}\left(\triangle_{H}\right)$, our proof of Theorem 2 will be complete if we show that $\# \widetilde{\Gamma}<N_{r, d}$. There are two cases.

Case $1(r=2 m)$. For each $i=1, \ldots, m$, let

$$
\Gamma_{i, 1}:=\left\{\text { the } 2 i \text { domain points in } \mathcal{R}_{r+k-m+i}(v) \cap T^{[1]} \text { closest to edge }\left\langle v, v_{1}\right\rangle\right\}
$$

and set

$$
\Gamma_{i, j}:=\left\{\text { the } 2 i \text { domain points in } \mathcal{R}_{r+k-m+i}(v) \cap T^{[j-1]} \text { closest to edge }\left\langle v, v_{j}\right\rangle\right\}
$$

for $j=2, \ldots, 6$. Define

$$
\widetilde{\Gamma}:=\Gamma \backslash \bigcup_{i=1}^{m} \bigcup_{j=1}^{6} \Gamma_{i, j} .
$$

Note that the sets $\Gamma_{i, j}$ may contain some points which are not contained in $\Gamma$. To see that $\widetilde{\Gamma}$ is a determining set for $\mathcal{V}_{d}^{r}\left(\triangle_{H}\right)$, suppose $s$ is a spline in this space with $\lambda_{P} s=0$ for all $P \in \widetilde{\Gamma}$. Then since none of the points of $\Gamma$ in the rings $\mathcal{R}_{0}(v), \ldots, \mathcal{R}_{r+k-m}(v)$ have been removed, all coefficients of $s$ corresponding to points on these rings are zero. Now combining this with the fact that all coefficients of $s$ on the rings $\mathcal{R}_{r+k+1}(v), \ldots, \mathcal{R}_{d}(v)$ are zero, Lemma 4 implies that all coefficients corresponding to the remaining points in $\Gamma \backslash \widetilde{\Gamma}$ are zero. Then $s \equiv 0$, and we have shown that $\widetilde{\Gamma}$ is a determining set.

We now compute the cardinality of $\widetilde{\Gamma}$. The number of points in $\widetilde{\Gamma}$ on the rings $\mathcal{R}_{0}(v), \ldots, \mathcal{R}_{m+k}(v)$ and lying in triangle $T^{[1]}$ is

$$
\kappa_{1}:=\sum_{i=1}^{m+k+1} i=\binom{m+k+2}{2}
$$

The number of points in $\widetilde{\Gamma}$ on rings $\mathcal{R}_{r+1}(v), \ldots, \mathcal{R}_{m+k}(v)$ outside of $T^{[1]}$ is given by

$$
\kappa_{2}:=3 \sum_{i=r+1}^{m+k}(i-r)=\frac{3(k-m+1)(k-m)_{+}}{2} .
$$

We get the factor 3 since such points occur in each of the triangles $T^{[i]}$ for $i=$ $2,3,4$. Now the number of points in $\widetilde{\Gamma}$ lying in triangle $T^{[1]}$ and on the rings $\mathcal{R}_{m+k+1}(v), \ldots, \mathcal{R}_{r+k}(v)$ is given by

$$
\kappa_{3}:=\sum_{i=1}^{m}[m+k+i+1-4 i]_{+}=\sum_{i=1}^{m}[m+k+1-3 i]_{+} \leq \frac{(m+k)(m+k-1)}{6} .
$$

Finally, we count the number of points in $\widetilde{\Gamma}$ which lie outside the triangle $T^{[1]}$ and on the rings $\mathcal{R}_{m+k+1}(v), \ldots, \mathcal{R}_{r+k}(v)$. There are no such points near the edge $\left\langle v, v_{6}\right\rangle$. Using the values in the fourth column of Table 1, we get

$$
\kappa_{4}:=3 \sum_{i=1}^{m}[m+k+i-r-2 i]_{+}=3 \sum_{i=1}^{m}[k-m-i]_{+}=\frac{3(k-m)(k-m-1)_{+}}{2} .
$$

It follows that $n_{r, d}:=\kappa_{1}+\kappa_{2}+\kappa_{3}+\kappa_{4}$ is an upper bound on the cardinality of $\widetilde{\Gamma}$, and

$$
n_{r, d} \leq \begin{cases}\left(2 k^{2}+4 k m+4 k+2 m^{2}+4 m+3\right) / 3 & \text { if } 0 \leq k \leq m \\ \left(11 k^{2}-14 k m+4 k+11 m^{2}+4 m+3\right) / 3 & \text { if } m \leq k \leq 2 m\end{cases}
$$

We claim that $n_{r, d}<N_{r, d}$ for all choices of $k$ and $m$. To see this, note that $\delta(k):=$ $N_{r, d}-n_{r, d}$ is a quadratic polynomial on each of the intervals $[0, m]$ and $[m, 2 m]$. Simple calculus shows that both pieces are positive on their domains.

Case $2(r=2 m+1)$. This case is very similar to Case 1 . For each $i=0, \ldots, m$, let
$\Gamma_{i, 1}:=\left\{\right.$ the $2 i+1$ domain points in $\mathcal{R}_{r+k-m+i}(v) \cap T^{[1]}$ closest to edge $\left.\left\langle v, v_{1}\right\rangle\right\}$,
and set
$\Gamma_{i, j}:=\left\{\right.$ the $2 i+1$ domain points in $\mathcal{R}_{r+k-m+i}(v) \cap T^{[j-1]}$ closest to $\left.\left\langle v, v_{j}\right\rangle\right\}$
for $j=2, \ldots, 6$. Define

$$
\widetilde{\Gamma}:=\Gamma \backslash \bigcup_{i=0}^{m} \bigcup_{j=1}^{6} \Gamma_{i, j}
$$

If $s \in \mathcal{V}_{d}^{r}\left(\triangle_{H}\right)$ and $\lambda_{P} s=0$ for all $P \in \widetilde{\Gamma}$, then all coefficients corresponding to points on the rings $\mathcal{R}_{0}(v), \ldots, \mathcal{R}_{r+k-m-1}(v)$ and $\mathcal{R}_{r+k+1}(v), \ldots, \mathcal{R}_{d}(v)$ are zero. Then Lemma 4 implies that all coefficients corresponding to the remaining points in $\Gamma \backslash \widetilde{\Gamma}$ are zero. Then $s \equiv 0$, and we have shown that $\widetilde{\Gamma}$ is a determining set.

To compute the cardinality of $\widetilde{\Gamma}$, first we note that $\kappa_{1}$ is the same as in Case 1. Now

$$
\begin{gathered}
\kappa_{2}:=3 \sum_{i=r+1}^{m+k}(i-r)=\frac{3(k-m-1)(k-m)_{+}}{2}, \\
\kappa_{3}:=\sum_{i=0}^{m}[m+k+i+2-2(2 i+1)]_{+}=\sum_{i=0}^{m}[m+k-3 i]_{+} \leq \frac{(k+m)^{2}+3(k+m)+2}{6},
\end{gathered}
$$

and
$\kappa_{4}:=3 \sum_{i=0}^{m}[m+k+i-r+1-(2 i+1)]_{+}=3 \sum_{i=0}^{m}[k-m-i]_{+}=\frac{3(k-m)(k-m-1)_{+}}{2}$.
This leads to

$$
n_{r, d} \leq \begin{cases}\left(2 k^{2}+4 k m+6 k+2 m^{2}+6 m+4\right) / 3 & \text { if } 0 \leq k \leq m \\ \left(11 k^{2}-14 k m-3 k+11 m^{2}+15 m+4\right) / 3 & \text { if } m \leq k \leq 2 m+1\end{cases}
$$

As in the first case, the difference $\delta(k):=N_{r, d}-n_{r, d}$ is a positive quadratic polynomial on each of the intervals $[0, m]$ and $[m, 2 m+1]$. This completes the proof.

Figure 4 illustrates the choice of $\widetilde{\Gamma}$ for the spaces $\mathcal{V}_{7}^{2}\left(\triangle_{H}\right)$ and $\mathcal{V}_{10}^{3}\left(\triangle_{H}\right)$. The boxes represent points in the set $\Gamma$, and the boxes containing dots represent points in the set $\Gamma \backslash \widetilde{\Gamma}$. The numbers of linearly independent splines in $\mathcal{V}_{7}^{2}\left(\triangle_{H}\right)$ and $\mathcal{V}_{10}^{3}\left(\triangle_{H}\right)$, respectively, are bounded by the numbers of empty boxes. The numbers are 14 and 26 , respectively (see also Table 2 below).


FIG. 4. Determining sets for $\mathcal{V}_{7}^{2}\left(\triangle_{H}\right)$ and $\mathcal{V}_{10}^{3}\left(\triangle_{H}\right)$.
Table 2
Computed values of $D_{r}, n_{r}$, and $N_{r}$.

| $r$ | $D_{r}$ | $n_{r}$ | $N_{r}$ |
| ---: | :--- | :--- | :--- |
| 1 | 4 | 4 | 6 |
| 2 | 14 | 14 | 16 |
| 3 | 25 | 26 | 30 |
| 4 | 44 | 45 | 49 |
| 5 | 64 | 66 | 72 |
| 6 | 92 | 94 | 100 |
| 7 | 121 | 124 | 132 |
| 8 | 158 | 161 | 169 |
| 9 | 196 | 200 | 210 |
| 10 | 242 | 246 | 256 |

## 5. Remarks.

Remark 7. It is known (cf. [5], [6]) that for $d \leq 3 r+1$ the spline spaces $\mathcal{S}_{d}^{r}(\triangle)$ do not have full approximation power on type-I triangulations. This implies that such spaces do not have stable local bases. However, it does not imply the nonexistence of star-supported bases which might be unstable. What we have shown here is that for this range of $d$, on such triangulations $\mathcal{S}_{d}^{r}(\triangle)$ does not possess any basis of starsupported splines, let alone a stable one.

Remark 8. For $d \geq 3 r+2$, the spaces $\mathcal{S}_{d}^{r}(\triangle)$ have full approximation power, as can be shown by the construction of stable local bases and an associated quasiinterpolant; see [7], [11]. These spaces also have star-supported bases, as was shown in [3]. On the other hand, they do not seem to have stable star-supported bases.

Remark 9. To give an idea of the tightness of our upper bounds on the dimensions of the spaces $\mathcal{V}_{d}^{r}\left(\triangle_{H}\right)$, we have used the algebra package REDUCE to compute the dimensions for the case $d=3 r+1$ for $r=1, \ldots, 10$. The results are displayed in Table 2 which lists the true dimension $D_{r}:=\operatorname{dim} \mathcal{V}_{3 r+1}^{r}\left(\triangle_{H}\right)$, the value of our upper bound on $n_{r}:=n_{r, 3 r+1}$, and the value of the coefficient $N_{r}:=N_{r, 3 r+1}$ defined in (4).

Remark 10. As explained in the introduction, to simplify the analysis, we have worked on uniform type-I triangulations $\triangle_{I}$ generated by $L-1$ interior lines in each direction on a unit square, and we have ignored the number of star-supported splines supported on the stars of boundary vertices. It is not difficult to include such splines in the counts. For example, it is easy to see that for $S_{4}^{1}\left(\triangle_{I}\right)$, the total number of star-supported splines is bounded by $4 L^{2}+16 L+4$, while the dimension of the space
is $6 L^{2}+12 L+3$. Thus, we see that $S_{4}^{1}\left(\triangle_{I}\right)$ does not admit a star-supported spline basis for any $L \geq 3$. Similarly, for $S_{7}^{2}\left(\triangle_{I}\right)$, the total number of star-supported splines is bounded by $14 L^{2}+40 L+8$, while the dimension of the space is $16 L^{2}+28 L+7$. Thus, we see that $S_{7}^{2}\left(\triangle_{I}\right)$ does not admit a star-supported spline basis for any $L \geq 7$.

Remark 11. The problem of computing the exact number of star-supported splines in $\mathcal{S}_{d}^{r}(\triangle)$ which are associated with an interior vertex $v$ of $\Delta$ is currently under study. The case $r=1$ is considered in [8].

Remark 12. The figures for this paper were generated using a Java applet which can be found at http://www.math.utah.edu/~alfeld/MDS/.
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#### Abstract

The Lifshitz-Slyozov-Wagner (LSW) theory of Ostwald ripening concerns the time evolution of the size distribution of a dilute system of particles that evolve by diffusional mass transfer with a common mean field. We prove global existence, uniqueness, and continuous dependence on initial data for measure-valued solutions with compact support in particle size. These results are established with respect to a natural topology on the space of size distributions, one given by the Wasserstein metric which measures the smallest maximum volume change required to rearrange one distribution into another.
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1. Introduction. The classical theory of Ostwald ripening, formulated by Lifshitz and Slyozov [6] and Wagner [15], concerns the evolution of the size distribution of a large number of small particles of one phase embedded in a matrix of another phase. Particles are assumed to be widely separated spheres that evolve by diffusional mass transfer with a common mean field. In the late stages of the phase transformation, diffusion is quasi-steady and the particle growth rate is determined by the mass flux at the particle boundary. The mass flux is proportional to the gradient of a potential that is harmonic, is proportional to curvature on the particle boundaries, and is close to constant in the mean field between particles.

In appropriate units, it is found that any particle radius $R(t)$ evolves according to

$$
\begin{equation*}
\frac{d R}{d t}=V\left(R, R_{c}(t)\right):=\frac{a}{R^{2}}\left(\frac{R}{R_{c}(t)}-1\right) \tag{1.1}
\end{equation*}
$$

where $a$ is a constant and the critical radius $R_{c}(t)$ is the same for all particles. The value of $R_{c}(t)$ is determined from conservation of mass. If mass changes in the diffusion field can be neglected, the particle volume is conserved and one finds that the critical radius equals the average radius of currently existing particles. Particles with radius larger than $R_{c}(t)$ are growing, and particles with smaller radius shrink and can disappear in finite time.

Classically, the size distribution of particles is described by a particle radius distribution $n(t, R)$. This is a normalized number density that we may scale so that $\int_{0}^{R} n(t, r) d r$ is the number of (currently existing) particles with radius less than $R$, divided by the number $N$ of initially existing particles. The number of particles with

[^21]size between $R_{1}(t)$ and $R_{2}(t)$ for any two solutions of (1.1) is conserved, so $n(t, R)$ should satisfy the conservation law
\[

$$
\begin{equation*}
\partial_{t} n+\partial_{R}(V n)=0 \tag{1.2}
\end{equation*}
$$

\]

where the critical radius is given by

$$
\begin{equation*}
R_{c}(t)=\int_{0}^{\infty} R n(t, R) d R / \int_{0}^{\infty} n(t, R) d R \tag{1.3}
\end{equation*}
$$

The initial number density $n_{0}(R)=n(0, R)$ satisfies $\int_{0}^{\infty} n_{0}(R) d R=1$ in this normalization.

A large literature on Ostwald ripening has developed over the past several decades in the metallurgical and physical communities. For an introduction to the problem and an overview of the literature we refer to the review articles of Voorhees [13, 14]. More recently the subject has been taken up by mathematicians. Penrose [10] found that the Lifshitz-Slyozov-Wagner (LSW) evolution law formally governs large-time dynamics in the Becker-Döring clustering equations. The LSW law is derived rigorously in [7] from the Mullins-Sekerka free boundary problem by homogenization methods. The proof suggests that the law is valid only if the electrostatic capacity of the particles is small. In this work the free boundary is restricted to spherical balls, an approach which is justified by a stability analysis in [1]. The works $[2,8,12]$ address the largetime asymptotic behavior of the particle size distribution, which is a major point of interest in the theory of Ostwald ripening. The LSW theory predicted asymptotically self-similar behavior, but quantitative agreement with experiment proved elusive.

Our aim in this paper is to develop a satisfactory theory of well-posedness for the initial value problem for the particle size distribution. From the physical point of view, it is reasonable to suppose that a positive fraction of the particles can have the same radius, in which case the size distribution contains one or more Dirac deltas. Mathematically, the ideal is to allow the initial data $n_{0}(R) d R$ to be an arbitrary probability measure such that the total volume $\int_{0}^{\infty} \frac{4}{3} \pi R^{3} n_{0}(R) d R$ is finite.

It will be convenient to work with particle volume $v$ instead of radius $R$, and to work with a cumulative number distribution function $\varphi$ instead of the number density $n$. We say that

$$
\begin{equation*}
\varphi \text { is the fraction of (initially existing) particles with volume } \geq v \tag{1.4}
\end{equation*}
$$

As a function of volume $v$ at time $t, \varphi(t, v)$ is a monotonically decreasing function which is left continuous at jumps with $\varphi(t, 0)=1$, and $\int_{0}^{\infty} \varphi(t, v) d v$ (the total volume) is independent of time. The particle volume distribution, defined by $f(t, v) d v=$ $-d \varphi(t, v)$ for each fixed $t$, is formally related to $n$ via $f(t, v) d v=n(t, R) d R$.

We normalize the time scale by the factor $4 \pi a$ and let $\theta(t)=\left(4 \pi R_{c}(t)^{3} / 3\right)^{-1 / 3}$, so that the volume $v(t)$ of any existing particle should satisfy

$$
\begin{equation*}
\frac{d v}{d t}=\Lambda(v, \theta(t)):=v^{1 / 3} \theta(t)-1 \tag{1.5}
\end{equation*}
$$

If $v(t)$ is a positive solution of (1.5) on some time interval, then $\varphi(t, v(t))$ should remain constant. This means $\varphi(t, v)$ should be a solution of the hyperbolic equation

$$
\begin{equation*}
\partial_{t} \varphi+\Lambda(v, \theta(t)) \partial_{v} \varphi=0 \tag{1.6}
\end{equation*}
$$

whose characteristics satisfy (1.5). The value of $\theta(t)$ is obtained from $\varphi$ in terms of Riemann-Stieltjes integrals by

$$
\begin{equation*}
\theta(t)=\int_{0^{+}}^{\infty} d \varphi(t, v) / \int_{0}^{\infty} v^{1 / 3} d \varphi(t, v) . \tag{1.7}
\end{equation*}
$$

The numerator is -1 times the quantity $\varphi_{0}(t):=\lim _{v \rightarrow 0} \varphi(t, v)$, which is the fraction of initially existing particles that still exist at time $t$.

It turns out to be even better to regard the volume $v$ as a function of the fraction $\varphi, 0 \leq \varphi \leq 1$. We take the map $\varphi \mapsto v(t, \varphi)$ to be right continuous and decreasing with $v(t, 1)=0$. Mathematically, given $\varphi(t, v)$ we obtain $v(t, \varphi)$ via the prescription

$$
\begin{equation*}
v(t, x)=\sup \{y \mid \varphi(t, y)>x\} \quad \text { for } 0 \leq x<1=\max \varphi . \tag{1.8}
\end{equation*}
$$

This is most easily understood when the size distribution corresponds to a finite number of particles. If we list the particle volumes in decreasing order, $v_{0}(t) \geq \cdots \geq$ $v_{N-1}(t)$, then $v(t, \varphi)=v_{j}$ for $\varphi \in[j / N,(j+1) / N)$. We shall call $\varphi \mapsto v(t, \varphi)$ a volume ordering for the system at time $t$.

For technical simplicity we shall assume that the particle volumes in the system are bounded. This seems reasonable physically and corresponds to assuming that the particle volume distribution has compact support in $v$. We then introduce function spaces as follows. Let $\operatorname{rcd}([0,1])$ be the set of functions $v:[0,1] \rightarrow \mathbb{R}$ that are right continuous, are decreasing, and satisfy $v(1)=0$. (To be precise, we say $v$ is decreasing if $v\left(x_{1}\right) \leq v\left(x_{2}\right)$ whenever $x_{1} \geq x_{2}$, and similarly for increasing. A decreasing function need not be strictly decreasing.) The set $\operatorname{rcd}([0,1])$ is contained in the space $b d d([0,1])$ of real-valued bounded functions on $[0,1]$, equipped with the sup norm $\|v\|=\sup _{\varphi}|v(\varphi)| . \operatorname{rcd}([0,1])$ is a complete metric space in the induced topology.

If $X$ is a Banach space and $I \subset \mathbb{R}$ is an interval, then $C(I, X)$ is the space of continuous $X$-valued functions on $I$, and $L_{\text {loc }}^{\infty}(I)$ is the space of equivalence classes of measurable functions locally bounded on $I$, where two functions are considered equivalent if they agree almost everywhere.

Our main results are the following.
Theorem 1.1 (global existence and uniqueness). Let $v_{0} \in \operatorname{rcd}([0,1])$. Then there exist unique functions $\theta \in L_{\mathrm{loc}}^{\infty}(0, \infty)$ and $v \in C([0, \infty), \operatorname{rcd}([0,1]))$, such that

$$
\int_{0}^{1} v(t, \varphi) d \varphi=\int_{0}^{1} v_{0}(\varphi) d \varphi
$$

for all $t \geq 0$ and

$$
v(t, \varphi)=v_{0}(\varphi)+\int_{0}^{t}\left(v(s, \varphi)^{1 / 3} \theta(s)-1\right) d s
$$

for all $(t, \varphi)$ such that $v(t, \varphi)>0$.
Theorem 1.2 (continuous dependence on initial data). Given positive constants $T$ and $C_{0}$, there exists a positive constant $C$ such that, if $\left(v_{1}, \theta_{1}\right)$ and $\left(v_{2}, \theta_{2}\right)$ are two solutions with the properties stated for $(v, \theta)$ in Theorem 1.1, and if $\max \left(v_{1}(0,0)\right.$, $\left.v_{2}(0,0)\right) \leq C_{0}$, then

$$
\sup _{0 \leq t \leq T}\left\|v_{1}(t, \cdot)-v_{2}(t, \cdot)\right\| \leq C\left\|v_{1}(0, \cdot)-v_{2}(0, \cdot)\right\| .
$$

Consequently the map $v_{0} \mapsto v$ is locally Lipschitz from $\operatorname{rcd}([0,1])$ into $C([0, \infty)$, $\operatorname{rcd}([0,1]))$.

Our strategy to prove these results at the same time justifies a method of numerical approximation for the problem that has a direct physical interpretation. We first consider solutions that are piecewise constant, taking a finite number of values $v_{0}(t)>\cdots>v_{N-1}(t)$ as is the case for a finite number of particles. We show that these solutions are determined on a succession of time intervals by solving finite systems of coupled ordinary differential equations with a number of components that decreases as the smallest particles vanish. Once we prove the continuity estimate in Theorem 1.2 (at first for initial data near to each other), uniqueness is immediate and existence for general initial data in $\operatorname{rcd}([0,1])$ follows by an approximation argument.

The solutions constructed in Theorem 1.1 correspond to measure-valued weak solutions of the evolution equation

$$
\begin{equation*}
\partial_{t} f+\partial_{v}(\Lambda(v, \theta(t)) f)=0 \tag{1.9}
\end{equation*}
$$

for the particle volume distribution. This means that at each time $t$, the formal expression $f(t, v) d v$ corresponds to a probability measure $\nu_{t}$ having compact support in $[0, \infty)$, the set of volumes. The notion of distance used in Theorem 1.2 has an interpretation as a natural metric on the space $\mathcal{P}_{0}$ of such probability measures. This metric measures the smallest "maximum volume change" required to rearrange one volume distribution into another. Mathematically it is the $L^{\infty}$ Wasserstein metric [4, 11], which we denote by $d_{\infty}$. In section 3 we shall establish the relationship between $v(t, \varphi)$ and $\nu_{t}$ and deduce the following result as a corollary of Theorems 1.1 and 1.2.

ThEOREM 1.3. Let $\mathcal{P}_{0}$ denote the set of probability measures on $[0, \infty)$ of compact support, with topology given by $d_{\infty}$, the $L^{\infty}$ Wasserstein metric. Given $\nu_{0} \in \mathcal{P}_{0}$, there exist a unique $\theta \in L_{\text {loc }}^{\infty}(0, \infty)$ and a unique map $t \mapsto \nu_{t}$ that is locally Lipschitz from $[0, \infty)$ into $\mathcal{P}_{0}$, such that $(\theta, \nu)$ is a volume-conserving weak solution of (1.9), in the sense that

$$
\int_{0}^{\infty} v d \nu_{t}(v)=\int_{0}^{\infty} v d \nu_{0}(v)
$$

for all $t \geq 0$ and

$$
\int_{0}^{\infty} \int_{0}^{\infty}\left(\partial_{t} \zeta(t, v)+\Lambda(v, \theta(t)) \partial_{v} \zeta(t, v)\right) d \nu_{t}(v) d t=0
$$

for all smooth $\zeta:(0, \infty) \times(0, \infty) \rightarrow \mathbb{R}$ with compact support.
Furthermore, given any $T>0, C_{0}>0$, there exists $C>0$ such that, if two such weak solutions $\left(\theta_{1}, \nu^{(1)}\right),\left(\theta_{2}, \nu^{(2)}\right)$ are given, such that the supports of $\nu_{0}^{(1)}$ and $\nu_{0}^{(2)}$ are contained in $\left[0, C_{0}\right]$, then

$$
\sup _{0 \leq t \leq T} d_{\infty}\left(\nu_{t}^{(1)}, \nu_{t}^{(2)}\right) \leq C d_{\infty}\left(\nu_{0}^{(1)}, \nu_{0}^{(2)}\right)
$$

It is arguably natural from the physical point of view to measure distance between volume distributions by using the Wasserstein distance as is done here. (In this we were partly motivated by the works [9, 5] that employ Wasserstein distance in connection with parabolic partial differential equations.) A physically reasonable notion of distance should reflect in a plausible way the effect of small perturbations of
the system on size distributions. In late-stage Ostwald ripening one imagines that the nucleation or destruction of large particles is unlikely. Thus the topology should not make it "easy" to change the number of large particles. It is plausible, rather, that small perturbations to the system would involve small changes to particle volumes. These notions are captured here by the use of the sup norm distance between volume orderings, and this is equivalent to using the $L^{\infty}$ Wasserstein metric to compare volume distributions.

In section 4 we briefly treat a related, but simpler, case that arises in LSW theory, in which mass variations in the diffusion field are not neglected. In this case it is not total particle volume that is conserved in time but rather a quantity of the form

$$
a \theta(t)+\int_{0}^{1} v(t, \varphi) d \varphi
$$

where $a>0$ is constant. The evolution of particle volumes is still given by (1.5), but $\theta$ is now determined directly from the conserved quantity.
2. A priori estimates and well-posedness. In order to prove the a priori estimate stated in Theorem 1.2, we need a pair of lemmas that yield strengthened variants of Gronwall's inequality.

Lemma 2.1. Suppose $G:[0, T] \rightarrow \mathbb{R}$ is increasing with $G(0)=0, K \geq 0$ is a constant, and $f:[0, T] \rightarrow \mathbb{R}$ is continuous and satisfies

$$
0 \leq f(t) \leq K+\int_{0^{+}}^{t} f(s) d G(s), \quad 0 \leq t \leq T
$$

Then $f(t) \leq K e^{G(t)}$ for $0 \leq t \leq T$.
Proof. Let

$$
U(t)=K+\int_{0^{+}}^{t} f(s) d G(s)
$$

then $U(0)=K$ and $U$ is increasing. To prove the lemma it suffices to show that $e^{-G} U \leq K$. Let $\left\{t_{j}\right\}_{j=0}^{n}$ be a partition of $[0, T]$ and define

$$
\Delta t=\sup _{1 \leq j \leq n}\left(t_{j}-t_{j-1}\right), \quad \epsilon(\Delta t)=\sup _{|t-s| \leq \Delta t}|f(t)-f(s)|
$$

Put $U_{j}=U\left(t_{j}\right), G_{j}=G\left(t_{j}\right)$. Then

$$
\begin{aligned}
e^{-G_{j+1}} U_{j+1}-e^{-G_{j}} U_{j} & =e^{-G_{j+1}}\left(U_{j+1}-U_{j}\right)-U_{j}\left(e^{-G_{j}}-e^{-G_{j+1}}\right) \\
& =e^{-G_{j+1}}\left(\int_{t_{j}}^{t_{j+1}} f(s) d G(s)-U_{j}\left(e^{G_{j+1}-G_{j}}-1\right)\right) \\
& \leq e^{-G_{j+1}}\left(f\left(t_{j}\right)+\epsilon(\Delta t)-U_{j}\right)\left(G_{j+1}-G_{j}\right) \\
& \leq \epsilon(\Delta t)\left(G_{j+1}-G_{j}\right)
\end{aligned}
$$

where we used that $e^{x}-1 \geq x$ for all $x$ and $f\left(t_{j}\right) \leq U_{j}$. Summing, we find that $e^{-G_{j}} U_{j} \leq K+\epsilon(\Delta t) G_{j}$ for all $j$. Since the partition is arbitrary, $\epsilon(\Delta t)$ can be made arbitrarily small and the result follows.

Lemma 2.2. Suppose $G:[0, T] \rightarrow \mathbb{R}$ is increasing, and $f:[0, T] \rightarrow \mathbb{R}$ is continuous, nonnegative, and increasing. Then as long as $0 \leq t+f(t) \leq T$ we have

$$
\int_{0}^{t}(G(s+f(s))-G(s)) d s \leq \int_{0}^{f(0)}(G(f(0))-G(s)) d s+\int_{0}^{t} f(s) d \tilde{G}(s)
$$

where $\tilde{G}(s)=G(s+f(s))$.
Proof. Let $Q$ denote the quantity on the right-hand side of the desired inequality. Observe that since $G$ is increasing, we have that

$$
Q+\int_{t}^{t+f(t)}(G(s+f(s))-G(s)) d s \geq Q+\int_{t}^{t+f(t)} \tilde{G}(s) d s-G(t+f(t)) f(t)
$$

Since $G(t+f(t))=\tilde{G}(t)$, after integrating by parts in the Riemann-Stieltjes integral and canceling boundary terms we find that the last right-hand side equals

$$
\begin{aligned}
- & \int_{0}^{f(0)} G(s) d s-\int_{0}^{t} \tilde{G}(s) d f(s)+\int_{t}^{t+f(t)} \tilde{G}(s) d s \\
& =-\int_{0}^{f(0)} G(s) d s-\int_{0}^{t} \tilde{G}(s) d(s+f(s))+\int_{0}^{t+f(t)} \tilde{G}(s) d s \\
& =\int_{0}^{t+f(t)}(G(s+f(s))-G(s)) d s
\end{aligned}
$$

Canceling the part of the integral from $t$ to $t+f(t)$ finishes the proof.
Next we establish some basic properties of solutions of the initial value problem as described in Theorem 1.2. Fixing $T>0$, we shall consider $t \in[0, T]$. Let $\theta \in L^{\infty}(0, T)$ be positive and let $v \in C([0, T], \operatorname{rcd}([0,1]))$ be such that

$$
\begin{equation*}
\int_{0}^{1} v(t, \varphi) d \varphi=\int_{0}^{1} v(0, \varphi) d \varphi \tag{2.1}
\end{equation*}
$$

for all $t$ and

$$
\begin{equation*}
v(t, \varphi)=v(0, \varphi)+\int_{0}^{t}\left(v(s, \varphi)^{1 / 3} \theta(s)-1\right) d s \tag{2.2}
\end{equation*}
$$

whenever $v(t, \varphi)>0$. By scaling, we may assume $\int_{0}^{1} v(t, \varphi) d \varphi=1$ for all $t \in[0, T]$.
From (2.2) it follows that $t \mapsto v(t, \varphi)$ is Lipschitz and satisfies

$$
\begin{equation*}
\frac{\partial v}{\partial t}=v^{1 / 3} \theta(t)-1 \tag{2.3}
\end{equation*}
$$

for almost every $t$ in any interval where $v>0$. Since $v^{1 / 3} \theta-1 \leq-\frac{1}{2}$ for $v<\varepsilon_{0}$ where

$$
\varepsilon_{0}^{-1}=\underset{0 \leq t \leq T}{8 \underset{0}{\operatorname{ess} \sup }} \theta(t)
$$

it follows easily that if $v\left(t_{0}, \varphi\right)=0$, then $v(t, \varphi)=0$ for all $t \geq t_{0}$.
We define $\bar{v}(t)=v(t, 0)=\max _{\varphi} v(t, \varphi)$ and with the notation $a \wedge b=\min (a, b)$ we define

$$
\begin{aligned}
\bar{t}(\varphi) & =\inf \{t \in[0, T] \mid v(t, \varphi)=0\} \wedge T \\
\bar{\varphi}(t) & =\sup \{\varphi \in[0,1] \mid v(t, \varphi)>0\}
\end{aligned}
$$

The functions $\bar{t}$ and $\bar{\varphi}$ are decreasing functions, and $\bar{\varphi}(t)>0$ for all $t$, since $v(t, \cdot)$ can never vanish identically by volume conservation. We call $\bar{t}(\varphi)$ the vanishing time for $v(t, \varphi)$ at $\varphi$ if $\bar{t}(\varphi)<T$ (but note that $\bar{t}(\varphi)=T$ if $v(T, \varphi)>0$ ).

Lemma 2.3. For almost every $t \in[0, T]$ we have

$$
0<\theta(t)=\frac{\bar{\varphi}(t)}{\int_{0}^{1} v(t, \varphi)^{1 / 3} d \varphi} \leq \bar{v}(t)^{2 / 3} \leq\left(e^{t} \bar{v}(0)\right)^{2 / 3}
$$

Proof. Evaluate (2.2) at $\min (t, \bar{t}(\varphi))$ and integrate over $\varphi \in[0,1]$. Changing the order of integration and using the fact that $v(\bar{t}(\varphi), \varphi)=0$ if $\bar{t}(\varphi)<t$, we obtain

$$
\begin{aligned}
0 & =\int_{0}^{\bar{\varphi}(t)} v(t, \varphi) d \varphi-\int_{0}^{1} v(0, \varphi) d \varphi \\
& =\int_{0}^{1} \int_{0}^{\min (t, \bar{t}(\varphi))}\left(v(s, \varphi)^{1 / 3} \theta(s)-1\right) d s d \varphi \\
& =\int_{0}^{t} \int_{0}^{\bar{\varphi}(s)}\left(v(s, \varphi)^{1 / 3} \theta(s)-1\right) d \varphi d s
\end{aligned}
$$

Since $t$ is arbitrary the formula for $\theta(t)$ follows. To get the inequalities, we use that $\bar{\varphi}(t) \leq 1$ and $\int_{0}^{1} v^{1 / 3} d \varphi \geq \bar{v}(t)^{-2 / 3} \int_{0}^{1} v d \varphi$. Then since $d \bar{v} / d t \leq \bar{v}^{1 / 3} \theta \leq \bar{v}$ we find

$$
\begin{equation*}
\bar{v}(t) \leq e^{t} \bar{v}(0) \tag{2.4}
\end{equation*}
$$

Lemma 2.4. Whenever $v\left(t_{1}, \varphi\right)<\varepsilon_{0}$, we have $\partial v / \partial t<-\frac{1}{2}$ for almost every $t \in\left[t_{1}, \bar{t}(\varphi)\right]$ and

$$
\frac{1}{2}(\bar{t}(\varphi)-t) \leq v(t, \varphi)<\varepsilon_{0}-\frac{1}{2}\left(t-t_{1}\right)
$$

for all $t \in\left[t_{1}, \bar{t}(\varphi)\right]$.
Proof. $v<\varepsilon_{0}$ implies $v^{1 / 3} \theta-1<-\frac{1}{2}$ almost everywhere, and the results follow easily.

Corollary 2.5. There is a constant $C=C\left(T, C_{0}\right)$ such that

$$
\int_{0}^{\bar{t}(\varphi)} v(t, \varphi)^{-2 / 3} d t \leq C
$$

for all $\varphi \in[0,1]$. Furthermore, the function $\beta$ given by

$$
\beta(t)=\int_{0}^{\bar{\varphi}(t)} v(t, \varphi)^{-2 / 3} d \varphi
$$

is finite for almost every $t \in[0, T]$ and $\int_{0}^{T} \beta(t) d t \leq C$.
Proof. The first assertion follows directly from the estimates of the preceding lemma. The second follows from Fubini's theorem.

Our plan now is first to prove a restricted version of Theorem 1.2 for two solutions that are initially close together. This restricted result will suffice to establish the existence and uniqueness theorem, after which the results of Theorem 1.2 without restriction can be proved.

Proposition 2.6. Given $T>0, C_{0}>0$, there exist $C>0$ and $\delta>0$ such that the bound asserted in Theorem 1.2 holds under the additional assumption that

$$
\left\|v_{1}(0, \cdot)-v_{2}(0, \cdot)\right\| \leq \delta
$$

To start the proof of this restricted version of Theorem 1.2, we suppose that $T, C_{0}>0$ are given and put

$$
\varepsilon_{1}=\left(8 e^{T} C_{0}\right)^{-1}
$$

We suppose that $\left(\theta_{1}, v_{1}\right)$ and $\left(\theta_{2}, v_{2}\right) \in L^{\infty}(0, T) \times C([0, T], r c d([0,1]))$ are two solutions of $(2.1)$ and (2.2) such that $\max \left(v_{1}(0,0), v_{2}(0,0)\right) \leq C_{0}$. We define

$$
M(t)=\sup _{0 \leq s \leq t}\left\|v_{1}(s, \cdot)-v_{2}(s, \cdot)\right\|
$$

and assume that $M(0)<\varepsilon_{1}$.
LEMMA 2.7. There is a constant $C_{1}=C_{1}\left(T, C_{0}\right)$ such that for $0 \leq t \leq T$ we have

$$
M(t) \leq C_{1}\left(M(0)+\int_{0}^{t}\left|\theta_{1}(s)-\theta_{2}(s)\right| d s\right)
$$

Proof. Fix $\varphi \in[0,1]$. We suppose that $\bar{t}_{1}(\varphi) \geq \bar{t}_{2}(\varphi)$ without loss of generality. For $t \in\left[0, \bar{t}_{2}(\varphi)\right]$ we may write

$$
\begin{aligned}
v_{1}(t, \varphi)-v_{2}(t, \varphi)= & v_{1}(0, \varphi)-v_{2}(0, \varphi)+\int_{0}^{t} v_{2}(s, \varphi)^{1 / 3}\left(\theta_{1}(s)-\theta_{2}(s)\right) d s \\
& +\int_{0}^{t} \theta_{1}(s)\left(v_{1}(s, \varphi)^{1 / 3}-v_{2}(s, \varphi)^{1 / 3}\right) d s
\end{aligned}
$$

Using the bounds above for $\theta_{1}$ and $v_{2}$, and the fact that $|a-b| \leq\left|a^{3}-b^{3}\right| / a^{2}$ whenever $a, b>0$, with $C_{*}=\left(e^{T} C_{0}\right)^{1 / 3}$, we obtain the estimate

$$
\begin{align*}
\left|v_{1}(t, \varphi)-v_{2}(t, \varphi)\right| \leq & \left|v_{1}(0, \varphi)-v_{2}(0, \varphi)\right|+C_{*} \int_{0}^{t}\left|\theta_{1}(s)-\theta_{2}(s)\right| d s \\
& +C_{*}^{2} \int_{0}^{t} v_{1}(s, \varphi)^{-2 / 3}\left|v_{1}(s, \varphi)-v_{2}(s, \varphi)\right| d s \tag{2.5}
\end{align*}
$$

For $t \in\left[\bar{t}_{2}(\varphi), \bar{t}_{1}(\varphi)\right]$, we have $v_{2}(t, \varphi)=0$ and may write

$$
v_{1}(t, \varphi) \leq v_{1}\left(\bar{t}_{2}(\varphi), \varphi\right)+C_{*}^{2} \int_{\bar{t}_{2}(\varphi)}^{t} v_{1}(s, \varphi)^{1 / 3} d \varphi
$$

Using (2.5) with $t=\bar{t}_{2}(\varphi)$ to estimate $v_{1}\left(\bar{t}_{2}(\varphi), \varphi\right)$, we find that (2.5) is valid for all $t \in\left[0, \bar{t}_{1}(\varphi)\right]$. Gronwall's inequality then yields that

$$
\begin{aligned}
& \exp \left(-C_{*}^{2} \int_{0}^{t} v_{1}(s, \varphi)^{-2 / 3} d s\right)\left|v_{1}(t, \varphi)-v_{2}(t, \varphi)\right| \\
& \quad \leq\left|v_{1}(0, \varphi)-v_{2}(0, \varphi)\right|+C_{*} \int_{0}^{t}\left|\theta_{1}(s)-\theta_{2}(s)\right| d s
\end{aligned}
$$

Using Corollary 2.5 completes the proof.
Lemma 2.8. Suppose $M(t) \leq \varepsilon_{1}$ for $0 \leq t \leq \tau$. Then

$$
\left|\bar{\varphi}_{1}(t)-\bar{\varphi}_{2}(t)\right| \leq \bar{\varphi}_{1}(t)-\bar{\varphi}_{1}(t+2 M(t))+\bar{\varphi}_{2}(t)-\bar{\varphi}_{2}(t+2 M(t))
$$

as long as $t+2 M(t) \leq \tau$.
Proof. Fixing $t$, by relabeling we can assume $\bar{\varphi}_{1}(t) \leq \bar{\varphi}_{2}(t)$. For $\varphi \in\left[\bar{\varphi}_{1}(t), \bar{\varphi}_{2}(t)\right]$, $s \in[t, \tau]$ we have $v_{1}(s, \varphi)=0$ and $v_{2}(s, \varphi) \leq M(s) \leq \varepsilon_{1}$ by assumption. By Lemma 2.4, for $s \leq \bar{t}_{2}(\varphi)$ we have $\partial v_{2} / \partial t \leq-\frac{1}{2}$ and therefore $\bar{t}_{2}(\varphi) \leq \min (t+$ $2 M(t), T)$. Hence $\bar{\varphi}_{2}(t+2 M(t)) \leq \bar{\varphi}_{1}(t)$, and the result follows.

Lemma 2.9. There is a constant $C_{2}=C_{2}\left(T, C_{0}\right)$ and an increasing function $H:[0, T] \rightarrow \mathbb{R}$ depending on $v_{1}$ and $v_{2}$, satisfying $H(0)=0$ and $H(T) \leq C_{2}$, such that if $M(t) \leq \varepsilon_{1}$ for $0 \leq t \leq \tau$, then

$$
\int_{0}^{t}\left|\theta_{1}(s)-\theta_{2}(s)\right| d s \leq C_{2} M(0)+\int_{0^{+}}^{t} M(s) d H(s)
$$

as long as $t+2 M(t) \leq \tau$.
Proof. Using that $\int v_{j}^{1 / 3} d \varphi \geq \bar{v}_{j}^{-2 / 3} \geq C_{*}^{-2}$, from the formula for $\theta(t)$ we obtain that

$$
\left|\theta_{1}(t)-\theta_{2}(t)\right| \leq C_{*}^{2}\left|\bar{\varphi}_{1}(t)-\bar{\varphi}_{2}(t)\right|+C_{*}^{4} \int_{0}^{1}\left|v_{1}^{1 / 3}-v_{2}^{1 / 3}\right| d \varphi
$$

Let $\varphi_{+}(t)=\max \left(\bar{\varphi}_{1}(t), \bar{\varphi}_{2}(t)\right)$; then for $\varphi<\varphi_{+}$we have

$$
\left|v_{1}^{1 / 3}-v_{2}^{1 / 3}\right| \leq \frac{\left|v_{1}-v_{2}\right|}{v_{1}^{2 / 3}+v_{2}^{2 / 3}}
$$

Note that from Corollary 2.5, it follows that with $t_{+}(\varphi)=\max \left(\bar{t}_{1}(\varphi), \bar{t}_{2}(\varphi)\right)$ we have

$$
\int_{0}^{t_{+}(\varphi)} \frac{1}{v_{1}^{2 / 3}+v_{2}^{2 / 3}} d t \leq C\left(T, C_{0}\right)
$$

By Fubini's theorem it follows that the function defined by

$$
h_{0}(t)=\int_{0}^{\varphi_{+}(t)} \frac{1}{v_{1}^{2 / 3}+v_{2}^{2 / 3}} d \varphi
$$

is finite for a.e. $t$ and is integrable with $\int_{0}^{T} h_{0}(t) d t \leq C\left(T, C_{0}\right)$. Then we have

$$
\begin{equation*}
\int_{0}^{1}\left|v_{1}^{1 / 3}-v_{2}^{1 / 3}\right| d \varphi \leq M(t) h_{0}(t) \tag{2.6}
\end{equation*}
$$

for a.e. $t \in[0, T]$.
Next, for $j=1$ and 2 we invoke Lemma 2.2 with $G(t)=-\bar{\varphi}_{j}(t), f(t)=2 M(t)$, and conclude that as long as $t+2 M(t) \leq \tau$, then

$$
\int_{0}^{t} \bar{\varphi}_{j}(s)-\bar{\varphi}_{j}(s+2 M(s)) d s \leq 2 M(0)+\int_{0^{+}}^{t} 2 M(s) d H_{j}(s)
$$

where $H_{j}(t)=-\bar{\varphi}_{j}(t+2 M(t))+\bar{\varphi}_{j}(2 M(0))$. Evidently $H_{j}$ satisfies $H_{j}(t) \leq 1$ for all $t$.

Putting these estimates together with the result of Lemma 2.8, we find that

$$
\int_{0}^{t}\left|\theta_{1}(s)-\theta_{2}(s)\right| d s \leq 4 C_{*}^{2} M(0)+\int_{0^{+}}^{t} M(s) d H(s)
$$

where

$$
H(t)=2 C_{*}^{2}\left(H_{1}(t)+H_{2}(t)\right)+C_{*}^{4} \int_{0}^{t} h_{0}(s) d s
$$

The desired result follows.
The proof of Proposition 2.6 uses a continuation argument based on the estimates above together with the estimate

$$
\begin{equation*}
M(\tau)-M(t) \leq 2 C_{*}^{3}(\tau-t) \tag{2.7}
\end{equation*}
$$

whenever $0 \leq t \leq \tau \leq T$, which follows from $|\partial v / \partial t| \leq C_{*}^{3}$. Since $M$ is increasing, we can find $\overline{\tilde{T}} \leq T$ such that $\tilde{T}+2 M(\tilde{T})=T$. With $\tau=t+2 M(t)$, inequality (2.7) yields

$$
\begin{equation*}
M(t+2 M(t)) \leq M(t)\left(1+4 C_{*}^{3}\right) \tag{2.8}
\end{equation*}
$$

whenever $t \leq \tilde{T}$. Now let

$$
\Omega=\left\{t \in[0, \tilde{T}] \mid M(t+2 M(t)) \leq \varepsilon_{1}\right\}
$$

If $M(0) \leq \delta_{0}:=\varepsilon_{1} /\left(1+4 C_{*}^{3}\right)$, then $0 \in \Omega$ so $\Omega$ is nonempty, and clearly $\Omega$ is closed.
We claim $\Omega$ is open in $[0, \tilde{T}]$ if $M(0)$ is sufficiently small.
Given any $t_{1} \in \Omega$ we can apply Lemmas 2.7 and 2.9 to deduce that

$$
\begin{equation*}
M(t) \leq C_{1}\left(1+C_{2}\right) M(0)+C_{1} \int_{0^{+}}^{t} M(s) d H(s) \tag{2.9}
\end{equation*}
$$

for $0 \leq t \leq t_{1}$. Then Lemma 2.1 implies

$$
\begin{equation*}
M(t) \leq C_{3} M(0) \tag{2.10}
\end{equation*}
$$

for $0 \leq t \leq t_{1}$, where $C_{3}\left(T, C_{0}\right)=\exp \left(C_{1} C_{2}\right) C_{1}\left(1+C_{2}\right)$. Using (2.8) we infer that $M\left(t_{1}+2 M\left(t_{1}\right)\right) \leq C_{4} M(0)$ with $C_{4}=C_{3}\left(1+4 C_{*}^{3}\right)$. Provided we assume

$$
M(0) \leq \delta_{1}:=\frac{1}{2} \frac{\varepsilon_{1}}{C_{4}}
$$

it follows that $M\left(t_{1}+2 M\left(t_{1}\right)\right)<\varepsilon_{1}$, and since $M$ is continuous, $\Omega$ is open in $[0, \tilde{T}]$.
Consequently we have $\tilde{T} \in \Omega$. Putting $t_{1}=\tilde{T}$, this means we have $M(T) \leq \varepsilon_{1}$ and $M(T) \leq C_{4} M(0)$ if $M(0) \leq \delta_{1}$. This finishes the proof of Proposition 2.6.

Proof of Theorem 1.1. Uniqueness follows immediately from Proposition 2.6. To prove existence for arbitrary $v_{0} \in \operatorname{rcd}([0,1])$, by Proposition 2.6 and Lemma 2.3 it evidently suffices to prove global existence for $v_{0}$ in a dense set of $\operatorname{rcd}([0,1])$. Solutions in general are constructed by passing to the limit in $C([0, T], \operatorname{rcd}([0,1]))$ for every $T>0$.

Lemma 2.10. The set of functions in $\operatorname{rcd}([0,1])$ that take a finite number of values is dense in $\operatorname{rcd}([0,1])$.

Proof. Let $v_{0} \in \operatorname{rcd}([0,1])$ and let $\varepsilon>0$. Let $y_{j}=\frac{1}{2} \varepsilon j$ for $j=0,1, \ldots$, and let

$$
v_{\varepsilon}(\varphi)=\min \left\{y_{j} \mid y_{j} \geq v_{0}(\varphi)\right\}
$$

for $\varphi \in[0,1]$. It is easy to see that $v_{\varepsilon}$ has a finite number of values, that $v_{\varepsilon} \in \operatorname{rcd}([0,1])$, and $\left\|v_{\varepsilon}-v_{0}\right\|<\varepsilon$. This proves the lemma.

Suppose, then, that $v_{0} \in \operatorname{rcd}([0,1])$ takes a finite number of values $y_{0}>\cdots>$ $y_{N}=0$. Then with $\varphi_{j}=\inf \left\{\varphi \mid v_{0}(\varphi)=y_{j}\right\}$, we have $0=\varphi_{0}<\cdots<\varphi_{N} \leq 1$ and $v_{0}(\varphi)=y_{j}$ for $\varphi \in\left[\varphi_{j}, \varphi_{j+1}\right), j=0, \ldots, N-1$. We start to construct a solution by solving the system of ordinary differential equations

$$
\begin{equation*}
w_{j}^{\prime}(t)=w_{j}(t)^{1 / 3} \Theta(t)-1, \quad j=0, \ldots, N-1 \tag{2.11}
\end{equation*}
$$

with

$$
\begin{equation*}
\Theta(t)=\varphi_{N} / \sum_{j=0}^{N-1} w_{j}(t)^{1 / 3}\left(\varphi_{j+1}-\varphi_{j}\right) \tag{2.12}
\end{equation*}
$$

and $w_{j}(0)=y_{j}$, on a maximal interval $\left[0, t_{N}\right)$ in which $\min w_{j}(t)>0$. The solution is smooth and $w_{j}(t)>w_{j+1}(t)$ by backward uniqueness for the equation $w^{\prime}=w^{1 / 3} \Theta-1$. The quantity

$$
\sum_{j=0}^{N-1} w_{j}(t)\left(\varphi_{j+1}-\varphi_{j}\right)
$$

is conserved in time. Without loss of generality we can assume this quantity is 1 .
We can estimate $\Theta(t) \leq w_{0}(t)^{2 / 3}$ so $w_{0}^{\prime} \leq w_{0}$ and hence $w_{0}(t) \leq e^{t} y_{0}$. If $t_{N}<\infty$, then it follows that the smallest component vanishes, i.e., $w_{N-1}\left(t_{N}^{-}\right)=$ $\lim _{t / t_{N}} w_{N-1}(t)=0$.

For $t \in\left[0, t_{N}\right)$ we define $v(t, \varphi)=w_{j}(t)$ for $\varphi \in\left[\varphi_{j}, \varphi_{j+1}\right), j=0, \ldots, N-1$, and let $\theta=\Theta$. This yields a solution of (2.2) and (2.1) for $t \in\left[0, t_{N}\right)$. As $t \rightarrow t_{N}$ from below, the limits $v\left(t_{N}^{-}, \varphi\right)$ and $\theta\left(t_{N}^{-}\right)$exist. The solution can then be reinitialized at time $t_{N}$ with one less component ( $N$ replaced by $N-1$ ). After some finite number of such steps the solution must exist globally.

Thus, for $v_{0} \in \operatorname{rcd}([0,1])$ with a finite number of values, a global solution exists. Theorem 1.1 follows.

Proof of Theorem 1.2. The additional restriction imposed in Proposition 2.6 can be removed now by considering convex combinations of initial data. Given $T, C_{0}$, $v_{1}$, and $v_{2}$ as stated, let $C>0, \delta>0$ be as given by Proposition 2.6, and let $M_{0}=\left\|v_{1}(0, \cdot)-v_{2}(0, \cdot)\right\|$. Fix an integer $n>M_{0} / \delta$, and for $j=0,1, \ldots, n$ let

$$
x_{j}(\varphi)=\left(1-\frac{j}{n}\right) v_{1}(0, \varphi)+\left(\frac{j}{n}\right) v_{2}(0, \varphi)
$$

for $\varphi \in[0,1]$. Then $x_{j} \in \operatorname{rcd}([0,1]), x_{j}(0) \leq C_{0}$ for all $j$ and $\left\|x_{j+1}-x_{j}\right\|=M_{0} / n<\delta$. By the existence theorem there exist corresponding solutions $v=\tilde{v}_{j}$ to (2.1)-(2.2) with $\tilde{v}_{j}(0, \cdot)=x_{j}$, and by Proposition 2.6 we have

$$
\sup _{0 \leq t \leq T}\left\|\tilde{v}_{j+1}(t, \cdot)-\tilde{v}_{j}(t, \cdot)\right\| \leq C\left\|x_{j+1}-x_{j}\right\|=C M_{0} / n .
$$

Since $v_{1}-v_{2}=\sum_{j=0}^{n-1}\left(\tilde{v}_{j+1}-\tilde{v}_{j}\right)$, using the triangle inequality we find that

$$
\sup _{0 \leq t \leq T}\left\|v_{1}(t, \cdot)-v_{2}(t, \cdot)\right\| \leq C M_{0}
$$

as desired.
3. Measure-valued solutions. Our aim here is to describe a precise correspondence between the solutions $v(t, \varphi)$ of Theorem 1.1 and measure-valued weak solutions $\nu_{t}$ of (1.9) and to show that the metric $\left\|v_{1}-v_{2}\right\|$ on $\operatorname{rcd}([0,1])$ corresponds to the $L^{\infty}$ Wasserstein metric on the space $\mathcal{P}_{0}$ of (Borel) probability measures on $[0, \infty)$ with compact support. Theorem 1.3 then follows as a corollary of Theorems 1.1 and 1.2.

We begin with a technical lemma on generalized inverses of increasing functions.
Lemma 3.1. Suppose $b>0$ and $w:[0, b] \rightarrow \mathbb{R}$ is a left continuous increasing function with $w(0)=0$. Let $b^{\dagger}=w(b)$ and define $w^{\dagger}:\left[0, b^{\dagger}\right] \rightarrow \mathbb{R}$ by

$$
w^{\dagger}(y)= \begin{cases}\sup \{x \mid w(x)<y\}, & 0<y \leq b^{\dagger} \\ 0, & y=0\end{cases}
$$

Then $w^{\dagger}$ is left continuous and increasing and, moreover,

$$
w^{\dagger \dagger}=w
$$

Proof. Clearly $w^{\dagger}$ is increasing. Given $y \in\left(0, b^{\dagger}\right]$ and $\varepsilon>0$, put $\bar{x}=w^{\dagger}(y)$ and $2 \delta=y-w(\bar{x}-\varepsilon)$. Then $\delta>0$ and $w(\bar{x}-\varepsilon)<y-\delta$; hence $\bar{x}-\varepsilon<w^{\dagger}(y-\delta) \leq \bar{x}$. It follows $w^{\dagger}$ is left continuous.

To show $w^{\dagger \dagger}=w$, it suffices to show that for $0<x<b$,

$$
w(x-\varepsilon) \leq w^{\dagger \dagger}(x) \leq w(x+\varepsilon)
$$

for all sufficiently small $\varepsilon>0$. Let $\bar{y}=w^{\dagger \dagger}(x)=\sup \left\{y \mid w^{\dagger}(y)<x\right\}$. Then for all $\varepsilon_{0}>0, w^{\dagger}\left(\bar{y}+\varepsilon_{0}\right) \geq x$; hence for any small $\varepsilon>0$ we have $w(x-\varepsilon)<\bar{y}+\varepsilon_{0}$. Therefore $w(x-\varepsilon) \leq \bar{y}$.

For the reverse inequality there are two cases. If $\bar{x}=w^{\dagger}(\bar{y})<x$, then for small $\varepsilon>0$ we have

$$
\begin{equation*}
\bar{y} \leq w(\bar{x}+\varepsilon) \leq w(x+\varepsilon) . \tag{3.1}
\end{equation*}
$$

Otherwise $\bar{x} \geq x$, and since $w$ is left continuous, $\bar{x}=x$. In this case, (3.1) again holds. This finishes the proof.

If $w$ is continuous and strictly increasing, then $w^{\dagger}$ is the inverse function of $w$.
Given a probability measure $\nu$ with compact support $[0, \bar{v}] \subset[0, \infty)$, we associate the distribution function $F_{\nu}:[0, \infty) \rightarrow[0,1]$ given by

$$
F_{\nu}(x)= \begin{cases}\nu([0, x)), & x>0  \tag{3.2}\\ 0, & x=0\end{cases}
$$

$F_{\nu}$ is left continuous and increasing, and $F_{\nu}$ determines $\nu$ (that is, the values of $F_{\nu}$ determine the values of $\nu$ on all Borel sets). We associate a decreasing function $v=\hat{v}(\nu)$ to $\nu$ via $v(x)=F_{\nu}^{\dagger}(1-x)$ for $x \in[0,1]$. (Here, $F_{\nu}^{\dagger}$ is the generalized inverse of the restriction of $F_{\nu}$ to $[0, \bar{v}+1]$.) That is,

$$
v(x)= \begin{cases}\sup \left\{y \mid F_{\nu}(y)<1-x\right\}, & 0 \leq x<1  \tag{3.3}\\ 0, & x=1\end{cases}
$$

With the notation $R v(x)=v(1-x)$ we have $\hat{v}(\nu)=R\left(F_{\nu}^{\dagger}\right)$. The first part of Lemma 3.1 implies $\hat{v}(\nu) \in \operatorname{rcd}([0,1])$; thus the map $\hat{v}: \mathcal{P}_{0} \rightarrow \operatorname{rcd}([0,1])$. (Recall $\mathcal{P}_{0}$ is the set of probability measures on $[0, \infty)$ with compact support.)

The inverse map to $\hat{v}$ is given as follows. If $v \in \operatorname{rcd}([0,1])$ we let $F=(R v)^{\dagger}$ on $[0, v(0)]$ and put $F(x)=1$ for $x>v(0)$. Then $F$ is increasing and left continuous and determines a (Borel) probability measure $\nu$ for which $F=F_{\nu}$. For later use we note that for any continuous $f:(0, \infty) \rightarrow \mathbb{R}$ with compact support, we have

$$
\begin{equation*}
\int_{0}^{1} f(v(x)) d x=\int_{0}^{1} f\left(F^{\dagger}(x)\right) d x=\int_{0}^{\infty} f(y) d F(y)=\int_{0}^{\infty} f(y) d \nu(y) \tag{3.4}
\end{equation*}
$$

This follows from $[3,2.5 .18(3)]$, for example. The identity function $y \mapsto y$ can be approximated uniformly on compact sets in $[0, \infty)$ by such functions $f$, hence

$$
\begin{equation*}
\int_{0}^{1} v(x) d x=\int_{0}^{\infty} y d \nu(y) \tag{3.5}
\end{equation*}
$$

We let $\hat{\nu}(v)=\nu$, so $\hat{\nu}: \operatorname{rcd}([0,1]) \rightarrow \mathcal{P}_{0}$. Lemma 3.1 implies that we have the following.

Lemma 3.2. $\hat{v}$ and $\hat{\nu}$ are inverse maps: $\hat{v}(\hat{\nu}(v))=v$ for all $v \in \operatorname{rcd}([0,1])$ and $\hat{\nu}(\hat{v}(\nu))=\nu$ for all $\nu \in \mathcal{P}_{0}$.

We now recall from [4] that the $L^{p}$ Wasserstein metric can be defined on $\mathcal{P}_{0}$ as follows. Given $\nu_{1}$ and $\nu_{2}$ in $\mathcal{P}_{0}$, let $D\left(\nu_{1}, \nu_{2}\right)$ be the set of probability measures $\mu$ on $[0, \infty) \times[0, \infty)$ with marginal distributions $\nu_{1}$ and $\nu_{2}$, that is, for all continuous $\zeta:[0, \infty) \rightarrow \mathbb{R}$,

$$
\int_{0}^{\infty} \int_{0}^{\infty} \zeta(x) d \mu(x, y)=\int_{0}^{\infty} \zeta(x) d \nu_{1}(x)
$$

and

$$
\int_{0}^{\infty} \int_{0}^{\infty} \zeta(y) d \mu(x, y)=\int_{0}^{\infty} \zeta(y) d \nu_{2}(y)
$$

If $1 \leq p<\infty$, then the $L^{p}$ Wasserstein metric is defined by

$$
d_{p}\left(\nu_{1}, \nu_{2}\right)=\left(\inf _{\mu \in D\left(\nu_{1}, \nu_{2}\right)} \int|x-y|^{p} d \mu(x, y)\right)^{1 / p}
$$

The $L^{\infty}$ Wasserstein metric is defined by

$$
d_{\infty}\left(\nu_{1}, \nu_{2}\right)=\inf _{\mu \in D\left(\nu_{1}, \nu_{2}\right)} \mu \text {-ess sup }|x-y|
$$

The measures $\mu$ represent ways to "rearrange mass" from one distribution into the other, and the $L^{p}$ Wasserstein metrics measure the least costly way to do this according to the notion of cost indicated.

Lemma 3.3. Given $\nu_{1}, \nu_{2} \in \mathcal{P}_{0}$, let $v_{1}=\hat{v}\left(\nu_{1}\right), v_{2}=\hat{v}\left(\nu_{2}\right)$. Then for $1 \leq p<\infty$ we have

$$
d_{p}\left(\nu_{1}, \nu_{2}\right)=\left(\int_{0}^{1}\left|v_{1}(\varphi)-v_{2}(\varphi)\right|^{p} d \varphi\right)^{1 / p}
$$

and

$$
d_{\infty}\left(\nu_{1}, \nu_{2}\right)=\left\|v_{1}-v_{2}\right\|
$$

Proof. The assertion for $1 \leq p<\infty$ follows from [11, pp. 28-30, Corollary 7.3.6], which yields that

$$
d_{p}\left(\nu_{1}, \nu_{2}\right)=\left(\int_{0}^{1}\left|F_{\nu_{1}}^{\dagger}(\varphi)-F_{\nu_{2}}^{\dagger}(\varphi)\right|^{p} d \varphi\right)^{1 / p}
$$

Then Proposition 3 of [4] asserts that $\lim _{p \rightarrow \infty} d_{p}\left(\nu_{1}, \nu_{2}\right)=d_{\infty}\left(\nu_{1}, \nu_{2}\right)$. Since $v_{1}$ and $v_{2}$ are right continuous, it follows

$$
\begin{aligned}
d_{\infty}\left(\nu_{1}, \nu_{2}\right) & =\lim _{p \rightarrow \infty}\left(\int_{0}^{1}\left|v_{1}(\varphi)-v_{2}(\varphi)\right|^{p} d \varphi\right)^{1 / p} \\
& =\operatorname{ess} \sup _{[0,1]}^{\operatorname{en}}\left|v_{1}(\varphi)-v_{2}(\varphi)\right|=\sup _{[0,1]}\left|v_{1}(\varphi)-v_{2}(\varphi)\right| .
\end{aligned}
$$

Corollary 3.4. Let $\mathcal{P}_{0}$ have the topology induced by $d_{\infty}$. Then $\mathcal{P}_{0}$ is complete, and the map $\hat{v}: \mathcal{P}_{0} \rightarrow \operatorname{rcd}([0,1])$ is an isometric isomorphism of complete metric spaces.

The completeness of $\mathcal{P}_{0}$ with respect to the metric $d_{\infty}$ was established in [4].
The correspondence between volume orderings $v \in \operatorname{rcd}([0,1])$ and volume distributions $\nu \in \mathcal{P}_{0}$ has been established. Now we seek to show that this correspondence maps solutions to weak solutions and vice versa.

Proposition 3.5. Let $\theta \in L_{\mathrm{loc}}^{\infty}(0, \infty), v \in C([0, \infty), \operatorname{rcd}([0,1]))$ be a solution of (2.2). For each $t \geq 0$, let $\nu_{t}=\hat{\nu}(v(t, \cdot))$. Then $\nu:[0, \infty) \rightarrow \mathcal{P}_{0}$ is locally Lipschitz, and $\nu$ is a weak solution of (1.9).

Proof. From (2.2) we have that $v:[0, \infty) \rightarrow \operatorname{rcd}([0,1])$ is locally Lipschitz; therefore $\nu:[0, \infty) \rightarrow \mathcal{P}_{0}$ is locally Lipschitz by Corollary 3.4.

Let $\zeta:(0, \infty) \times(0, \infty) \rightarrow \mathbb{R}$ be smooth with compact support. Then for all $\varphi \in[0,1], t \mapsto \zeta(t, v(t, \varphi))$ is Lipschitz continuous and we have

$$
\begin{aligned}
0 & =\int_{0}^{\infty} \frac{d}{d t} \zeta(t, v(t, \varphi)) d t \\
& =\int_{0}^{\infty} \partial_{t} \zeta(t, v(t, \varphi))+\Lambda(v(t, \varphi), \theta(t)) \partial_{v} \zeta(t, v(t, \varphi)) d t
\end{aligned}
$$

Let $F(t, \cdot)=(R v(t, \cdot))^{\dagger}$ and let $\varphi(t, \cdot)=1-F(t, \cdot)$. We integrate over $\varphi \in[0,1]$, use Fubini's theorem, and change variables using (3.4). We obtain

$$
\begin{aligned}
0 & =-\int_{0}^{\infty} \int_{0}^{\infty}\left(\partial_{t} \zeta(t, v)+\Lambda(v, \theta(t)) \partial_{v} \zeta(t, v)\right) d \varphi(t, v) d t \\
& =\int_{0}^{\infty} \int_{0}^{\infty}\left(\partial_{t} \zeta(t, v)+\Lambda(v, \theta(t)) \partial_{v} \zeta(t, v)\right) d \nu_{t}(v) d t
\end{aligned}
$$

Thus $(\theta, \nu)$ is a weak solution in the sense of Theorem 1.3, as claimed.
Proposition 3.6. Suppose that $\theta \in L_{\mathrm{loc}}^{\infty}(0, \infty)$ and $\nu:[0, \infty) \rightarrow \mathcal{P}_{0}$ is locally Lipschitz, and $\nu$ is a weak solution of (1.9). Let $v(t, \cdot)=\hat{v}\left(\nu_{t}\right)$ for each $t \geq 0$. Then $v$ is a solution of (2.2).

Proof. Given $\theta$ and $v$ as described, the map $v:[0, \infty) \rightarrow \operatorname{rcd}([0,1])$ is locally Lipschitz. We consider test functions $\zeta$ of the form

$$
\begin{equation*}
\zeta(t, v)=\xi(t) \eta(v) \tag{3.6}
\end{equation*}
$$

where the functions $\xi, \eta: \mathbb{R} \rightarrow \mathbb{R}$ are smooth with compact support in $(0, \infty)$. Using this form together with the fact that $(\theta, \nu)$ form a weak solution to (1.9), and using the change of variables from (3.4) as previously, we find that

$$
0=\int_{0}^{\infty} \int_{0}^{1} \xi^{\prime}(t) \eta(v(t, \varphi))+\xi(t) \eta^{\prime}(v(t, \varphi)) \Lambda(v(t, \varphi), \theta(t)) d \varphi d t
$$

Using Fubini's theorem and integrating by parts in time, this gives

$$
\begin{equation*}
0=\int_{0}^{1} \int_{0}^{\infty} \xi(t) \tilde{\eta}(v(t, \varphi))\left(\Lambda(v(t, \varphi), \theta(t))-\partial_{t} v(t, \varphi)\right) d t d \varphi \tag{3.7}
\end{equation*}
$$

where $\tilde{\eta}=\eta^{\prime}$. This formula is justified since for each $\varphi \in[0,1], v(\cdot, \varphi)$ is Lipschitz, hence differentiable almost everywhere. We note that since $v$ is bounded on compact sets, $\tilde{\eta}$ can be chosen to agree on the range of $v$ with an arbitrary smooth function with compact support in $(0, \infty)$. We do this and drop the tilde. Furthermore, we note that by Lebesgue's dominated convergence theorem, (3.7) remains valid for any $\xi$ with compact support in $(0, \infty)$ that is the bounded pointwise limit $\xi=\lim _{n \rightarrow \infty} \xi_{n}$ of a sequence of smooth $\xi_{n}$ with compact support in $(0, \infty)$, and similarly for $\eta$. For the moment it will suffice to consider $\xi, \eta \in C_{c}\left(\mathbb{R}^{+}\right)$, the set of continuous functions on $(0, \infty)$ with compact support.

For what follows, we take some care regarding joint measurability in $(t, \varphi)$ and sets of measure zero. We fix a representative $\tilde{\theta}$ in the equivalence class $\theta$, then drop the tilde. $\partial_{t} v(t, \varphi)$ need not exist at every point, but (3.7) also holds if $\partial_{t} v$ is replaced by the upper derivative $\bar{\partial}_{t} v$ or the lower derivative $\underline{\partial}_{t} v$, defined by

$$
\bar{\partial}_{t} v(t, \varphi)=\lim _{\varepsilon \rightarrow 0} \sup _{0<|h|<\varepsilon} \delta^{h} v(t, \varphi), \quad \underline{\partial}_{t} v(t, \varphi)=\lim _{\varepsilon \rightarrow 0} \inf _{0<|h|<\varepsilon} \delta^{h} v(t, \varphi)
$$

where

$$
\delta^{h} v(t, \varphi)=\frac{v(t+h, \varphi)-v(t, \varphi)}{h}
$$

Since $v$ is locally Lipschitz in $t$ uniformly in $\varphi, \bar{\partial}_{t} v$ and $\underline{\partial}_{t} v$ are bounded on compact sets, and $\underline{\partial}_{t} v \leq \bar{\partial}_{t} v$.

LEMMA 3.7. As maps from $(0, \infty) \times[0,1] \rightarrow \mathbb{R}, \bar{\partial}_{t} v$ and $\underline{\partial}_{t} v$ are Borel measurable. Moreover, $\bar{\partial}_{t} v=\underline{\partial}_{t} v$ almost everywhere in $(0, \infty) \times[0,1]$.

Proof. Since $v$ is continuous in $t$ uniformly in $\varphi$ and is right continuous and decreasing in $\varphi, v$ is lower semicontinuous, hence Borel. Suppose $0<t_{1}<t_{2}<\infty$; then for $0<|h|<t_{1}$ the map $\delta^{h} v$ is Borel on $\left[t_{1}, t_{2}\right] \times[0,1]$. Let $\left\{h_{j}\right\}$ be a dense sequence in $(-1,0) \cup(0,1)$. Since the maximum of two Borel functions is Borel and pointwise limits of sequences of Borel functions are Borel, and pointwise we have

$$
\sup _{0<|h|<\varepsilon} \delta^{h} v(t, \varphi)=\sup _{\left|h_{j}\right|<\varepsilon} \delta^{h_{j}} v(t, \varphi)=\lim _{k \rightarrow \infty} \max _{\substack{j \leq k \\\left|h_{j}\right|<\varepsilon}} \delta^{h_{j}} v(t, \varphi),
$$

by taking $\varepsilon$ to zero along a sequence it follows that $\bar{\partial}_{t} v$ is Borel on $\left[t_{1}, t_{2}\right] \times[0,1]$, hence on $(0, \infty) \times[0,1]$. A similar argument applies for $\underline{\partial}_{t} v$.

Now we have that the set $Z=\left\{(t, \varphi) \mid\left(\bar{\partial}_{t} v-\underline{\partial}_{t} v\right)(t, \varphi)>0\right\}$ is a Borel set. We know that for each $\varphi, v(\cdot, \varphi)$ is differentiable almost everywhere, so $\left(\bar{\partial}_{t} v-\underline{\partial}_{t} v\right)(t, \varphi)=$ 0 for almost every $t>0$. Fubini's theorem now implies that $Z$ has Lebesgue measure zero in $(0, \infty) \times[0,1]$.

Returning to (3.7), we can now apply Fubini's theorem and deduce that for almost every $t,\left(\bar{\partial}_{t} v-\underline{\partial}_{t} v\right)(t, \varphi)=0$ for almost every $\varphi$, and with

$$
J_{\eta}(t)=\int_{0}^{1} \eta(v(t, \varphi))\left(\Lambda(v(t, \varphi), \theta(t))-\bar{\partial}_{t} v(t, \varphi)\right) d \varphi
$$

we have that for any $\eta \in C_{c}\left(\mathbb{R}^{+}\right), \int_{0}^{\infty} \xi(t) J_{\eta}(t) d t=0$ for all $\xi \in C_{c}\left(\mathbb{R}^{+}\right)$. Therefore, given $\eta$ there is a set $\Omega_{\eta} \subset(0, \infty)$ of full measure (meaning the complement has measure zero), such that $J_{\eta}(t)=0$ for all $t \in \Omega_{\eta}$.

The set $C_{c}\left(\mathbb{R}^{+}\right)$is separable, so if we do this for a dense sequence $\left\{\eta_{n}\right\}$ we find there is a set $\Omega \subset \cap \Omega_{\eta_{n}}$ of full measure in $(0, \infty)$ such that for $t \in \Omega, J_{\eta_{n}}(t)=0$ for all $n$. Since any $\eta \in C_{c}\left(\mathbb{R}^{+}\right)$can be approximated uniformly by a subsequence of $\left\{\eta_{n}\right\}$, we infer the following.

Lemma 3.8. There is a set $\Omega \subset(0, \infty)$ of full measure, such that for all $t \in \Omega$, $\partial_{t} v(t, \varphi)$ exists for almost every $\varphi \in[0,1]$ and $J_{\eta}(t)=0$ for all $\eta \in C_{c}\left(\mathbb{R}^{+}\right)$.

Lemma 3.9. Let $t \in \Omega$, and suppose $v(t, x)=v(t, y)$, where $0 \leq x<y \leq 1$. Then $\partial_{t} v(t, \varphi)$ exists for all $\varphi \in(x, y)$ and is constant on this interval.

The proof of this lemma is straightforward, using the facts that $v(t, \cdot)$ is decreasing for every $t$ and $\partial_{t} v(t, \varphi)$ exists for almost every $\varphi$.

Lemma 3.10. Let $t \in \Omega$, and let $\bar{\varphi}(t)=\sup \{\varphi \mid v(t, \varphi)>0\}$. Then

$$
\Lambda(v(t, \varphi), \theta(t))-\partial_{t} v(t, \varphi)=0
$$

for almost all $\varphi \in[0, \bar{\varphi}(t))$.
Proof. We thank B. Kirchheim for the main idea of the following proof. Since $t$ is fixed, we suppress indicating dependence on $t$, and we let $g(\varphi)=\Lambda(v(t, \varphi), \theta(t))-$ $\bar{\partial}_{t} v(t, \varphi)$. We know $g$ is measurable and bounded. $\varphi \mapsto v(\varphi)$ is decreasing, so if $0 \leq y$ is in the range of $v$, either the preimage $v^{-1}(y)$ is a singleton or an interval of nonzero width. There can be only a countable set of $y$ of the latter type. Let $\Delta$ be the (countable) set of endpoints of such intervals. For $x, y \in[0,1] \backslash \Delta$, we know that $v(x)=v(y)$ implies $\bar{\partial}_{t} v(x)=\bar{\partial}_{t} v(y)$, and so $g(x)=g(y)$.

Given any $\varepsilon>0$, let $A_{\varepsilon}=[0, \bar{\varphi}(t)) \cap\{x \in[0,1] \mid g(x)>\varepsilon\} \backslash \Delta$. Then $A_{\varepsilon}$ is measurable, and we claim the measure of $A_{\varepsilon}$ is zero for any $\varepsilon>0$. Suppose not, so $\left|A_{\varepsilon}\right|=2 \delta>0$ for some $\varepsilon>0$. By Lusin's theorem, there is a compact $K \subset A_{\varepsilon}$ such that $|K| \geq \delta$ and $\left.v\right|_{K}$ is continuous. Then $v(K)$ is compact and is contained in $(0, \infty)$ since $v$ is positive at each point of $[0, \bar{\varphi}(t))$.

Apply Lemma 3.8 with $\eta(\varphi)=\eta_{n}(\varphi)=\max \{0,1-n \operatorname{dist}(\varphi, v(K))\}$ for $n=$ $1,2, \ldots$ Then $\eta_{n}$ has compact support in $(0, \infty)$ for $n$ sufficiently large and converges boundedly pointwise to the characteristic function $\chi_{v(K)}$. It follows that

$$
0=\int_{0}^{1} \chi_{v(K)}(v(\varphi)) g(\varphi) d \varphi
$$

Now if $v(x) \in v(K)$, then $v(x)=v(y)$ for some $y \in K$, and either $g(x)=g(y)>\varepsilon$ or $x \in \Delta$. It follows that

$$
\int_{0}^{1} \chi_{v(K)}(v(\varphi)) g(\varphi) d \varphi \geq \varepsilon|K|>0
$$

yielding a contradiction. Hence $\left|A_{\varepsilon}\right|=0$ for any $\varepsilon>0$. A similar argument applies for $\{x \mid g(x)<-\varepsilon\}$, and we then deduce that $g(\varphi)=0$ for almost every $\varphi \in[0, \bar{\varphi}(t))$. This proves the Lemma.

Note that for $t \in \Omega$ and $\varphi \in(\bar{\varphi}(t), 1]$ we have that $v(t, \varphi)=0$, and $\partial_{t} v(t, \varphi)=0$.
Since $(t, \varphi) \mapsto v(t, \varphi)$ is right continuous in $\varphi$ and locally Lipschitz in $t$ uniformly in $\varphi$, the set $Q=\{(t, \varphi) \mid v(t, \varphi)>0\}$ is open in $(0, \infty) \times[0,1]$. Define

$$
g(t, \varphi)=\Lambda(v(t, \varphi), \theta(t))-\bar{\partial}_{t} v(t, \varphi)
$$

then $g$ is measurable on $(0, \infty) \times[0,1]$ and by Lemma 3.10 we have

$$
\int_{0}^{\infty} \int_{0}^{1} \chi_{Q}|g| d \varphi d t=0
$$

By Fubini's theorem, we have $\chi_{Q} g=0$ a.e. Hence there exists a set $S$ of full measure in $[0,1]$ such that if $\varphi \in S$, then $\left(\chi_{Q} g\right)(t, \varphi)=0$ for almost every $t$, and $t \mapsto v(t, \varphi)$ is differentiable almost everywhere.

Lemma 3.11. If $\varphi \in S$ and $v(t, \varphi)>0$, then $v(s, \varphi)>0$ for all $s \in[0, t]$ and

$$
\begin{equation*}
v(t, \varphi)=v(0, \varphi)+\int_{0}^{t} \Lambda(v(s, \varphi), \theta(s)) d s \tag{3.8}
\end{equation*}
$$

Proof. For any $t_{1} \in(0, t)$, if $v(s, \varphi)>0$ for all $s \in\left[t_{1}, t\right]$, then since $s \mapsto v(s, \varphi)$ is differentiable and $g(s, \varphi)=0$ a.e. in $\left[t_{1}, t\right]$, we have

$$
v(t, \varphi)=v\left(t_{1}, \varphi\right)+\int_{t_{1}}^{t} \Lambda(v(s, \varphi), \theta(s)) d s
$$

We claim that the set $\left\{t_{1} \in[0, t) \mid v(s, \varphi)>0\right.$ for all $\left.s \in\left[t_{1}, t\right]\right\}$ has the infimum $t_{*}=0$. Note that the set is nonempty by the continuity of $s \mapsto v(s, \varphi)$. Suppose the infimum $t_{*}$ is positive. Then $v\left(t_{*}, \varphi\right)=0<v(s, \varphi)$ for $s \in\left(t_{*}, t\right]$. We know that $\theta(s)$ is bounded for $s \in[0, t]$, so for some sufficiently small $h>0$ it follows that $\Lambda(v(s, \varphi), \theta(s))<-1 / 2$ for $t_{*}<s<t_{*}+h$. Then we have

$$
0<v\left(t_{*}+h, \varphi\right)=0+\int_{t_{*}}^{t_{*}+h} \Lambda(v(s, \varphi), \theta(s)) d s<-h / 2
$$

a contradiction. Hence our claim holds: $v(s, F)>0$ for all $s \in[0, t]$, and the formula asserted in the lemma follows.

Now we can finish the proof of Proposition 3.6. Suppose $t>0, \varphi \in[0,1]$ are arbitrary and $v(t, \varphi)>0$. Since $v(t, \cdot)$ is right continuous and decreasing, there exists a sequence of numbers $\varphi_{n} \in S$ such that $\varphi_{n}>\varphi, \varphi_{n} \rightarrow \varphi$ as $n \rightarrow \infty$ and $v\left(t, \varphi_{n}\right)>0$. Using Lemma 3.11 it follows that $v(s, \varphi)>0$ for all $s \in[0, t]$ and

$$
\begin{aligned}
v(t, \varphi) & -v(0, \varphi)-\int_{0}^{t} \Lambda(v(s, \varphi), \theta(s)) d s \\
= & \lim _{n \rightarrow \infty}\left(v\left(t, \varphi_{n}\right)-v\left(0, \varphi_{n}\right)-\int_{0}^{t} \Lambda\left(v\left(s, \varphi_{n}\right), \theta(s)\right) d s\right)=0
\end{aligned}
$$

This completes the proof of Proposition 3.6.
The results asserted in Theorem 1.3 now follow directly from Theorems 1.1 and 1.2 , with the help of Propositions 3.5 and 3.6, Corollary 3.4, and (3.5).
4. A different conserved quantity. In the theory of Ostwald ripening, one also encounters an alternative to the condition that the total particle volume is conserved in time. If mass in the diffusion field is taken into account, one finds that a quantity of the form

$$
\begin{equation*}
Q=a \theta(t)+\int_{0}^{1} v(t, \varphi) d \varphi \tag{4.1}
\end{equation*}
$$

is conserved instead, where $a>0$ is a constant. $\theta(t)$ need no longer be positive.
In terms of the theory developed in this paper, the constraint (4.1) is simpler to deal with than the constraint of constant volume. One has the bound

$$
\theta(t) \leq Q / a
$$

and when comparing two solutions of (2.2), one can use the arguments of Lemma 2.7 and replace the use of Lemma 2.9 by the simpler estimate

$$
\begin{equation*}
\left|\theta_{1}(t)-\theta_{2}(t)\right| \leq a^{-1}\left\|v_{1}(t, \cdot)-v_{2}(t, \cdot)\right\|+a^{-1}\left|Q_{1}-Q_{2}\right| \tag{4.2}
\end{equation*}
$$

From the standard Gronwall's inequality, one easily deduces the a priori estimate asserted in the following result. The existence and uniqueness proofs are the same as in section 2 .

Theorem 4.1. Let $v_{0} \in \operatorname{rcd}([0,1]), Q \in \mathbb{R}$. Then there exists a unique function $v \in C([0, \infty) \operatorname{rcd}([0,1]))$ such that, with $\theta(t)$ determined by (4.1), we have

$$
v(t, \varphi)=v_{0}(\varphi)+\int_{0}^{t}\left(v(s, \varphi)^{1 / 3} \theta(s)-1\right) d s
$$

whenever $v(t, \varphi)>0$.
Given $T>0, C_{0}>0$, there exists a positive constant $C$ such that, given two solutions as above which also satisfy $\max \left(Q_{1}, Q_{2}\right) \leq C_{0}$, then

$$
\sup _{0 \leq t \leq T}\left\|v_{1}(t, \cdot)-v_{2}(t, \cdot)\right\| \leq C\left(\left\|v_{1}(0, \cdot)-v_{2}(0, \cdot)\right\|+\left|Q_{1}-Q_{2}\right|\right)
$$

Using the correspondence $v(t, \cdot) \mapsto \nu_{t}=\hat{\nu}(v(t, \cdot))$ and its inverse as in section 3, from Propositions 3.5 and 3.6 one may deduce directly the following corollary of Theorem 4.1.

ThEOREM 4.2. Given $\nu_{0} \in \mathcal{P}_{0}, Q \in \mathbb{R}$, there exists a unique map $t \mapsto \nu_{t}$ that is locally Lipschitz from $[0, \infty)$ into $\mathcal{P}_{0}$ such that, with $\theta(t)$ determined by the relation

$$
Q=a \theta(t)+\int_{0}^{\infty} v d \nu_{t}(v)
$$

we have

$$
\int_{0}^{\infty} \int_{0}^{\infty} \partial_{t} \zeta(t, v)+\Lambda(v, \theta(t)) \partial_{v} \zeta(t, v) d \nu_{t}(v) d t=0
$$

for all smooth $\zeta:(0, \infty) \times(0, \infty) \rightarrow \mathbb{R}$ with compact support.
Given any $T>0, C_{0}>0$, there exists $C>0$ such that, if two such weak solutions $\nu^{(1)}, \nu^{(2)}$ are given, which satisfy $\max \left(Q_{1}, Q_{2}\right) \leq C_{0}$, then

$$
\sup _{0 \leq t \leq T} d_{\infty}\left(\nu_{t}^{(1)}, \nu_{t}^{(2)}\right) \leq C\left(d_{\infty}\left(\nu_{0}^{(1)}, \nu_{0}^{(2)}\right)+\left|Q_{1}-Q_{2}\right|\right)
$$
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#### Abstract

This paper deals with the Cauchy problems of nonlinear hyperbolic systems in two space dimensions with small data. We assume that the propagation speeds differ from each other and that nonlinearities are cubic. Then it will be shown that if the nonlinearities satisfy the null condition, there exists a global smooth solution. To prove this kind of claim, one usually makes use of the generalized differential operators $\Omega_{i j}, S$, and $L_{i}$, which will be introduced in section 1 . But it is difficult to adopt the operators $L_{i}=x_{i} \partial_{t}+t \partial_{x_{i}}$ to our problem, because they do not commute with the d'Alembertian whose propagation speed is not equal to one. We succeed in taking $L_{i}$ away from the proof of our theorem. One can apply our method to a scalar equation; hence $L_{i}$ are needless in this kind of argument.
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1. Introduction and statement of main result. We consider the initial value problem for

$$
\begin{align*}
& \square_{i} u^{i} \equiv \partial_{t}^{2} u^{i}-c_{i}^{2} \Delta u^{i}=F^{i}\left(\partial u, \partial^{2} u\right) \quad \text { in } \mathbf{R}^{n} \times(0, \infty),  \tag{1.1}\\
& u^{i}(x, 0)=\varepsilon f^{i}(x), \quad \partial_{t} u^{i}(x, 0)=\varepsilon g^{i}(x) \quad \text { in } \mathbf{R}^{n}, \tag{1.2}
\end{align*}
$$

where $i=1, \ldots, m, n=2,3, c_{i}$ are positive constants and $\varepsilon>0$ is a small parameter. Besides, $F^{i} \in C^{\infty}\left(\mathbf{R}^{(n+1) m} \times \mathbf{R}^{(n+1)^{2} m}\right)$ and $f^{i}, g^{i} \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$. We also denoted $u=\left(u^{1}, \ldots, u^{m}\right), \partial=\left(\partial_{t}, \partial_{1}, \ldots, \partial_{n}\right)$ with $\partial_{t}=\partial / \partial t, \partial_{j}=\partial / \partial x_{j}$ and $\partial^{2} u$ stands for the second derivatives of $u$. As for $F^{i}$, we assume

$$
\begin{equation*}
F^{i}\left(\partial u, \partial^{2} u\right)=\sum_{l=1}^{m} \sum_{\gamma, \delta=0}^{n} H_{i l}^{\gamma \delta}(\partial u) \partial_{\gamma} \partial_{\delta} u^{l}+K_{i}(\partial u), \tag{1.3}
\end{equation*}
$$

where $H_{i l}^{\gamma \delta}$ and $K_{i} \in C^{\infty}\left(\mathbf{R}^{(n+1) m}\right)$ satisfy

$$
\begin{equation*}
H_{i l}^{\gamma \delta}(\partial u)=O\left(|\partial u|^{p-1}\right), \quad K_{i}(\partial u)=O\left(|\partial u|^{p}\right) \quad \text { near } \partial u=0 \tag{1.4}
\end{equation*}
$$

Here $p$ is an integer with $p>1$. In order to derive an energy estimate we further assume

$$
\begin{equation*}
H_{i l}^{\gamma \delta}(\partial u)=H_{l i}^{\gamma \delta}(\partial u)=H_{i l}^{\delta \gamma}(\partial u) \tag{1.5}
\end{equation*}
$$

[^22]Although our interest lies in the case where the system (1.1) has different propagation speeds, we start with a review of known results for the case where $m=1$ or the system (1.1) has same propagation speeds. Indeed, such cases have been studied extensively. Set $p_{c}=(n+1) /(n-1)$. If $p>p_{c}$, then the problem (1.1) and (1.2) has a smooth global solution for sufficiently small $\varepsilon$. Moreover, if $p=p_{c}$, then the problem (1.1) and (1.2) admits an "almost" global solution for small initial data. (See F. John and S. Klainerman [12], S. Klainerman [16], and M. Kovalyov [19], for instance). On the other hand, if $1<p \leq p_{c}$, then the problem (1.1) and (1.2) does not admit global solutions in general. (See R. Agemi [1], S. Alinhac [3], L. Hörmander [7], A. Hoshiga [9], and F. John [10].) Therefore, we shall call the number $p_{c}$ the critical exponent in the following.

In the critical case $p=p_{c}$, the following interesting result is known. If the nonlinearity has a special form, a global solution of (1.1) and (1.2) exists, instead of an almost global solution. (See D. Christodoulou [4], P. Godin [6], A. Hoshiga [8], F. John [11], S. Katayama [13], and S. Klainerman [17], for instance.) We shall call the restriction on the nonlinearlities null condition, according to S. Klainerman [15]. We will restrict ourselves to the case where $n=2$ and $p=p_{c}=3$. Then, when $c_{1}=\cdots=c_{m}=1$, the null condition is stated as follows: For any $i, j, k, l=1, \ldots, m$,

$$
\begin{equation*}
\sum_{\alpha, \beta, \gamma=0}^{2} A_{i j k l}^{\alpha \beta \gamma} X_{\alpha} X_{\beta} X_{\gamma}=0 \quad \text { and } \quad \sum_{\alpha, \beta, \gamma, \delta=0}^{2} D_{i j k l}^{\alpha \beta \gamma \delta} X_{\alpha} X_{\beta} X_{\gamma} X_{\delta}=0 \tag{1.6}
\end{equation*}
$$

hold on the hypersurface $\left(X_{0}\right)^{2}-c_{i}^{2}\left\{\left(X_{1}\right)^{2}+\left(X_{2}\right)^{2}\right\}=0$, where we have set

$$
\begin{equation*}
\left.A_{i j k l}^{\alpha \beta \gamma} \equiv \frac{\partial^{3} K_{i}(\partial u)}{\partial\left(\partial_{\alpha} u^{j}\right) \partial\left(\partial_{\beta} u^{k}\right) \partial\left(\partial_{\gamma} u^{l}\right)}\right|_{\partial u=0} \quad \text { and }\left.\quad D_{i j k l}^{\alpha \beta \gamma \delta} \equiv \frac{\partial^{2} H_{i l}^{\gamma \delta}(\partial u)}{\partial\left(\partial_{\alpha} u^{j}\right) \partial\left(\partial_{\beta} u^{k}\right)}\right|_{\partial u=0} \tag{1.7}
\end{equation*}
$$

A role of the null condition is closely connected to the following vector fields which generate a Lie algebra with respect to the usual commutator of linear operators:

$$
\begin{equation*}
\partial_{t}, \partial_{1}, \partial_{2}, \quad S=t \partial_{t}+r \partial_{r}, \quad \Omega=x_{1} \partial_{2}-x_{2} \partial_{1} \tag{1.8}
\end{equation*}
$$

and

$$
L_{i}=x_{i} \partial_{t}+t \partial_{i} \quad(i=1,2)
$$

where $r=|x|$. In fact, we may write

$$
\begin{equation*}
\partial_{i}=-\omega_{i} \partial_{t}+\frac{1}{t} L_{i}+\frac{\omega_{i}}{t+r} S-\sum_{j=1}^{2} \frac{r \omega_{i} \omega_{j}}{t(t+r)} L_{j} \quad(i=1,2) \tag{1.9}
\end{equation*}
$$

where $\omega_{i}=x_{i} /|x|$. (See [11].) In the leading terms of $F^{i}$, replacing $\partial_{i}$ with (1.9) and using the null condition (1.6), we get

$$
\begin{equation*}
\left|\Gamma^{a} F^{i}\left(\partial u, \partial^{2} u\right)\right| \leq \frac{C}{t} \sum_{|b+c+d| \leq|a|+1}\left|\Gamma^{b} u\left\|\Gamma^{c} \partial u\right\| \Gamma^{d} \partial u\right|+\text { (higher order terms) } \tag{1.10}
\end{equation*}
$$

which gives us an additional decaying factor $t^{-1}$. This is a crucial point to treat the critical nonlinearity.

We now turn our attention to the case where $m \geq 2$ and the propagation speeds are different from each other when $n=2$ and $p=3$. M. Kovalyov proved the existence
of the global solution of (1.1) and (1.2) in [20] under the assumption that for each $i(=1, \ldots, m), A_{i j j j}^{\alpha \beta \gamma}=0$ for any $\alpha, \beta, \gamma=0,1,2, j=1, \ldots, m$ and $H_{i l}^{\gamma \delta}(\partial u) \equiv 0$ for any $\gamma, \delta=0,1,2, l=1, \ldots, m$. In [2], R. Agemi and K. Yokoyama had the same result under the weaker assumption that for each $i(=1, \ldots, m), A_{i i i i}^{\alpha \beta \gamma}=0$ for any $\alpha, \beta, \gamma=0,1,2$ and $D_{i i i i}^{\alpha \beta \gamma \delta}=0$ for any $\alpha, \beta, \gamma, \delta=0,1,2$. Here we have used the notation in (1.7). These results imply that when the propagation speeds are distinct, the global solution of (1.1) and (1.2) exists even if the nonlinearities do not satisfy (1.6). In this paper, we would like to show more generally that when the propagation speeds are distinct, (1.1) and (1.2) has a global solution under the following condition: For each $i=1, \ldots, m$,

$$
\begin{equation*}
\sum_{\alpha, \beta, \gamma=0}^{2} A_{i i i i}^{\alpha \beta \gamma} X_{\alpha} X_{\beta} X_{\gamma}=0 \quad \text { and } \quad \sum_{\alpha, \beta, \gamma, \delta=0}^{2} D_{i i i i}^{\alpha \beta \gamma \delta} X_{\alpha} X_{\beta} X_{\gamma} X_{\delta}=0 \tag{1.11}
\end{equation*}
$$

hold on the hypersurface $\left(X_{0}\right)^{2}-c_{i}^{2}\left\{\left(X_{1}\right)^{2}+\left(X_{2}\right)^{2}\right\}=0$. Having the condition (1.11) in mind, we shall rewrite $F^{i}$ in the following form:

$$
\begin{equation*}
F^{i}\left(\partial u, \partial^{2} u\right)=N^{i}\left(\partial u^{i}, \partial^{2} u^{i}\right)+R^{i}\left(\partial u, \partial^{2} u\right)+G^{i}\left(\partial u, \partial^{2} u\right) \tag{1.12}
\end{equation*}
$$

where

$$
\begin{aligned}
N^{i}\left(\partial u^{i}, \partial^{2} u^{i}\right)= & \sum_{\alpha, \beta, \gamma, \delta=0}^{2} D_{i i i i}^{\alpha \beta \gamma \delta} \partial_{\alpha} u^{i} \partial_{\beta} u^{i} \partial_{\gamma} \partial_{\delta} u^{i}+\sum_{\alpha, \beta, \gamma=0}^{2} A_{i i i i}^{\alpha \beta \gamma} \partial_{\alpha} u^{i} \partial_{\beta} u^{i} \partial_{\gamma} u^{i}, \\
R^{i}\left(\partial u, \partial^{2} u\right)= & \sum_{j, k, l=1}^{m} \sum_{\alpha, \beta, \gamma, \delta=0}^{2} E_{i j k l}^{\alpha \beta \gamma \delta} \partial_{\alpha} u^{j} \partial_{\beta} u^{k} \partial_{\gamma} \partial_{\delta} u^{l} \\
& +\sum_{j, k, l=1}^{m} \sum_{\alpha, \beta, \gamma=0}^{2} B_{i j k l}^{\alpha \beta \gamma} \partial_{\alpha} u^{j} \partial_{\beta} u^{k} \partial_{\gamma} u^{l},
\end{aligned}
$$

and

$$
G^{i}\left(\partial u, \partial^{2} u\right)=\sum_{l=1}^{m} \sum_{\gamma, \delta=0}^{2} H_{i l}(\partial u) \partial_{\gamma} \partial_{\delta} u^{l}+M_{i}(\partial u)
$$

Here $E_{i j k l}^{\alpha \beta \gamma \delta}$ and $B_{i j k l}^{\alpha \beta \gamma}$ are defined by

$$
\begin{align*}
E_{i j k l}^{\alpha \beta \gamma \delta} & = \begin{cases}D_{i j k l}^{\alpha \beta \gamma \delta} & (j, k, l) \neq(i, i, i), \\
0 & (j, k, l)=(i, i, i),\end{cases}  \tag{1.13}\\
B_{i j k l}^{\alpha \beta \gamma} & = \begin{cases}A_{i j k l}^{\alpha \beta \gamma} & (j, k, l) \neq(i, i, i), \\
0 & (j, k, l)=(i, i, i) .\end{cases}
\end{align*}
$$

Also, we assume $H_{i l}$ and $M_{i} \in C^{\infty}\left(\mathbf{R}^{3 m}\right)$ satisfy

$$
H_{i l}(\partial u)=O\left(|\partial u|^{3}\right), \quad M_{i}(\partial u)=O\left(|\partial u|^{4}\right) \quad \text { near } \partial u=0
$$

By (1.11), $N^{i}$ has the usual null-form for a scalar wave equation. Its concrete form will be proposed in section 3 . We shall call $N^{i}$ the null-form, while $R^{i}$ is the resonanceform.

Now we state our main theorem.
Theorem 1.1. Let $n=2$ and $c_{i} \neq c_{j}$ if $i \neq j$. Suppose that (1.12), (1.5), and (1.11) hold. Then there exists a positive constant $\varepsilon_{0}$ such that the initial value problem (1.1) and (1.2) has a unique $C^{\infty}$-solution in $\mathbf{R}^{2} \times[0, \infty)$ for $0<\varepsilon \leq \varepsilon_{0}$.

Remark 1. We would like to mention here the key idea of the proof of Theorem 1.1. Compared with the case where the system (1.1) has common propagation speeds, a treatment of the null-form is much more complicated when the speeds are different. The difficulty comes from the simple fact that $L_{j}$ does not commute with $\square_{i}$ if $c_{i} \neq 1$. Therefore, it seems difficult to adopt the operator $L_{j}$ (or some modification of them) for the system (1.1) with different propagation speeds. Our main idea in this paper is to use the operator $S$ effectively. More precisely, in order to obtain a variant of (1.10) without using $L_{j}$, we shall use the following relation instead of (1.9):

$$
\begin{equation*}
\partial_{t}=-c_{i} \partial_{r}+\frac{c_{i} t-r}{t} \partial_{r}+\frac{1}{t} S \tag{1.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla=\frac{x}{r} \partial_{r}-\frac{x^{\perp}}{r^{2}} \Omega \tag{1.15}
\end{equation*}
$$

where $\nabla=\left(\partial_{1}, \partial_{2}\right)$ and $x^{\perp}=\left(x_{2},-x_{1}\right)$. Since we need an additional decaying factor only in the region near the characteristic lay, we rewrite (1.14) as

$$
\begin{equation*}
\partial_{t}=-c_{i} \partial_{r}-\frac{\delta(r, t)}{\sqrt{t}} \partial_{r}+\frac{1}{t} S \quad \text { for }\left|c_{i} t-r\right| \leq \sqrt{t} \tag{1.16}
\end{equation*}
$$

where $-1 \leq \delta(r, t) \leq 1$. This is a key point in our argument. (For the details, see section 3 below). Moreover, this approach also works when either $m=1$ or $c_{1}=\cdots=c_{m}$ holds.

Remark 2. The other attempts to argue within the framework of $\left(\partial_{\alpha}, \Omega, S\right)$ were also done by S. Klainerman and T. Sideris [18] and by T. Sideris [23]. They studied the nonlinear elastic waves with the critical exponent. They used the operator $S$ in order to extract a decaying factor from the elastic wave operator. However, their method requires that the nonlinearity has a divergence structure. Unfortunately, we can not apply their method to our case due to the lack of such a structure. Hence, following [19], [20], and [2], we make use of $L^{\infty}$-weighted estimates derived by estimating the fundamental solution of the wave operator $\partial_{t}^{2}-\Delta$, pointwisely. (See also section 4 below.)
2. Notations. In this section we collect some notations which will be used in the following discussion. Without loss of generality, we may assume

$$
\begin{equation*}
c_{1}>c_{2}>\cdots>c_{m} \tag{2.1}
\end{equation*}
$$

We denote the vector fields introduced in (1.8) by $\Gamma_{i}$ as follows:

$$
\Gamma=\left(\Gamma_{0}, \Gamma_{1}, \ldots, \Gamma_{4}\right)=(\partial, \Omega, S)
$$

where

$$
\partial=\left(\partial_{0}, \partial_{1}, \partial_{2}\right), \quad \partial_{0}=\partial_{t}, \quad \Omega=x_{1} \partial_{2}-x_{2} \partial_{1}, \quad \text { and } \quad S=t \partial_{t}+r \partial_{r}
$$

We can easily verify the following commutator relations:

$$
\begin{equation*}
\left[\Gamma_{\sigma}, \square_{i}\right]=-2 \delta_{4 \sigma} \square_{i} \quad \text { for } \quad \sigma=0, \ldots, 4, i=1, \ldots, m \tag{2.2}
\end{equation*}
$$

and

$$
\begin{align*}
{\left[\partial_{\alpha}, \partial_{\beta}\right] } & =0 \quad(\alpha, \beta=0,1,2), \quad\left[\Omega, \partial_{0}\right]=0, \quad\left[\Omega, \partial_{1}\right]=-\partial_{2}, \quad\left[\Omega, \partial_{2}\right]=\partial_{1}  \tag{2.3}\\
{\left[S, \partial_{\alpha}\right] } & =-\partial_{\alpha} \quad(\alpha=0,1,2), \quad[S, \Omega]=-\Omega
\end{align*}
$$

Here [,] denotes the usual commutator of linear operators and $\delta_{\alpha \beta}$ is Kronecker's delta.

Next we define several norms for a vector valued function $u(x, t)$ :

$$
\begin{aligned}
|u(t)|_{k} & =\sum_{|a| \leq k} \sum_{i=1}^{m}\left\|\Gamma^{a} u^{i}(\cdot, t)\right\|_{L^{\infty}}, \\
{[u(t)]_{k} } & =\sum_{|a| \leq k} \sum_{i=1}^{m}\left\|w_{i}(|\cdot|, t) \Gamma^{a} u^{i}(\cdot, t)\right\|_{L^{\infty}} \\
\|u(t)\|_{k} & =\sum_{|a| \leq k} \sum_{i=1}^{m}\left\|\Gamma^{a} u^{i}(\cdot, t)\right\|_{L^{2}},
\end{aligned}
$$

where $k$ is a nonnegative integer, $a=\left(a_{0}, \ldots, a_{4}\right)$ is a multi-index, $\Gamma^{a}=\Gamma_{0}^{a_{0}} \cdots \Gamma_{4}^{a_{4}}$, and $|a|=a_{0}+\cdots+a_{4}$. In addition, $w_{i}$ is the following weight function associated with the $i$ th component of $u$ :

$$
w_{i}(r, t)=(1+r)^{\frac{1}{2}-\gamma}(1+t+r)^{\gamma}\left(1+\left|c_{i} t-r\right|\right)^{\frac{1}{2}} \quad \text { for } r \geq 0, t \geq 0
$$

where $1 / 4<\gamma<1 / 2$. Moreover, we also use

$$
|u|_{k, T}=\sup _{0<t<T}|u(t)|_{k}, \quad[u]_{k, T}=\sup _{0<t<T}[u(t)]_{k}, \quad\|u\|_{k, T}=\sup _{0<t<T}\|u(t)\|_{k}
$$

Next we split the region $(0, \infty) \times(0, \infty)$ for each $i(i=1, \ldots, m)$ as follows:
$\tilde{\Lambda}_{i}=\left\{(r, t) \in(0, \infty) \times(0, \infty): \frac{1}{3}\left(2+\frac{c_{i}}{c_{i-1}}\right) r \leq c_{i} t \leq \frac{1}{3}\left(2+\frac{c_{i}}{c_{i+1}}\right) r\right.$ and $\left.r \geq 1\right\}$
and $\tilde{\Lambda}_{i}^{c}=((0, \infty) \times(0, \infty)) \backslash \tilde{\Lambda}_{i}$, where we have set $c_{0}=4 c_{1}$ and $c_{m+1}=c_{m} / 4$. Because of (2.1), this definition is meaningful. In particular, we have

$$
\begin{equation*}
\tilde{\Lambda}_{i} \cap \tilde{\Lambda}_{l}=\emptyset \quad \text { if } i \neq l \tag{2.4}
\end{equation*}
$$

Using the fact that $1+r$ is equivalent to $1+t+r$ for $(r, t) \in \tilde{\Lambda}_{i}$, while, so is $1+\left|c_{i} t-r\right|$ for $(r, t) \in \tilde{\Lambda}_{i}^{c}$, we easily see that

$$
\begin{equation*}
w_{i}(r, t) \geq C(1+t+r)^{\frac{1}{2}} \quad \text { for }(r, t) \in(0, \infty) \times(0, \infty) \tag{2.5}
\end{equation*}
$$

and that if $\gamma>1 / 4$,

$$
\begin{equation*}
w_{i}(r, t) \geq C(1+t+r)^{\frac{3}{4}} \quad \text { for }(r, t) \in \tilde{\Lambda}_{i}^{c} \tag{2.6}
\end{equation*}
$$

We conclude this section by showing an important property of the weight function based on the following other decomposition of $(0, \infty) \times(0, \infty)$ for each $i(i=1, \ldots, m)$ :

$$
\Lambda_{i}=\left\{(r, t) \in(0, \infty) \times(0, \infty):\left|c_{i} t-r\right| \leq \sqrt{t}\right\}
$$

and $\Lambda_{i}^{c}=((0, \infty) \times(0, \infty)) \backslash \Lambda_{i}$.
Proposition 2.1. Let $1 / 4<\gamma<1 / 2$ and $i=1,2, \ldots, m$. Then we have

$$
\begin{array}{ll}
w_{i}(r, t) \geq C(1+t)^{\frac{3}{4}} & \text { for }(r, t) \in \Lambda_{i}^{c} \\
w_{i}(r, t) \leq C(1+t)^{\frac{3}{4}} & \text { for }(r, t) \in \Lambda_{i} \tag{2.8}
\end{array}
$$

Proof. First we shall show (2.7). If $(r, t) \in \tilde{\Lambda}_{i}^{c} \cap \Lambda_{i}^{c}$, we have

$$
w_{i}(r, t) \geq C(1+t+r)^{\gamma+\frac{1}{2}} \geq C(1+t+r)^{\frac{3}{4}}
$$

for $\gamma>1 / 4$. If $(r, t) \in \tilde{\Lambda}_{i} \cap \Lambda_{i}^{c}$, we have

$$
w_{i}(r, t) \geq C(1+t+r)^{\frac{1}{2}}(1+\sqrt{t})^{\frac{1}{2}} \geq C(1+t)^{\frac{3}{4}}
$$

We thus obtain (2.7).
Next we shall show (2.8). Note that

$$
\begin{equation*}
\frac{c_{i} t}{2} \leq r \leq 2 c_{i} t \quad \text { for }(r, t) \in \Lambda_{i} \quad \text { with } t \geq \frac{4}{c_{i}^{2}} \tag{2.9}
\end{equation*}
$$

Therefore, we get

$$
w_{i}(r, t) \leq C(1+t)^{\frac{1}{2}}(1+\sqrt{t})^{\frac{1}{2}} \leq C(1+t)^{\frac{3}{4}}
$$

for such $(r, t)$. On the other hand, if $(r, t) \in \Lambda_{i}$ and $0 \leq t \leq 4 / c_{i}^{2}, r$ is also bounded by some uniform constant, hence (2.8) follows. This completes the proof.
3. An estimate for the null-form. By (1.11), one can write $N^{i}$ defined in (1.12) as linear combinations of the following:

$$
\begin{aligned}
& N_{1}^{i}=\left(\left(\partial_{0} u^{i}\right)^{2}-c_{i}^{2}\left|\nabla u^{i}\right|^{2}\right) \partial_{\alpha} \partial_{\beta} u^{i}, \\
& N_{2}^{i}=\partial_{\alpha} u^{i} \partial_{\beta}\left(\left(\partial_{0} u^{i}\right)^{2}-c_{i}^{2}\left|\nabla u^{i}\right|^{2}\right), \\
& N_{3}^{i}=\partial_{\alpha} u^{i} \partial_{\beta} u^{i} \square_{i} u^{i}, \\
& N_{4}^{i}=\partial_{\alpha} u^{i}\left(\partial_{\beta} u^{i} \partial_{\gamma} \partial_{\delta} u^{i}-\partial_{\gamma} u^{i} \partial_{\beta} \partial_{\delta} u^{i}\right), \\
& N_{5}^{i}=\partial_{\alpha} u^{i}\left(\left(\partial_{0} u^{i}\right)^{2}-c_{i}^{2}\left|\nabla u^{i}\right|^{2}\right)
\end{aligned}
$$

for $\alpha, \beta, \gamma, \delta=0,1,2$. As we have already discussed in introduction, we shall extract an additional decaying factor from the null-form, by making use of their special form together with the identity (1.16). This is a crucial point in our argument.

Proposition 3.1. It holds that for $i=1, \ldots, m$

$$
\begin{equation*}
\left|\Gamma^{a} N^{i}\left(\partial u^{i}, \partial^{2} u^{i}\right)\right| \leq \frac{C}{\sqrt{1+t}} \Phi_{a}^{i}+\frac{C}{\sqrt{1+t}} \Theta_{a}^{i} \quad \text { in } \Lambda_{i}, \tag{3.1}
\end{equation*}
$$

where we have set

$$
\begin{aligned}
& \Phi_{a}^{i}=\sum_{\substack{|b+c+d| \leq|a|+1}}\left|\partial \Gamma^{b} u^{i}\left\|\partial \Gamma^{c} u^{i}\right\| \partial \Gamma^{d} u^{i}\right|, \\
& \Theta_{a}^{i}=\sum_{\substack{|b+c+d| \leq|a|+2 \\
|b|,|c|,|d| \leq|a|+1}}\left|\Gamma^{b} u^{i}\left\|\partial \Gamma^{c} u^{i}\right\| \partial \Gamma^{d} u^{i}\right| .
\end{aligned}
$$

Proof. It is evident that (3.1) holds for $0 \leq t \leq \max \left\{1,4 / c_{i}^{2}\right\}$. Therefore, we shall assume $t \geq \max \left\{1,4 / c_{i}^{2}\right\}$ in the following. For simplicity, we omit the upper index $i$ of $u^{i}$ during the proof.

First, we consider the case $N^{i}=N_{1}^{i}$. If we set

$$
Q_{1}(u, v)=\partial_{0} u \partial_{0} v-c_{i}^{2} \nabla u \cdot \nabla v
$$

then we may write

$$
\begin{equation*}
\Gamma^{a} N_{1}^{i}=\sum_{a^{\prime}+d^{\prime}=a}\binom{a}{a^{\prime}} \Gamma^{a^{\prime}}\left(Q_{1}(u, u)\right) \Gamma^{d^{\prime}}\left(\partial_{\alpha} \partial_{\beta} u\right) \tag{3.2}
\end{equation*}
$$

By the commutator relations (2.3), we obtain

$$
\Gamma Q_{1}(u, v)=Q_{1}(\Gamma u, v)+Q_{1}(u, \Gamma v)-2 \delta_{4 \sigma} Q_{1}(u, v) \quad \text { for } \sigma=0, \ldots, 4
$$

Therefore, we have

$$
\begin{equation*}
\Gamma^{a^{\prime}} Q_{1}(u, u)=\sum_{b+c \leq a^{\prime}} C_{b, c}^{a^{\prime}} Q_{1}\left(\Gamma^{b} u, \Gamma^{c} u\right) \tag{3.3}
\end{equation*}
$$

By (3.2), (3.3), and $t \geq \max \left\{1,4 / c_{i}^{2}\right\}$, it suffices to show

$$
\begin{equation*}
\left|Q_{1}(u, v)\right| \leq \frac{C}{\sqrt{t}}|\partial u \| \partial v|+\frac{C}{t}(|\Gamma u\|\partial v|+|\partial u \| \Gamma v|) . \tag{3.4}
\end{equation*}
$$

Setting

$$
\tilde{Q}_{1}(u, v)=\partial_{0} u \partial_{0} v-c_{i}^{2} \partial_{r} u \partial_{r} v
$$

and using the formula

$$
\begin{equation*}
\nabla=\frac{x}{r} \partial_{r}-\frac{x^{\perp}}{r^{2}} \Omega, \quad x^{\perp}=\left(x_{2},-x_{1}\right) \tag{3.5}
\end{equation*}
$$

we get

$$
Q_{1}(u, v)=\tilde{Q}_{1}(u, v)+\frac{c_{i}^{2}}{r^{2}} \Omega u \Omega v
$$

hence

$$
\begin{equation*}
\left|Q_{1}(u, v)\right| \leq\left|\tilde{Q}_{1}(u, v)\right|+\frac{C}{r}|\partial u \| \Omega v| \tag{3.6}
\end{equation*}
$$

where we used the fact that $|\Omega u| / r \leq C|\partial u|$.
If we introduce operators $S_{i}^{ \pm}=\partial_{t} \pm c_{i} \partial_{r}$, then a simple computation yields

$$
2 \tilde{Q}_{1}(u, v)=S_{i}^{+} u S_{i}^{-} v+S_{i}^{-} u S_{i}^{+} v
$$

Moreover, by the formula

$$
\begin{equation*}
S_{i}^{+}=\partial_{t}+c_{i} \partial_{r}=-\frac{\delta(r, t)}{\sqrt{t}} \partial_{r}+\frac{1}{t} S \quad \text { with }-1 \leq \delta(r, t) \leq 1 \quad \text { in } \Lambda_{i} \tag{3.7}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\left|\tilde{Q}_{1}(u, v)\right| \leq \frac{C}{\sqrt{t}}|\partial u \| \partial v|+\frac{C}{t}\left(\left|S u \left\|\partial v|+|\partial u \| S v|) \quad \text { in } \quad \Lambda_{i} .\right.\right.\right. \tag{3.8}
\end{equation*}
$$

Thus (3.6), (3.8), and (2.9) imply (3.4).
Second, from the above argument, we immediately obtain (3.1) for the case $N^{i}=$ $N_{2}^{i}$ and $N^{i}=N_{5}^{i}$, because of the fact that

$$
N_{2}^{i}=2 Q_{1}\left(\partial_{\beta} u, u\right) \partial_{\alpha} u \quad \text { and } \quad N_{5}^{i}=Q_{1}(u, u) \partial_{\alpha} u .
$$

Third, we consider the case $N^{i}=N_{3}^{i}$. It follows from (2.2) that

$$
\begin{equation*}
\Gamma^{a} \square_{i} u=\sum_{b \leq a} C_{b} \square_{i} \Gamma^{b} u \quad \text { and } \quad \square_{i} \Gamma^{a} u=\sum_{b \leq a} C_{b}^{\prime} \Gamma^{b} \square_{i} u, \tag{3.9}
\end{equation*}
$$

where $C_{b}$ and $C_{b}^{\prime}$ are some constants. By (3.7), (2.9), $t \geq \max \left\{1,4 / c_{i}^{2}\right\}$, and the identity

$$
\square_{i} u=S_{i}^{+} S_{i}^{-} u-\frac{c_{i}^{2}}{r^{2}} \Omega^{2} u,
$$

we obtain

$$
\begin{equation*}
\left|\square_{i} u\right| \leq \frac{C}{\sqrt{t}}\left|\partial^{2} u\right|+\frac{C}{t}|\Gamma \partial u| . \tag{3.10}
\end{equation*}
$$

Hence, by the first identity in (3.9) and (3.10) we have (3.1) for the case $N^{i}=N_{3}^{i}$.
Finally, we consider the case $N^{i}=N_{4}^{i}$. Using a notation

$$
Q_{\alpha \beta}(u, v)=\partial_{\alpha} u \partial_{\beta} v-\partial_{\beta} u \partial_{\alpha} v, \quad \alpha, \beta=0,1,2,
$$

we can write

$$
N_{4}^{i}=Q_{\beta \gamma}\left(u, \partial_{\delta} u\right) \partial_{\alpha} u .
$$

Note that $Q_{\beta \alpha}=-Q_{\alpha \beta}$. Moreover, it follows from (2.3) that

$$
\begin{aligned}
\partial_{\eta} Q_{\alpha \beta}(u, v) & =Q_{\alpha \beta}\left(\partial_{\eta} u, v\right)+Q_{\alpha \beta}\left(u, \partial_{\eta} v\right), \quad \eta=0,1,2, \\
S Q_{\alpha \beta}(u, v) & =Q_{\alpha \beta}(S u, v)+Q_{\alpha \beta}(u, S v)-2 Q_{\alpha \beta}(u, v), \\
\Omega Q_{01}(u, v) & =Q_{01}(\Omega u, v)+Q_{01}(u, \Omega v)-Q_{02}(u, v), \\
\Omega Q_{02}(u, v) & =Q_{02}(\Omega u, v)+Q_{02}(u, \Omega v)+Q_{01}(u, v), \\
\Omega Q_{12}(u, v) & =Q_{12}(\Omega u, v)+Q_{12}(u, \Omega v) .
\end{aligned}
$$

Therefore we have

$$
\begin{equation*}
\Gamma^{a} Q_{\alpha \beta}(u, v)=\sum_{\gamma, \delta=0}^{2} \sum_{b+c \leq a} C_{b c}^{\gamma \delta} Q_{\gamma \delta}\left(\Gamma^{b} u, \Gamma^{c} v\right) . \tag{3.11}
\end{equation*}
$$

On the other hand, by (2.9), (3.5), and the formula

$$
\partial_{t}=-\frac{r}{t} \partial_{r}+\frac{1}{t} S,
$$

we have

$$
\begin{equation*}
\left|Q_{\alpha \beta}(u, v)\right| \leq \frac{C}{t}(|\partial u\|\Gamma v|+|\Gamma u \| \partial v|) . \tag{3.12}
\end{equation*}
$$

Combining (3.11) and (3.12), we have (3.1) for the case $N^{i}=N_{4}^{i}$. This completes the proof of Proposition 3.1.
4. Weighted $L^{\infty}$-estimates. The aim of this section is to establish weighted $L^{\infty}$-estimates of a solution $u=\left(u^{1}, \ldots, u^{m}\right)$ of (1.1) and (1.2) such that $u^{i} \in C^{\infty}\left(\mathbf{R}^{2} \times\right.$ $[0, T))$ and satisfies

$$
\begin{equation*}
[\partial u]_{k, t} \leq \delta_{1} \quad \text { for } 0 \leq t<T \tag{4.1}
\end{equation*}
$$

where $k$ is a nonnegative integer and $\delta_{1}\left(0<\delta_{1}<1\right)$ is a real number independent of $T>0$. A main result of this section is the following proposition.

Proposition 4.1. Suppose that $u=\left(u^{1}, \ldots, u^{m}\right)$ is the solution of (1.1) and (1.2) and that (1.12) holds. Then we have for $(|x|, t) \in \Lambda_{i}^{c}$ with $t<T$ and $|a| \leq N$

$$
\begin{equation*}
\left|w_{i}(|x|, t) \Gamma^{a} \partial u^{i}(x, t)\right| \leq C_{N}\left(\varepsilon+[\partial u]_{\left[\frac{N+2}{2}\right], t}^{2}\|\partial u\|_{N+4, t}\right) \tag{4.2}
\end{equation*}
$$

provided (4.1) with $k=[(N+2) / 2]$ holds. Moreover, if (1.11), (1.12), and (4.1) with $k=[(N+4) / 2]$ hold, we have for $(x, t) \in \mathbf{R}^{2} \times[0, T)$ and $|a| \leq N$

$$
\begin{equation*}
\left|w_{i}(|x|, t) \Gamma^{a} \partial u^{i}(x, t)\right| \leq C_{N}\left(\varepsilon+\left(\varepsilon+[\partial u]_{\left[\frac{N+4}{2}\right], t}^{2}\right)\|\partial u\|_{N+6, t}\right) . \tag{4.3}
\end{equation*}
$$

Here we take $\delta_{1}$ to be sufficiently small positive number and $C_{N}$ denotes a positive constant independent of $T$ and $\delta_{1}$.

By (3.9) and (1.1), $\Gamma^{a} \partial^{b} u^{i}(x, t)$ satisfies

$$
\begin{equation*}
\square_{i} \Gamma^{a} \partial^{b} u^{i}(x, t)=\tilde{F}^{i}\left(\partial u, \partial^{2} u\right) \quad \text { in } \mathbf{R}^{2} \times(0, T), \tag{4.4}
\end{equation*}
$$

where we have set $\tilde{F}^{i}\left(\partial u, \partial^{2} u\right)=\sum_{d \leq a} C_{a, b} \partial^{b} \Gamma^{d} F^{i}\left(\partial u, \partial^{2} u\right)$ and $a, b$, and $d$ are multiindices. Moreover, the initial values of $\Gamma^{a} \partial^{b} u^{i}(x, t)$ are determined by $\varepsilon, f^{j}$, and $g^{j}$ $(j=1, \ldots, m)$ by using (1.1). For instance, when $a=0$ and $\partial^{b}=\partial_{t}$, we have

$$
\left(\partial_{t} u^{i}\right)(x, 0)=\varepsilon g^{i}(x), \quad\left(\partial_{t}^{2} u^{i}\right)(x, 0)=\varepsilon c_{i}^{2} \Delta f^{i}(x)+F^{i}\left(\partial u, \partial^{2} u\right)(x, 0)
$$

We can solve the second equation with respect to $\left(\partial_{t}^{2} u^{i}\right)(x, 0)$ if $\delta_{1}$ is sufficiently small.
Based on this, we decompose $\Gamma^{a} \partial^{b} u(x, t)$ as follows:

$$
\begin{equation*}
\Gamma^{a} \partial^{b} u(x, t)=u_{0}(x, t)+u_{1}(x, t) \quad \text { with } \quad u_{0}=\left(u_{0}^{1}, \ldots, u_{0}^{m}\right), u_{1}=\left(u_{1}^{1}, \ldots, u_{1}^{m}\right) \tag{4.5}
\end{equation*}
$$

where $u_{1}^{i}$ is a solution to $\square_{i} u_{1}^{i}=\tilde{F}^{i}\left(\partial u, \partial^{2} u\right)$ with the zero initial data, while $u_{0}^{i}$ is a solution to $\square_{i} u_{0}^{i}=0$ and $u_{0}^{i}(x, 0)=\left(\Gamma^{a} \partial^{b} u\right)(x, 0), \partial_{t} u_{0}^{i}(x, 0)=\left(\partial_{t} \Gamma^{a} \partial^{b} u\right)(x, 0)$. Since $f^{j}(x), g^{j}(x) \in C_{0}^{\infty}\left(\mathbf{R}^{2}\right)$, the initial values of $u_{0}^{i}$ also belong to $C_{0}^{\infty}\left(\mathbf{R}^{2}\right)$. Therefore, when $|a|+|b| \leq N$, we have

$$
\begin{equation*}
\left|u_{0}^{i}(x, t)\right| \leq M_{N} \varepsilon(1+t+r)^{-\frac{1}{2}}\left(1+\left|c_{i} t-r\right|\right)^{-\frac{1}{2}} \quad \text { for } \quad(x, t) \in \mathbf{R}^{2} \times[0, \infty) \tag{4.6}
\end{equation*}
$$

where $M_{N}$ depends on $L^{1}$-norms of $f^{j}, g^{j}$ and their finite times derivatives. (See Lemma 1 in R. T. Glassey [5] and also Lemma 4 in [19] and [21].)

Therefore, we need to estimate only $u_{1}^{i}$. We may assume $c_{i}=1$ without loss of generality. In the following, we shall consider the solution to an inhomogeneous wave equation $\left(\partial_{t}^{2}-\Delta\right) u=\partial^{b} F$ with the zero initial data. When $F \in C^{\infty}\left(\mathbf{R}^{2} \times[0, T)\right)$, we have

$$
\begin{equation*}
u(x, t)=\frac{1}{2 \pi} \int_{|x-y| \leq t} \frac{\partial^{b} F(y, s)}{\sqrt{t^{2}-|x-y|^{2}}} d y \tag{4.7}
\end{equation*}
$$

Switching to polar coordinates as $x=(r \cos \theta, r \sin \theta)$ and $y=(\lambda \cos (\theta+\psi), \lambda \sin (\theta+$ $\psi)$ ) as in section 2 in [19], we have

$$
\begin{align*}
u(x, t)= & \frac{1}{2 \pi} \iint_{D^{\prime}} \lambda d \lambda d s \int_{-\varphi}^{\varphi} \partial^{b} F(\lambda \xi, s) K_{1} d \psi  \tag{4.8}\\
& +\frac{1}{2 \pi} H(t-r) \iint_{D^{\prime \prime}} \lambda d \lambda d s \int_{-\pi}^{\pi} \partial^{b} F(\lambda \xi, s) K_{1} d \psi
\end{align*}
$$

where $H$ is the Heaviside function and we have set

$$
\begin{aligned}
\xi & =(\cos (\theta+\psi), \sin (\theta+\psi)) \\
K_{1} & =K_{1}(\lambda, s, \psi ; r, t)=\left\{(t-s)^{2}-r^{2}-\lambda^{2}+2 r \lambda \cos \psi\right\}^{-\frac{1}{2}} \\
\varphi & =\varphi(\lambda, s ; r, t)=\arccos \left[\frac{r^{2}+\lambda^{2}-(t-s)^{2}}{2 r \lambda}\right] \quad \text { for }(\lambda, s) \in D^{\prime}
\end{aligned}
$$

Moreover, the domains $D^{\prime}$ and $D^{\prime \prime}$ are defined as follows:

$$
\begin{aligned}
D^{\prime} & =\left\{(\lambda, s) \in(0, \infty) \times(0, \infty): 0<s<t, \lambda_{-}<\lambda<\lambda_{+}\right\} \\
D^{\prime \prime} & =\left\{(\lambda, s) \in(0, \infty) \times(0, \infty): 0<s<t-r, 0<\lambda<\lambda_{-}\right\}
\end{aligned}
$$

where

$$
\begin{equation*}
\lambda_{-}=|t-s-r|, \quad \lambda_{+}=t-s+r \tag{4.9}
\end{equation*}
$$

The key point to get such estimates as in Proposition 4.1 is to integrate by parts with respect to $\lambda$ and $s$. Following [19] and [2], we shall sketch this process briefly. To begin with, we split the regions of integration $D^{\prime}$ and $D^{\prime \prime}$ into subregions as follows:

$$
\begin{align*}
D^{\prime} & =\text { blue } \cup \text { white }, \quad D^{\prime \prime}=\text { black } \cup \text { red } \\
\text { blue } & =\left\{(s, \lambda) \in D^{\prime}: \lambda_{-}<\lambda \leq \lambda_{-}+\delta \text { or } \lambda_{+}-\delta \leq \lambda<\lambda_{+}\right\},  \tag{4.10}\\
\text {black } & =\left\{(s, \lambda) \in D^{\prime}: \lambda_{-}-\tilde{\delta} \leq \lambda<\lambda_{-} \text {or } 0<\lambda \leq \tilde{\delta}\right\}
\end{align*}
$$

where we have set $\delta=\min \{r, 1 / 2\}$ and $\tilde{\delta}=\min \{(t-r) / 2,1 / 2\}$. Notice that white is empty if $0<r \leq 1 / 2$ and that red is empty if $0<t-r \leq 1$.

Let $\partial^{b}=\partial_{\alpha}(\alpha=0,1,2)$ in (4.8). Then, according to the above decompositions, we have

$$
\begin{align*}
2 \pi u(x, t)= & \iint_{\text {blue }} \lambda d \lambda d s \int_{-\varphi}^{\varphi}\left(\partial_{\alpha} F\right)(\lambda \xi, s) K_{1} d \psi  \tag{4.11}\\
& +H\left(r-\frac{1}{2}\right) \sum_{j=0}^{1} \iint_{\text {white }} \lambda d \lambda d s \int_{0}^{1}\left(\partial_{\alpha} F\right)\left(\lambda \Xi_{j}, s\right) K_{2} d \tau \\
& +H(t-r) \iint_{\text {black }} \lambda d \lambda d s \int_{-\pi}^{\pi}\left(\partial_{\alpha} F\right)(\lambda \xi, s) K_{1} d \psi \\
& +H(t-r-1) \iint_{r e d} \lambda d \lambda d s \int_{-\pi}^{\pi}\left(\partial_{\alpha} F\right)(\lambda \xi, s) K_{1} d \psi
\end{align*}
$$

where we have changed the variable as $\psi=\Psi$ in the second term and set

$$
\begin{aligned}
\Psi & =\Psi(\lambda, s, \tau ; r, t)=\arccos [1-(1-\cos \varphi) \tau] \\
\Xi_{j} & =\Xi_{j}(\lambda, s, \tau ; r, t)=\left(\cos \left(\theta+(-1)^{j} \Psi\right), \sin \left(\theta+(-1)^{j} \Psi\right)\right) \\
K_{2} & =K_{2}(\lambda, s, \tau ; r, t)=\{2 r \lambda \tau(1-\tau)(2-(1-\cos \varphi) \tau)\}^{-\frac{1}{2}}
\end{aligned}
$$

Carrying out the integration by parts in the second and fourth terms, we get the following proposition.

Proposition 4.2. Let $u(x, t)$ be the solution to $\left(\partial_{t}^{2}-\Delta\right) u=\partial_{\alpha} F$ with the zero initial data. If $F \in C^{\infty}\left(\mathbf{R}^{2} \times[0, T)\right)$, then $|u(t, x)|$ is dominated by the following:

$$
\begin{aligned}
& I_{1}(F)(x, t)=\iint_{\text {blue }} \lambda d \lambda d s \int_{-\varphi}^{\varphi}\left|\left(\partial_{\alpha} F\right)(\lambda \xi, s)\right| K_{1} d \psi \\
& I_{2}(F)(x, t)= \int_{\partial(\text { white })} \lambda d \sigma \int_{0}^{1}\left|F\left(\lambda \Xi_{j}, s\right)\right| K_{2} d \tau \\
& I_{3}(F)(x, t)=\iint_{\text {white }} d \lambda d s \int_{0}^{1}\left\{\left|F\left(\lambda \Xi_{j}, s\right)\right|+\left|(\Omega F)\left(\lambda \Xi_{j}, s\right)\right|\right\} K_{2} d \tau \\
& I_{4}(F)(x, t)=\iint_{w h i t e} \lambda d \lambda d s \int_{0}^{1}\left|F\left(\lambda \Xi_{j}, s\right)\right|\left\{\left|\partial_{s} K_{2}\right|+\left|\partial_{\lambda} K_{2}\right|\right\} d \tau \\
& I_{5}(F)(x, t)=\iint_{w h i t e} \lambda d \lambda d s \int_{0}^{1}\left|(\Omega F)\left(\lambda \Xi_{j}, s\right)\right| K_{2}\left\{\left|\partial_{s} \Psi\right|+\left|\partial_{\lambda} \Psi\right|\right\} d \tau \\
& J_{1}(F)(x, t)=\iint_{b l a c k} \lambda d \lambda d s \int_{-\pi}^{\pi}\left|\left(\partial_{\alpha} F\right)(\lambda \xi, s)\right| K_{1} d \psi \\
& J_{2}(F)(x, t)=\iint_{\partial(r e d)} \lambda d \sigma \int_{-\pi}^{\pi}|F(\lambda \xi, s)| K_{1} d \psi \\
& J_{3}(F)(x, t)=\iint_{\text {red }} d \lambda d s \int_{-\pi}^{\pi}\{|F(\lambda \xi, s)|+|(\Omega F)(\lambda \xi, s)|\} K_{1} d \psi \\
& J_{4}(F)(x, t)=\iint_{\text {red }} \lambda d \lambda d s \int_{-\pi}^{\pi}|F(\lambda \xi, s)|\left\{\left|\partial_{s} K_{1}\right|+\left|\partial_{\lambda} K_{1}\right|\right\} d \psi
\end{aligned}
$$

Proof. It is easy to see that the first and second terms in (4.11) are dominated by $I_{1}(F)$ and $J_{1}(F)$, respectively. Since

$$
\left.(\nabla F)(\lambda \xi, s)=\xi \partial_{\lambda}(F(\lambda \xi, s))-\frac{\xi^{\perp}}{\lambda}(\Omega F)(\lambda \xi, s), \quad \xi^{\perp}=\sin (\theta+\psi),-\cos (\theta+\psi)\right)
$$

we find that the fourth term in (4.11) is dominated by $J_{j}(F)(j=2,3,4)$ by integration by parts.

To deal with the second term in (4.11), we use the following identities:

$$
\begin{aligned}
& \left(\partial_{s} F\right)\left(\lambda \Xi_{j}, s\right)=\partial_{s}\left(F\left(\lambda \Xi_{j}, s\right)\right)-(-1)^{j} \partial_{s} \Psi(\Omega F)\left(\lambda \Xi_{j}, s\right), \\
& (\nabla F)\left(\lambda \Xi_{j}, s\right)=\Xi_{j}\left(\partial_{\lambda}\left(F\left(\lambda \Xi_{j}, s\right)\right)-(-1)^{j} \partial_{\lambda} \Psi(\Omega F)\left(\lambda \Xi_{j}, s\right)\right)-\frac{\Xi_{j}^{\perp}}{\lambda}(\Omega F)\left(\lambda \Xi_{j}, s\right),
\end{aligned}
$$

where $\Xi_{j}^{\perp}=\left(\sin \left(\theta+(-1)^{j} \Psi\right),-\cos \left(\theta+(-1)^{j} \Psi\right)\right)$. Again by integration by parts, we find that the second term is dominated by $I_{j}(F)(j=2, \ldots, 5)$. The proof is complete.

We shall use the following estimates of $K_{1}$ and $K_{2}$. For the proof, see Proposition 2.1 in [19] and also Proposition 5.3 in [2].

Lemma 4.1. It holds that for $(\lambda, s) \in D^{\prime}$

$$
\begin{equation*}
\int_{-\varphi}^{\varphi} K_{1} d \psi=2 \int_{0}^{1} K_{2} d \tau \leq \frac{C}{(r \lambda)^{\frac{1}{2}}} \log \left[2+\frac{r \lambda}{\left(\lambda-\lambda_{-}\right)\left(\lambda_{+}+\lambda\right)} H(t-s-r)\right] \tag{4.12}
\end{equation*}
$$

(4.13)

$$
\begin{aligned}
& \text { (4.13) } \int_{0}^{1}\left\{\left|\partial_{s} K_{2}\right|+\left|\partial_{\lambda} K_{2}\right|\right\} d \tau \leq \frac{C}{(r \lambda)^{\frac{1}{2}}(\lambda+s+r-t)} \\
& \text { (4.14) } \int_{0}^{1} K_{2}\left\{\left|\partial_{s} \Psi\right|+\left|\partial_{\lambda} \Psi\right|\right\} d \tau \leq \frac{C(r+\lambda)}{\left\{r \lambda\left(\lambda^{2}-\lambda_{-}^{2}\right)\left(\lambda_{+}^{2}-\lambda^{2}\right)\right\}^{\frac{1}{2}}}
\end{aligned}
$$

and that for $(\lambda, s) \in D^{\prime \prime}$

$$
\begin{align*}
& \int_{-\pi}^{\pi} K_{1} d \psi \leq C\left\{\left(\lambda+\lambda_{-}\right)\left(\lambda_{+}-\lambda\right)\right\}^{-\frac{1}{2}} \log \left[2+\frac{r \lambda}{\left(\lambda_{-}-\lambda\right)\left(\lambda_{+}+\lambda\right)}\right]  \tag{4.15}\\
& \int_{-\pi}^{\pi}\left\{\left|\partial_{s} K_{1}\right|+\left|\partial_{\lambda} K_{1}\right|\right\} d \psi \leq \frac{C}{\left(\lambda_{-}-\lambda\right)\left\{\left(\lambda+\lambda_{-}\right)\left(\lambda_{+}-\lambda\right)\right\}^{\frac{1}{2}}} \tag{4.16}
\end{align*}
$$

Now we are in a position to derive a new weighted $L^{\infty}-L^{\infty}$ estimate for the solution $\partial u$ of (1.1) and (1.2). We introduce the following weight functions:

$$
\begin{align*}
\frac{1}{\bar{w}_{i}(r, t)}= & \frac{1}{(1+r)^{1-2 \gamma}(1+t+r)^{1+2 \gamma}}+\sum_{j \neq i} \frac{1}{(1+t+r)\left(1+\left|c_{j} t-r\right|\right)}  \tag{4.17}\\
& +\frac{1}{(1+t+r)^{1+\mu}\left(1+\left|c_{i} t-r\right|\right)^{1-\mu}}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{1}{\tilde{w}(r, t)}=\frac{1}{(1+r)^{1-2 \gamma}(1+t+r)^{1+2 \gamma}}+\sum_{j=1}^{m} \frac{1}{(1+t+r)\left(1+\left|c_{j} t-r\right|\right)} \tag{4.18}
\end{equation*}
$$

where $1 / 4<\gamma<1 / 2$ and $0<\mu<1$.
Proposition 4.3. Let $u_{1}^{i}$ be the solution to $\left(\partial_{t}^{2}-\Delta\right) u_{1}^{i}=\partial_{\alpha} F^{i}\left(\partial u, \partial^{2} u\right)$ with the zero initial data. Here $u$ is a solution of (1.1) and (1.2).
(i) Let $(r, t) \in \tilde{\Lambda}_{i}^{c}$ with $r=|x|$ and $t<T$. Assume that $w(r, t)$ satisfies

$$
\begin{equation*}
0<\frac{1}{w(r, t)} \leq \frac{C}{\tilde{w}(r, t)} \tag{4.19}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
w_{i}(r, t)\left|u_{1}^{i}(x, t)\right| \leq C M_{0,1} \tag{4.20}
\end{equation*}
$$

where we have set for a nonnegative integer $k$

$$
M_{0, k}=\sum_{|a| \leq k} \sup _{0<s<t} \sup _{y \in \mathbf{R}^{2}} \|\left. y\right|^{\frac{1}{2}} w(|y|, s) \Gamma^{a} F^{i}(y, s) \mid
$$

(ii) Let $(x, t) \in \mathbf{R}^{2} \times[0, T)$. Assume $\eta_{j}(r, t)(j=1,2)$ satisfy

$$
\begin{equation*}
0<\frac{1}{\eta_{1}(r, t)} \leq \frac{C}{\bar{w}_{i}(r, t)}, \quad 0<\frac{1}{\eta_{2}(r, t)} \leq \frac{C}{\tilde{w}(r, t)} \tag{4.21}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
w_{i}(r, t)\left|u_{1}^{i}(x, t)\right| \leq C\left(M_{1,1}+M_{2,1}+M_{3,1}\right) \tag{4.22}
\end{equation*}
$$

where we have set for a positive integer $k$

$$
\begin{aligned}
& M_{1, k}=\sum_{|a| \leq k} \sup _{0<s<t} \sup _{y \in \mathbf{R}^{2}} \|\left. y\right|^{\frac{1}{2}} \eta_{1}(|y|, s) \Gamma^{a}\left(R^{i}(y, s)+G^{i}(y, s)\right) \mid \\
& M_{2, k}=\sum_{|a| \leq k} \sup _{0<s<t} \sup _{y \in \mathbf{R}^{2}} \|\left. y\right|^{\frac{1}{2}} \eta_{2}(|y|, s) \Gamma^{a} N^{i}(y, s) \mid \\
& \left.M_{3, k}=\sum_{|a| \leq k} \sup _{(|y|, s) \in \Lambda_{i}, s<t} \|\left. y\right|^{\frac{1}{2}} \eta_{2}(|y|, s)(1+s)^{\frac{1}{2}} \Gamma^{a} N^{i}(y, s) \right\rvert\,
\end{aligned}
$$

Here, we have divided the function $F^{i}$ into three parts: $G^{i}, R^{i}$, and $N^{i}$ as in (1.12).
Proof. Employing Proposition 4.2, we find that $\left|u_{1}^{i}(t, x)\right|$ is dominated by $I_{j}\left(F^{i}\right)$ $(j=1, \ldots, 5)$ and $J_{j}\left(F^{i}\right)(j=1, \ldots, 4)$.

In the proof of Proposition 5.4 in [2], the following estimates are shown. Strictly speaking, they proved only the former part of Lemma 4.2 below. However, following their proof, we find that the assumption (4.19) is sufficient to derive (4.24) with $j=3,4$ and (4.25).

Lemma 4.2. Set

$$
\begin{aligned}
& I_{1}^{\prime}=\iint_{\text {blue }} \frac{\lambda^{\frac{1}{2}}}{w(\lambda, s)} d \lambda d s \int_{-\varphi}^{\varphi} K_{1} d \psi \\
& I_{2}^{\prime}=\int_{\partial(w h i t e)} \frac{\lambda^{\frac{1}{2}}}{w(\lambda, s)} d \sigma \int_{0}^{1} K_{2} d \tau \\
& I_{3}^{\prime}=\iint_{w h i t e} \frac{1}{\lambda^{\frac{1}{2}} w(\lambda, s)} d \lambda d s \int_{0}^{1} K_{2} d \tau \\
& I_{4}^{\prime}=\iint_{w h i t e} \frac{\lambda^{\frac{1}{2}}}{w(\lambda, s)} d \lambda d s \int_{0}^{1}\left\{\left|\partial_{s} K_{2}\right|+\left|\partial_{\lambda} K_{2}\right|\right\} d \tau \\
& I_{5}^{\prime}=\iint_{w h i t e} \frac{\lambda^{\frac{1}{2}}}{w(\lambda, s)} d \lambda d s \int_{0}^{1} K_{2}\left\{\left|\partial_{s} \Psi\right|+\left|\partial_{\lambda} \Psi\right|\right\} d \tau \\
& I_{1}^{\prime \prime}=\iint_{b l a c k} \frac{\lambda^{\frac{1}{2}}}{w(\lambda, s)} d \lambda d s \int_{-\pi}^{\pi} K_{1} d \psi \\
& I_{2}^{\prime \prime}=\iint_{\partial(\text { red })} \frac{\lambda^{\frac{1}{2}}}{w(\lambda, s)} d \sigma \int_{-\pi}^{\pi} K_{1} d \psi \\
& I_{3}^{\prime \prime}=\iint_{\text {red }} \frac{1}{\lambda^{\frac{1}{2}} w(\lambda, s)} d \lambda d s \int_{-\pi}^{\pi} K_{1} d \psi \\
& I_{4}^{\prime \prime}=\iint_{\text {red }} \frac{\lambda^{\frac{1}{2}}}{w(\lambda, s)} d \lambda d s \int_{-\pi}^{\pi}\left\{\left|\partial_{s} K_{1}\right|+\left|\partial_{\lambda} K_{1}\right|\right\} d \psi
\end{aligned}
$$

Assume $w(r, t)$ satisfies

$$
\begin{equation*}
0<\frac{1}{w(r, t)} \leq \frac{C}{\bar{w}_{i}(r, t)} \tag{4.23}
\end{equation*}
$$

Then we have for $(x, t) \in \mathbf{R}^{2} \times(0, \infty)$

$$
\begin{align*}
w_{i}(r, t) I_{j}^{\prime} & \leq C  \tag{4.24}\\
w_{i}(r, t) I_{j}^{\prime \prime} & \leq C \tag{4.25}
\end{align*}
$$

Moreover, (4.24) with $j=3,4$ and (4.25) are still true, if $w(r, t)$ satisfies (4.19).
First, we shall show the statement (i) in Proposition 4.3. By the definition of $M_{0,1},(4.19)$, and Lemma 4.2, we get for $(x, t) \in \mathbf{R}^{2} \times(0, \infty)$

$$
\begin{aligned}
w_{i}(r, t) I_{j}\left(F^{i}\right)(x, t) \leq C M_{0,1} & \text { for } j=3,4 \\
w_{i}(r, t) J_{j}\left(F^{i}\right)(x, t) \leq C M_{0,1} & \text { for } j=1, \ldots, 4
\end{aligned}
$$

Therefore, our task becomes to prove

$$
\begin{equation*}
w_{i}(r, t) I_{j}\left(F^{i}\right)(x, t) \leq C M_{0,1} \quad \text { for } j=1,2,5 \tag{4.26}
\end{equation*}
$$

provided (4.19) and $(r, t) \in \tilde{\Lambda}_{i}^{c}$. Since the treatment of $I_{2}\left(F^{i}\right)$ is similar to that of $I_{1}\left(F^{i}\right)$, we shall deal with only $I_{1}\left(F^{i}\right)$ and $I_{5}\left(F^{i}\right)$. If we set

$$
\begin{equation*}
\frac{1}{\xi(\lambda, s)}=\frac{1}{(1+s+\lambda)(1+|s-\lambda|)} \tag{4.27}
\end{equation*}
$$

then we have from (4.17) and (4.18)

$$
\begin{equation*}
\frac{1}{\tilde{w}(\lambda, s)} \leq \frac{1}{\bar{w}_{i}(\lambda, s)}+\frac{1}{\xi(\lambda, s)} \tag{4.28}
\end{equation*}
$$

Hence, using (4.24) with $j=1,5$, (4.12), and (4.14), we have

$$
I_{j}\left(F^{i}\right)(x, t) \leq C M_{0,1}\left(\left\{w_{i}(r, t)\right\}^{-1}+\tilde{I}_{j}(\xi)\right) \quad \text { for } j=1,5
$$

where we have set

$$
\begin{align*}
& \tilde{I}_{1}(w)=\frac{1}{r^{\frac{1}{2}}} \iint_{\text {blue }} \frac{1}{w(\lambda, s)} \log \left[2+\frac{r \lambda}{\left(\lambda-\lambda_{-}\right)\left(\lambda_{+}+\lambda\right)} H(t-s-r)\right] d \lambda d s  \tag{4.29}\\
& \tilde{I}_{5}(w)=\frac{1}{r^{\frac{1}{2}}} \iint_{w h i t e} \frac{1}{w(\lambda, s)} \frac{r+\lambda}{\left\{\left(\lambda^{2}-\lambda_{-}^{2}\right)\left(\lambda_{+}^{2}-\lambda^{2}\right)\right\}^{\frac{1}{2}}} d \lambda d s \tag{4.30}
\end{align*}
$$

In the following, we shall prove for $(r, t) \in \tilde{\Lambda}_{i}^{c}$

$$
\begin{equation*}
\tilde{I}_{j}(\xi) \leq \frac{C}{(1+r)^{\frac{1}{2}}(1+t+r)^{\frac{1}{2}+\gamma}} \quad \text { for } j=1,5 \tag{4.31}
\end{equation*}
$$

First we consider $\tilde{I}_{1}(\xi)$. It follows from (5.33) and (5.34) in [2] that for $0 \leq s \leq t$

$$
\begin{align*}
& \int_{\lambda_{-}}^{\lambda_{-}+\delta} \log \left[2+\frac{r \lambda}{\left(\lambda-\lambda_{-}\right)\left(\lambda_{+}+\lambda\right)} H(t-s-r)\right] d \lambda \leq C \delta  \tag{4.32}\\
& \int_{\lambda_{+}-\delta}^{\lambda_{+}} \log \left[2+\frac{r \lambda}{\left(\lambda-\lambda_{-}\right)\left(\lambda_{+}+\lambda\right)} H(t-s-r)\right] d \lambda \leq C \delta^{\frac{1}{2}} \log [2+|t-r|] \tag{4.33}
\end{align*}
$$

Therefore we have

$$
\begin{aligned}
\tilde{I}_{1}(\xi) & \leq \frac{C \delta^{\frac{1}{2}}}{r^{\frac{1}{2}}} \log [2+|t-r|]\left\{\int_{0}^{t} \frac{1}{\xi\left(\lambda_{-}, s\right)} d s+\int_{0}^{t} \frac{1}{\xi\left(\lambda_{+}, s\right)} d s\right\} \\
& \leq \frac{C \log [2+|t-r|]}{(1+r)^{\frac{1}{2}}(1+t+r)}\left\{\int_{0}^{t} \frac{1}{1+|2 s-t+r|} d s+\int_{0}^{t} \frac{1}{1+|2 s-t-r|} d s\right\}
\end{aligned}
$$

because $\delta r^{-1} \leq C(1+r)^{-1}$ and $1+|t-r|$ is equivalent to $1+t+r$ for $(r, t) \in \tilde{\Lambda}_{i}^{c}$. Since $\gamma<1 / 2$, we thus obtain (4.31) for $j=1$.

Next we consider $\tilde{I}_{5}(\xi)$. Notice that $\delta=1 / 2$ if the domain white is not empty, hence $r$ is equivalent to $1+r$. Moreover, since

$$
\lambda \pm \lambda_{-} \geq \delta, \quad \lambda \pm \lambda_{-} \geq \delta \quad \text { for }(\lambda, s) \in \text { white }
$$

we have

$$
\begin{aligned}
\tilde{I}_{5}(\xi) \leq & \frac{C}{(1+r)^{\frac{1}{2}}} \iint_{D^{\prime}} \frac{1}{\xi(\lambda, s)} \\
& \times \frac{r+\lambda}{\left\{\left(\lambda-\lambda_{-}+1\right)\left(\lambda+\lambda_{-}+1\right)\left(\lambda_{+}-\lambda+1\right)\left(\lambda_{+}+\lambda+1\right)\right\}^{\frac{1}{2}}} d \lambda d s
\end{aligned}
$$

Note that

$$
\begin{aligned}
& \frac{r+\lambda}{\left\{\left(\lambda-\lambda_{-}+1\right)\left(\lambda+\lambda_{-}+1\right)\left(\lambda_{+}-\lambda+1\right)\left(\lambda_{+}+\lambda+1\right)\right\}^{\frac{1}{2}}} \\
\leq & \frac{2}{\left(\lambda-\lambda_{-}+1\right)^{\frac{1}{2}}}\left\{\frac{1}{\left(\lambda+\lambda_{-}+1\right)^{\frac{1}{2}}}+\frac{1}{\left(\lambda_{+}-\lambda+1\right)^{\frac{1}{2}}}\right\}
\end{aligned}
$$

which follows from

$$
\begin{aligned}
& \lambda_{+}+\lambda \geq \max \{r, \lambda\} \\
& \lambda_{+}-\lambda \geq \max \{r, \lambda\} \quad \text { for } \lambda \leq \frac{\lambda_{+}-\lambda_{-}}{2} \\
& \lambda+\lambda_{-} \geq \max \{r, \lambda\} \quad \text { for } \lambda \geq \frac{\lambda_{+}-\lambda_{-}}{2}
\end{aligned}
$$

Therefore we have

$$
\begin{align*}
(1+r)^{\frac{1}{2}} \tilde{I}_{5}(\xi) \leq & C \iint_{D^{\prime}} \frac{1}{\xi(\lambda, s)} \frac{1}{\{(\lambda-t+s+r+1)(\lambda+t-s-r+1)\}^{\frac{1}{2}}} d \lambda d s \\
& +C \iint_{D^{\prime}} \frac{1}{\xi(\lambda, s)} \frac{1}{\{(\lambda-t+s+r+1)(t-s+r-\lambda+1)\}^{\frac{1}{2}}} d \lambda d s  \tag{4.34}\\
& +C \iint_{D^{\prime}} \frac{1}{\xi(\lambda, s)} \frac{1}{\{(\lambda+t-s-r+1)(t-s+r-\lambda+1)\}^{\frac{1}{2}}} d \lambda d s
\end{align*}
$$

We shall show in the following that the right-hand side of (4.34) is dominated by $C(1+t+r)^{-\gamma-1 / 2}$. Since

$$
\begin{equation*}
1+s+\lambda \geq 1+|t-r| \quad \text { for }(\lambda, s) \in D^{\prime} \tag{4.35}
\end{equation*}
$$

the second term is dominated by

$$
\begin{aligned}
& \frac{C}{1+|t-r|} \iint_{D^{\prime}} \frac{1}{1+|s-\lambda|}\left\{\frac{1}{\lambda+s-t+r+1}+\frac{1}{t+r-s-\lambda+1}\right\} d \lambda d s \\
\leq & \frac{C}{2(1+t+r)} \int_{|t-r|}^{t+r}\left\{\frac{1}{\alpha-t+r+1}+\frac{1}{t+r-\alpha+1}\right\} d \alpha \int_{-\alpha}^{t-r} \frac{1}{1+|\beta|} d \beta
\end{aligned}
$$

where we have changed the variables as

$$
\begin{equation*}
\alpha=s+\lambda, \quad \beta=s-\lambda \tag{4.36}
\end{equation*}
$$

Since the double integral is dominated by $C\{\log (1+t+r)\}^{2}$, we get the desired estimate.

To treat the first and third terms, we divide the domain $D^{\prime}$ into two parts:

$$
\begin{equation*}
D_{-}=\left\{(\lambda, s) \in D^{\prime}:|\lambda-s| \leq \frac{1}{2}|t-r|\right\}, \quad D_{-}^{c}=\text { white } \backslash D_{-} \tag{4.37}
\end{equation*}
$$

Since $D_{-}$is empty if $0<t \leq r$, we have

$$
\begin{equation*}
\lambda+t-s-r \geq \frac{1}{2}|t-r| \quad \text { for }(\lambda, s) \in D_{-} \tag{4.38}
\end{equation*}
$$

On the other hand, we have

$$
\begin{equation*}
1+|s-\lambda| \geq \frac{1}{2}(1+|t-r|) \quad \text { for }(\lambda, s) \in D_{-}^{c} \tag{4.39}
\end{equation*}
$$

Using these estimates together with (4.35) and changing the variables as (4.36), we find that the first term is majored by

$$
\begin{aligned}
& \frac{C}{1+|t-r|}\left\{\iint_{D^{\prime}} \frac{1}{(1+s+\lambda)^{\frac{1}{2}}(1+|s-\lambda|)(\lambda+s-t+r+1)^{\frac{1}{2}}} d \lambda d s\right. \\
& \left.+\iint_{D^{\prime}} \frac{1}{(1+s+\lambda)}\left\{\frac{1}{\lambda-t+s+r+1}+\frac{1}{\lambda+t-s-r+1}\right\} d \lambda d s\right\} \\
\leq & \frac{C}{1+t+r}\left\{\int_{|t-r|}^{t+r}\left\{\frac{1}{1+\alpha}+\frac{1}{\alpha-t+r+1}\right\} d \alpha \int_{-\alpha}^{t-r} \frac{1}{1+|\beta|} d \beta\right. \\
& +\int_{|t-r|}^{t+r} \frac{1}{(1+\alpha)} \frac{1}{\alpha-t+r+1} d \alpha \int_{-\alpha}^{t-r} d \beta \\
& \left.+\int_{|t-r|}^{t+r} \frac{1}{(1+\alpha)} d \alpha \int_{-\alpha}^{t-r} \frac{1}{-\beta+t-r+1} d \beta\right\}
\end{aligned}
$$

which yields the desired estimate. Since the third term is dealt with similarly, we omit the details. This completes the proof of (4.26).

Second, we shall show the statement (ii). By (4.21), we have for $|a| \leq 1$

$$
\left|\Gamma^{a} F^{i}(y, s)\right| \leq \frac{M_{1,1}+M_{2,1}}{\lambda^{\frac{1}{2}} \tilde{w}(\lambda, s)}
$$

Therefore, by Lemma 4.2, we get for $(x, t) \in \mathbf{R}^{2} \times(0, \infty)$

$$
\begin{aligned}
w_{i}(r, t) I_{j}\left(F^{i}\right)(x, t) \leq C\left(M_{1,1}+M_{2,1}\right) & \text { for } j=3,4 \\
w_{i}(r, t) J_{j}\left(F^{i}\right)(x, t) \leq C\left(M_{1,1}+M_{2,1}\right) & \text { for } j=1, \ldots, 4
\end{aligned}
$$

Moreover, similarly to (4.26), we get for $(|x|, t) \in \tilde{\Lambda}_{i}^{c}$

$$
w_{i}(r, t) I_{j}\left(F^{i}\right)(x, t) \leq C\left(M_{1,1}+M_{2,1}\right) \quad \text { for } j=1,2,5
$$

Thus it suffices to prove

$$
\begin{equation*}
w_{i}(r, t) I_{j}\left(F^{i}\right)(x, t) \leq C\left(M_{1,1}+M_{2,1}+M_{3,1}\right) \quad \text { for } j=1,2,5 \tag{4.40}
\end{equation*}
$$

provided (4.21) and $(r, t) \in \tilde{\Lambda}_{i}$.
Having (3.1) in mind, we introduce a characteristic function of $\Lambda_{i}$ denoted by $\chi(\lambda, s)$. Then we may write

$$
\Gamma^{a} F^{i}=\Gamma^{a}\left(R^{i}+G^{i}\right)+(1-\chi) \Gamma^{a} N^{i}+\chi \Gamma^{a} N^{i}
$$

and find from (4.28) and the definition of $M_{i, 1}$ given in (4.22) that
$\left|\Gamma^{a} F^{i}(y, s)\right| \leq C\left(M_{1,1}+M_{2,1}+M_{3,1}\right) \lambda^{-\frac{1}{2}}\left(\frac{1}{\bar{w}_{i}(\lambda, s)}+\frac{1-\chi(\lambda, s)}{\xi(\lambda, s)}+\frac{\chi(\lambda, s)}{\xi(\lambda, s)(1+s)^{\frac{1}{2}}}\right)$
for $|a| \leq 1$. Therefore, using (4.24), we have for $j=1,5$

$$
\begin{equation*}
I_{j}\left(F^{i}\right)(r, t) \leq C\left(M_{1,1}+M_{2,1}+M_{3,1}\right)\left(\left\{w_{i}(r, t)\right\}^{-1}+\tilde{I}_{j}(\tilde{\xi})\right) \tag{4.41}
\end{equation*}
$$

where $\tilde{I}_{j}$ is defined in (4.29), (4.30) and we have set

$$
\frac{1}{\tilde{\xi}(\lambda, s)}=\frac{1-\chi(\lambda, s)}{\xi(\lambda, s)}+\frac{\chi(\lambda, s)}{\xi(\lambda, s)(1+s)^{\frac{1}{2}}}
$$

In the following, we shall show for $(r, t) \in \tilde{\Lambda}_{i}$ and $j=1,5$

$$
\begin{equation*}
\tilde{I}_{j}(\tilde{\xi}) \leq \frac{C}{(1+r)^{\frac{1}{2}}(1+|t-r|)^{\frac{1}{2}}} \tag{4.42}
\end{equation*}
$$

because $1+r$ is equivalent to $1+t+r$ for $(r, t) \in \tilde{\Lambda}_{i}$.
First we consider $\tilde{I}_{1}(\tilde{\xi})$. Using (4.32) and (4.33), we have

$$
\tilde{I}_{1}(\tilde{\xi}) \leq \frac{C \log [2+|t-r|]}{(1+r)^{\frac{1}{2}}}\left\{\int_{0}^{t} \frac{1}{\tilde{\xi}\left(\lambda_{-}, s\right)} d s+\int_{0}^{t} \frac{1}{\tilde{\xi}\left(\lambda_{+}, s\right)} d s\right\}
$$

because $\delta r^{-1} \leq C(1+r)^{-1}$. Since

$$
\begin{equation*}
(1+|s-\lambda|)^{\frac{1}{4}} \geq(1+s)^{\frac{1}{8}} \quad \text { for }(\lambda, s) \in \operatorname{supp}\{1-\chi\} \tag{4.43}
\end{equation*}
$$

we have from (4.27)

$$
\frac{1}{\tilde{\xi}(\lambda, s)} \leq \frac{2}{(1+s+\lambda)^{\frac{3}{4}}(1+|s-\lambda|)^{\frac{3}{4}}(1+s)^{\frac{3}{8}}}
$$

Therefore, we get

$$
\begin{aligned}
(1+ & r)^{\frac{1}{2}} \tilde{I}_{1}(\tilde{\xi}) \leq \frac{C \log [2+|t-r|]}{(1+|t-r|)^{\frac{3}{4}}} \\
& \times\left\{\int_{0}^{t} \frac{1}{(1+|2 s-t+r|)^{\frac{3}{4}}(1+s)^{\frac{3}{8}}} d s+\int_{0}^{t} \frac{1}{(1+|2 s-t-r|)^{\frac{3}{4}}(1+s)^{\frac{3}{8}}} d s\right\}
\end{aligned}
$$

which yields (4.42) for $j=1$.
Next we consider $\tilde{I}_{5}(\tilde{\xi})$. From (4.34), we have

$$
\begin{align*}
(1+r)^{\frac{1}{2}} \tilde{I}_{5}(\tilde{\xi}) \leq & C \iint_{D^{\prime}} \frac{1}{\tilde{\xi}(\lambda, s)} \frac{1}{\{(\lambda-t+s+r+1)(\lambda+t-s-r+1)\}^{\frac{1}{2}}} d \lambda d s \\
& +C \iint_{D^{\prime}} \frac{1}{\tilde{\xi}(\lambda, s)} \frac{1}{\{(\lambda-t+s+r+1)(t-s+r-\lambda+1)\}^{\frac{1}{2}}} d \lambda d s  \tag{4.44}\\
& +C \iint_{D^{\prime}} \frac{1}{\tilde{\xi}(\lambda, s)} \frac{1}{\{(\lambda+t-s-r+1)(t-s+r-\lambda+1)\}^{\frac{1}{2}}} d \lambda d s .
\end{align*}
$$

We shall show that the right-hand side is dominated by $C(1+|t-r|)^{-1 / 2}$. Using (4.27) and (4.35), we have

$$
\begin{aligned}
\frac{1}{\tilde{\xi}(\lambda, s)} & \leq \frac{2}{\xi(\lambda, s)} \\
& \leq \frac{2}{(1+|t-r|)^{\frac{1}{2}}(1+s+\lambda)^{\frac{1}{4}}(1+|s-\lambda|)^{\frac{5}{4}}}
\end{aligned}
$$

Therefore, the second term is majored by $C(1+|t-r|)^{-1 / 2}$ times

$$
\begin{aligned}
& \iint_{D^{\prime}} \frac{1}{(1+s+\lambda)^{\frac{1}{4}}(1+|s-\lambda|)^{\frac{5}{4}}}\left\{\frac{1}{\lambda+s-t+r+1}+\frac{1}{t+r-s-\lambda+1}\right\} d \lambda d s \\
\leq & C \int_{|t-r|}^{t+r}\left\{\frac{1}{(1+\alpha)^{\frac{5}{4}}}+\frac{1}{(\alpha-t+r+1)^{\frac{5}{4}}}+\frac{1}{(t+r-\alpha+1)^{\frac{5}{4}}}\right\} d \alpha \int_{-\alpha}^{t-r} \frac{1}{(1+|\beta|)^{\frac{5}{4}}} d \beta,
\end{aligned}
$$

which yields the desired estimate.
Next we deal with the first term, by dividing the domain $D^{\prime}$ as in (4.37). Using (4.38) and (4.39), we find that the first term is majored by $C(1+|t-r|)^{-1 / 2}$ times

$$
\begin{aligned}
& \iint_{D^{\prime}} \frac{1}{\xi(\lambda, s)} \frac{1}{(\lambda+s-t+r+1)^{\frac{1}{2}}} d \lambda d s \\
& +\iint_{D^{\prime}} \frac{(1+|s-\lambda|)^{\frac{1}{2}}}{\xi(\lambda, s)} \frac{1}{\lambda+s-t+r+1} d \lambda d s \\
& +\iint_{D^{\prime}} \frac{(1+|s-\lambda|)^{\frac{1}{2}}}{\tilde{\xi}(\lambda, s)} \frac{1}{\lambda-s+t-r+1} d \lambda d s
\end{aligned}
$$

Analogous to the above calculation, we see that the first and second terms are bounded by some constant. Since we have by (4.43)

$$
\frac{(1+|s-\lambda|)^{\frac{1}{2}}}{\tilde{\xi}(\lambda, s)} \leq \frac{2}{(1+s)^{\frac{9}{8}}(1+|s-\lambda|)^{\frac{1}{4}}}
$$

the third term is dominated by

$$
\int_{0}^{\infty} \frac{d s}{(1+s)^{\frac{9}{8}}} \int_{-\infty}^{\infty}\left\{\frac{1}{(1+|s-\lambda|)^{\frac{5}{4}}}+\frac{1}{(\lambda-s+t-r+1)^{\frac{5}{4}}}\right\} d \lambda \leq C
$$

hence we obtain the desired estimate of the first term in the right-hand side of (4.44). Since the third term in the right-hand side of (4.44) is dealt with similarly, we omit the details. This completes the proof of the proposition.

In our analysis, we need an upper bound of not only $\partial u^{i}$ but also $u^{i}$ itself.
Proposition 4.4. Let $u_{1}^{i}$ be the solution to $\left(\partial_{t}^{2}-\Delta\right) u_{1}^{i}=F^{i}\left(\partial u, \partial^{2} u\right)$ with the zero initial data. Here $u$ is a solution to (1.1) and (1.2). Let $0 \leq \mu<1 / 2$. Assume that $w(r, t)$ satisfies (4.19). Then we have for $(|x|, t) \in \tilde{\Lambda}_{i}$ with $t<T$

$$
\begin{equation*}
(1+t+r)^{\mu}\left|u_{1}^{i}(x, t)\right| \leq C M_{0,0} \tag{4.45}
\end{equation*}
$$

where $M_{0,0}$ is defined in (4.20).

Proof. It follows from (4.8) with $b=0$, (4.12), (4.15), and (4.19) that

$$
\begin{equation*}
\left|u_{1}^{i}(x, t)\right| \leq C M_{0,0}\left(P_{1}+P_{2}\right) \tag{4.46}
\end{equation*}
$$

where we have set

$$
P_{1}=\frac{1}{r^{\frac{1}{2}}} \iint_{D^{\prime}} \frac{1}{\tilde{w}(\lambda, s)} \log \left[2+\frac{r \lambda}{\left(\lambda-\lambda_{-}\right)\left(\lambda_{+}+\lambda\right)} H(t-s-r)\right] d \lambda d s
$$

and

$$
P_{2}=H(t-r) \iint_{D^{\prime \prime}} \frac{\lambda^{\frac{1}{2}}}{\tilde{w}(\lambda, s)\left\{\left(\lambda+\lambda_{-}\right)\left(\lambda_{+}-\lambda\right)\right\}^{\frac{1}{2}}} \log \left[2+\frac{r \lambda}{\left(\lambda_{-}-\lambda\right)\left(\lambda_{+}+\lambda\right)}\right] d \lambda d s
$$

Since $t$ is equivalent to $r$ for $(r, t) \in \tilde{\Lambda}_{i}$, it suffices to show

$$
\begin{equation*}
P_{j} \leq C(1+r)^{-\mu} \quad \text { for } j=1,2 \tag{4.47}
\end{equation*}
$$

First, we treat $P_{1}$. We split the domain $D^{\prime}$ into blue and white defined by (4.10). According to this decomposition, we shall write $P_{1}=P_{1, \text { blue }}+P_{1, \text { white }}$. By (4.32) and (4.33), we have

$$
\begin{aligned}
P_{1, b l u e} & \leq \frac{C \delta^{\frac{1}{2}}}{r^{\frac{1}{2}}} \log [2+|t-r|]\left\{\int_{0}^{t} \frac{1}{\tilde{w}\left(\lambda_{-}, s\right)} d s+\int_{0}^{t} \frac{1}{\tilde{w}\left(\lambda_{+}, s\right)} d s\right\} \\
& \leq \frac{C \log [2+|t-r|]}{(1+r)^{\frac{1}{2}}} \int_{0}^{t} \frac{1}{1+s} d s \\
& \leq \frac{C}{(1+r)^{\mu}}
\end{aligned}
$$

for $0 \leq \mu<1 / 2$ because $1+r$ is equivalent to $1+t+r$ for $(r, t) \in \tilde{\Lambda}_{i}$.
On the other hand, we have for $(\lambda, s) \in$ white with $0 \leq s \leq t-r$

$$
\frac{r \lambda}{\left(\lambda-\lambda_{-}\right)\left(\lambda_{+}+\lambda\right)} \leq \frac{\lambda}{\lambda-\lambda_{-}} \leq 1+2 \lambda_{-} \leq 1+2(t-r)
$$

because $\delta=1 / 2$, if white is not empty. Therefore we have

$$
\begin{aligned}
(1+r)^{\frac{1}{2}} P_{1, w h i t e} & \leq C \log [2+|t-r|] \iint_{D^{\prime}} \frac{1}{\tilde{w}(\lambda, s)} d \lambda d s \\
& \leq C \log [2+|t-r|] \int_{0}^{t} \frac{d s}{1+s} \int_{0}^{t+r}\left\{\frac{1}{1+\lambda}+\sum_{j=1}^{m} \frac{1}{1+\left|c_{j} s-\lambda\right|}\right\} d \lambda
\end{aligned}
$$

hence $P_{1, \text { blue }} \leq C(1+r)^{-\mu}$ for $0 \leq \mu<1 / 2$. We thus get (4.47) for $j=1$.
Second, we deal with $P_{2}$. Notice that $\tilde{w}(\lambda, s)$ is equivalent to $\tilde{w}\left(\lambda_{-}, s\right)$ for $\lambda_{-}-1 \leq$ $\lambda \leq \lambda_{-}$and that $\left(\lambda_{+}-\lambda\right)^{1 / 2} \leq(1+r)^{1 / 2}$ for $0<\lambda \leq \lambda_{-}-1$ and $0 \leq s \leq t-r$. Moreover, we have for $0<\lambda \leq \lambda_{-}-1$ and $0 \leq s \leq t-r$

$$
\frac{r \lambda}{\left(\lambda_{-}-\lambda\right)\left(\lambda_{+}+\lambda\right)} \leq \frac{\lambda}{\lambda_{-}-\lambda} \leq-1+\lambda_{-} \leq t-r
$$

Splitting the integral into two parts, we have

$$
\begin{aligned}
P_{2} \leq & C H(t-r-1)(1+r)^{-\frac{1}{2}} \log [2+|t-r|] \iint_{D^{\prime \prime}} \frac{1}{\tilde{w}(\lambda, s)} d \lambda d s \\
& +C H(t-r) \int_{0}^{t-r} \frac{1}{\tilde{w}\left(\lambda_{-}, s\right)} d s \int_{\left(\lambda_{-}-1\right)_{+}}^{\lambda_{-}} \frac{\lambda^{\frac{1}{2}}}{\left\{\left(\lambda+\lambda_{-}\right)\left(\lambda_{+}-\lambda\right)\right\}^{\frac{1}{2}}} \\
& \times \log \left[2+\frac{r \lambda}{\left(\lambda_{-}-\lambda\right)\left(\lambda_{+}+\lambda\right)}\right] d \lambda .
\end{aligned}
$$

Notice that

$$
\int_{\left(\lambda_{-}-1\right)_{+}}^{\lambda_{-}} \frac{\lambda^{\frac{1}{2}}}{\left\{\left(\lambda+\lambda_{-}\right)\left(\lambda_{+}-\lambda\right)\right\}^{\frac{1}{2}}} \log \left[2+\frac{r \lambda}{\left(\lambda_{-}-\lambda\right)\left(\lambda_{+}+\lambda\right)}\right] d \lambda \leq C \frac{\log [2+|t-r|]}{(1+r)^{\frac{1}{2}}} .
$$

(For the proof, see (5.73) in [2].) Therefore we have

$$
\begin{equation*}
(1+r)^{\frac{1}{2}} P_{2} \leq C \log [2+|t-r|]\left\{\iint_{D^{\prime \prime}} \frac{1}{\tilde{w}(\lambda, s)} d \lambda d s+\int_{0}^{t-r} \frac{d s}{1+s}\right\} \tag{4.48}
\end{equation*}
$$

which implies (4.47) for $j=2$. This completes the proof.
Lemma 4.3. Let $F^{i}$ satisfy (1.12) and $u$ be smooth function satisfying (4.1) with $k=[(N+1) / 2]$. If we set

$$
\begin{equation*}
\frac{1}{w(\lambda, s)}=\sum_{j, k=1}^{m} \frac{1}{\left(w_{j} w_{k}\right)(\lambda, s)} \quad \text { for } \lambda>0, s>0 \tag{4.49}
\end{equation*}
$$

then we have

$$
\begin{equation*}
M_{0, N} \leq C_{N}[\partial u]_{\left[\frac{N+1}{2}\right], t}^{2}\|\partial u\|_{N+3, t} \tag{4.50}
\end{equation*}
$$

Moreover, if we set

$$
\begin{equation*}
\frac{1}{w(\lambda, s)}=\sum_{j, k, l=1}^{m} \frac{\lambda^{\frac{1}{2}}}{\left(w_{j} w_{k} w_{l}\right)(\lambda, s)} \text { for } \lambda>0, s>0 \tag{4.51}
\end{equation*}
$$

then we have

$$
\begin{equation*}
M_{0,\left[\frac{N+1}{2}\right]} \leq C_{N}[\partial u]_{\left[\frac{N+1}{2}\right]+1, t}^{3} \tag{4.52}
\end{equation*}
$$

Here $M_{0, N}$ is defined in (4.20).
Proof. First, we shall show (4.52). Since (4.1) with $k=[(N+1) / 2]$ implies
(4.53) $\sum_{j=1}^{m} \sum_{|a| \leq[(N+1) / 2]}\left|\Gamma^{a} \partial u^{j}(y, s)\right| \leq[\partial u]_{\left[\frac{N+1}{2}\right], T}<1 \quad$ for $0 \leq s \leq t<T, y \in \mathbf{R}^{2}$,
by (1.12) we have for $|a| \leq[(N+1) / 2]$

$$
\left|\Gamma^{a} F^{i}(y, s)\right| \leq C \sum_{j, k, l=1}^{m} \frac{1}{\left(w_{j} w_{k} w_{l}\right)(\lambda, s)}[\partial u(s)]_{\left[\frac{N+1}{2}\right]+1}^{3}
$$

with $\lambda=|y|$. By (4.51), we therefore get (4.52).
Second, we shall prove (4.50). It follows that for $|a| \leq N$

$$
\left|\Gamma^{a} F^{i}(y, s)\right| \leq C \sum_{j, k, l=1}^{m} \frac{1}{\left(w_{j} w_{k}\right)(\lambda, s)}[\partial u(s)]_{\left[\frac{N+1}{2}\right]}^{2} \sum_{|b| \leq|a|+1}\left|\Gamma^{b} \partial u^{l}(y, s)\right|
$$

We now use an imbedding theorem concerning the invariant norm

$$
\begin{equation*}
|x|^{\frac{1}{2}}|f(x)| \leq \sum_{|a| \leq 2}\left\|\Gamma^{a} f\right\|_{L^{2}} \quad \text { for } x \in \mathbf{R}^{2} \tag{4.54}
\end{equation*}
$$

(For the proof, see, e.g., Lemma 6 in [19].) Applying this and using (4.49), we obtain (4.50). The proof is complete.

Corollary 4.1. Let $u=\left(u^{1}, \ldots, u^{m}\right)$ be the solution of (1.1) and (1.2) and let $F^{i}$ satisfy (1.12). Let $0 \leq \mu<1 / 2$. Then we have for $(|x|, t) \in \Lambda_{i}$ with $t<T$

$$
\begin{align*}
& (1+t+r)^{\mu}\left|\Gamma^{a} u^{i}(x, t)\right| \leq C_{N}\left(\varepsilon+[\partial u]_{\left[\frac{N+1}{2}\right], t}^{2}\|\partial u\|_{N+3, t}\right) \quad \text { for }|a| \leq N  \tag{4.55}\\
& (1+t+r)^{\mu}\left|\Gamma^{a} u^{i}(x, t)\right| \leq C_{N}\left(\varepsilon+[\partial u]_{\left[\frac{N+1}{2}\right], t}^{3}\right) \quad \text { for }|a| \leq[(N+1) / 2] \tag{4.56}
\end{align*}
$$

provided (4.1) with $k=[(N+1) / 2]$ holds.
Proof. Using the decomposition (4.5) with $b=0$ and the estimates (4.6) and (4.45), we have

$$
\begin{equation*}
(1+t+r)^{\mu}\left|\Gamma^{a} u^{i}(x, t)\right| \leq M_{N} \varepsilon+C_{N} M_{0,|a|} \tag{4.57}
\end{equation*}
$$

where $M_{0,|a|}$ is defined in (4.20), if $w(r, t)$ satisfies (4.19). Note that both (4.51) and (4.49) satisfy (4.19). Applying Lemma 4.3, we obtain (4.55) and (4.56). This completes the proof.

End of the proof of Proposition 4.1. First we shall show (4.2). Using the decomposition (4.5) with $|b|=1$ and the estimates (4.6) and (4.20), we have
(4.58) $w_{i}(r, t)\left|\Gamma^{a} \partial u^{i}(x, t)\right| \leq M_{N} \varepsilon+C_{N} M_{0,|a|+1} \quad$ for $(|x|, t) \in \tilde{\Lambda}_{i}^{c}$ with $t<T$
if $w(r, t)$ satisfies (4.19). Using (4.50) with $N$ replaced by $N+1$, we obtain (4.2).
Next we shall show (4.3). Similarly, it follows from (4.6) and (4.22) that for $|a| \leq N$

$$
\begin{equation*}
w_{i}(r, t)\left|\Gamma^{a} \partial u^{i}(x, t)\right| \leq M_{N} \varepsilon+C_{N}\left(M_{1, N+1}+M_{2, N+1}+M_{3, N+1}\right) \tag{4.59}
\end{equation*}
$$

if $\eta_{i}(r, t)(i=1,2)$ satisfies (4.21).
First, we shall show

$$
\begin{equation*}
M_{1, N+1} \leq C\left(\varepsilon+[\partial u]_{\left[\frac{N+4}{2}\right], t}^{2}\|\partial u\|_{N+6, t}\right) \tag{4.60}
\end{equation*}
$$

If we set
(4.61) $\frac{1}{\eta_{1}(\lambda, s)}=\sum_{j, k, l=1}^{m} \frac{1}{\left(w_{j} w_{k} w_{l}\right)(\lambda, s)}+\sum_{(j, k) \neq(i, i)} \frac{1}{\left(w_{j} w_{k}\right)(\lambda, s)}+\frac{1-\tilde{\chi}(\lambda, s)}{\left\{w_{i}(\lambda, s)\right\}^{2}}$,
then $\eta_{1}(r, t)$ satisfies the first condition in (4.21). Here $\tilde{\chi}$ is the characteristic function of $\tilde{\Lambda}_{i}$. In what follows, we always assume $|a| \leq N+1$. By (1.12) and (4.1) with $k=[(N+2) / 2]$, we have

$$
\begin{equation*}
\left|\Gamma^{a} G^{i}(y, s)\right| \leq C \sum_{j, k, l=1}^{m} \frac{1}{\left(w_{j} w_{k} w_{l}\right)(\lambda, s)}[\partial u(s)]_{\left[\frac{|a|+1}{2}\right]}^{\sum_{|b| \leq|a|+1}}\left|\Gamma^{b} \partial u^{l}(y, s)\right| . \tag{4.62}
\end{equation*}
$$

Using (4.54), we get

$$
\begin{equation*}
\left|\lambda^{\frac{1}{2}} \eta_{1}(\lambda, s) \Gamma^{a} G^{i}(y, s)\right| \leq C[\partial u(s)]_{\left[\frac{N+2}{2}\right]}^{2}\|\partial u(s)\|_{N+4} . \tag{4.63}
\end{equation*}
$$

As for the resonance-form $R^{i}$, we find from (1.13) that there is at least one index among $j, k$, and $l$ which does not coincide with $i$. Therefore, by (1.12) we have

$$
\begin{align*}
& \left|\Gamma^{a} R^{i}(y, s)\right| \leq C \sum_{\substack{(j, k) \neq(i, i)}} \sum_{l=1}^{m} \frac{1}{\left(w_{j} w_{k}\right)(\lambda, s)}[\partial u(s)]_{\left[\frac{|a|+1}{2}\right]}^{2} \sum_{||b| \leq|a|+1}\left|\Gamma^{b} \partial u^{l}(y, s)\right| \\
& 4) \quad+C \sum_{\substack{(j, k)=(i, i) \\
l \neq i}} \frac{1-\tilde{\chi}(\lambda, s)}{\left\{w_{i}(\lambda, s)\right\}^{2}}[\partial u(s)]_{\left[\frac{|a|+1}{2}\right]}^{2} \sum_{|b| \leq|a|+1}\left|\Gamma^{b} \partial u^{l}(y, s)\right|  \tag{4.64}\\
& \quad+C \sum_{\substack{(j, k)=(i, i) \\
l \neq i}} \frac{1}{\left(w_{i} w_{l}\right)(\lambda, s)} \frac{[\partial u(s)]^{2}\left[\frac{|a|+1}{2}\right]}{w_{i}(\lambda, s)} \sum_{|b| \leq|a|+1}\left|\left(\tilde{\chi} w_{l}\right)(\lambda, s) \Gamma^{b} \partial u^{l}(y, s)\right| .
\end{align*}
$$

By (4.61) and (4.54), we find that the first and second terms are dominated by

$$
\begin{equation*}
C \lambda^{-\frac{1}{2}}\left\{\eta_{1}(\lambda, s)\right\}^{-1}[\partial u(s)]_{\left[\frac{N+2}{2}\right]}^{2}\|\partial u(s)\|_{N+4} . \tag{4.65}
\end{equation*}
$$

On the other hand, by (4.61), (4.1) with $k=[(N+2) / 2]$, and $w_{i}(\lambda, s) \geq \lambda^{1 / 2}$, the third term is dominated by

$$
\begin{equation*}
C \lambda^{-\frac{1}{2}}\left\{\eta_{1}(\lambda, s)\right\}^{-1} \sum_{|b| \leq N+2}\left|\left(\tilde{\chi} w_{l}\right)(\lambda, s) \Gamma^{b} \partial u^{l}(y, s)\right| . \tag{4.66}
\end{equation*}
$$

Moreover, since $\tilde{\Lambda}_{i} \subset \tilde{\Lambda}_{l}^{c}$ by (2.4), we get from (4.2),

$$
\left|\left(\tilde{\chi} w_{l}\right)(\lambda, s) \Gamma^{b} \partial u^{l}(y, s)\right| \leq C_{N}\left(\varepsilon+[\partial u]_{\left[\frac{N+4}{2}\right], t}^{2}\|\partial u\|_{N+6, t}\right)
$$

for $|b| \leq N+2$. We thus find that the third term is dominated by

$$
\begin{equation*}
C \lambda^{-\frac{1}{2}}\left\{\eta_{1}(\lambda, s)\right\}^{-1}\left(\varepsilon+[\partial u]_{\left[\frac{N+4}{2}\right], t}^{2}\|\partial u\|_{N+6, t}\right) ; \tag{4.67}
\end{equation*}
$$

hence, together with (4.65), we get

$$
\begin{equation*}
\left|\lambda^{\frac{1}{2}} \eta_{1}(\lambda, s) \Gamma^{a} R^{i}(y, s)\right| \leq C\left(\varepsilon+[\partial u]_{\left[\frac{N+4}{2}\right], t}^{2}\|\partial u\|_{N+6, t}\right) . \tag{4.68}
\end{equation*}
$$

Combining (4.63) and (4.68), we finally get (4.60).

Second, we consider $M_{2, N+1}$. Taking $\eta_{2}(r, t)=w_{i}(r, t)^{2}$, we easily see that $\eta_{2}(r, t)$ satisfies the second condition of (4.21) and that

$$
\begin{equation*}
M_{2, N+1} \leq C[\partial u]_{\left[\frac{N+2}{2}\right], t}^{2}\|\partial u\|_{N+4, t} \tag{4.69}
\end{equation*}
$$

Third, we consider $M_{3, N+1}$ by taking $\eta_{2}(r, t)=w_{i}(r, t)^{2}$. By (3.1) we have

$$
(1+s)^{\frac{1}{2}}\left|\Gamma^{a} N^{i}(y, s)\right| \leq C\left(\Phi_{a}^{i}+(1+s)^{-\frac{1}{2}} \Theta_{a}^{i}\right)
$$

for $(|y|, s) \in \Lambda_{i}$. Therefore, we obtain

$$
\begin{aligned}
& \left|\lambda^{\frac{1}{2}} \eta_{2}(\lambda, s)(1+s)^{\frac{1}{2}} \Gamma^{a} N^{i}(y, s)\right| \leq C \sum_{\substack{|b+c+d| \leq|a|+1}}\left|\lambda^{\frac{1}{2}} \eta_{2}(\lambda, s)\right| \partial \Gamma^{b} u^{i}\left\|\partial \Gamma^{c} u^{i}\right\| \partial \Gamma^{d} u^{i} \| \\
& (4.70)+C \sum_{\substack{|b+c+d| \leq|a|+2 \\
|b|,|c|,|d| \leq|a|+1}}\left|\lambda^{\frac{1}{2}} \eta_{2}(\lambda, s)(1+s)^{-\frac{1}{2}}\right| \Gamma^{b} u^{i}\left\|\partial \Gamma^{c} u^{i}\right\| \partial \Gamma^{d} u^{i} \| .
\end{aligned}
$$

We easily see that the first term is dominated by $C[\partial u(s)]_{[(N+2) / 2]}^{2}\|\partial u(s)\|_{N+4}$.
To treat the second term, we divide the argument into two cases. First we assume $|b| \geq[(N+2) / 2]$. Since $1+\lambda$ is equivalent to $1+s$ for $(\lambda, s) \in \Lambda_{i}$ by (2.9), we have

$$
\begin{aligned}
& \left|\lambda^{\frac{1}{2}} \eta_{2}(\lambda, s)(1+s)^{-\frac{1}{2}}\right| \Gamma^{b} u^{i}\left\|\partial \Gamma^{c} u^{i}\right\| \partial \Gamma^{d} u^{i} \| \\
\leq & C[\partial u(s)]_{\left[\frac{N+2}{2}\right]}^{2}\left|\Gamma^{b} u^{i}(y, s)\right| \\
\leq & C\left(M_{N} \varepsilon+[\partial u]_{\left[\frac{N+4}{2}\right], s}^{2}\|\partial u\|_{N+6, s}\right)
\end{aligned}
$$

where we have used (4.1) with $k=[(N+4) / 2]$ and (4.55) with $\mu=0$ and $N$ replaced by $N+3$.

Next we assume $|b| \leq[(N+2) / 2]$. In this case, we have

$$
\begin{aligned}
& \left|\lambda^{\frac{1}{2}} \eta_{2}(\lambda, s)(1+s)^{-\frac{1}{2}}\right| \Gamma^{b} u^{i}\left\|\partial \Gamma^{c} u^{i}\right\| \partial \Gamma^{d} u^{i} \| \\
\leq & C\|\partial u(s)\|_{N+4}[\partial u(s)]_{\left[\frac{N+2}{2}\right]}\left|w_{i}(\lambda, s)(1+s)^{-\frac{1}{2}}\right| \Gamma^{b} u^{i}(\lambda, s) \| \\
\leq & C(1+s)^{\frac{1}{4}-\mu}\|\partial u(s)\|_{N+4}\left(\varepsilon+[\partial u]_{\left[\frac{N+2}{2}\right]+1, s}^{3}\right)
\end{aligned}
$$

where we have used (4.54), (2.8), (4.1) with $k=[(N+4) / 2]$, and (4.56). Taking $\mu$ such that $\mu>1 / 4$, we obtain

$$
\begin{equation*}
M_{3, N+1} \leq C\left(\left(1+\|\partial u\|_{N+4, t}\right) \varepsilon+[\partial u]_{\left[\frac{N+4}{2}\right], t}^{2}\|\partial u\|_{N+6, t}\right) \tag{4.71}
\end{equation*}
$$

Combining (4.60), (4.69), and (4.71) with (4.59), we obtain (4.3). This completes the proof.
5. Proof of Theorem 1.1. By the existence and the uniqueness of the local smooth solution of (1.1) and (1.2) (see, e.g., S. Klainerman [14]), it is enough to establish a uniform a priori estimate of $[\partial u(t)]_{N}$ for some large integer $N$. To deal with the $L^{2}$-norm in the right-hand side of (4.3), we need the following.

Proposition 5.1. Let $u^{i} \in C^{\infty}\left(\mathbf{R}^{2} \times[0, T)\right)$ be a solution of (1.1) and (1.2). Suppose that (1.5) holds. Then there exists a sufficiently small $\delta_{1}>0$ independent
of $T$ and a constant $C_{N}>0$ independent of $T$ and $\delta_{1}$ such that the following energy estimate holds for $0 \leq t<T$ :

$$
\begin{equation*}
\|\partial u(t)\|_{N} \leq C_{N}\|\partial u(0)\|_{N}(1+t)^{\left.C_{N}[\partial u]_{[ }^{2} \frac{N+1}{2}\right], t} \tag{5.1}
\end{equation*}
$$

provided (4.1) with $k=[(N+1) / 2]$ holds.
Proposition 5.2. Let $u^{i} \in C^{\infty}\left(\mathbf{R}^{2} \times[0, T)\right)$ be a solution of (1.1) and (1.2). Also let $0<\delta_{1}<1$ in (4.1). Suppose that (1.11) holds. Then there exists a constant $C_{N}>0$ independent of $T$ and $\delta_{1}$ such that the following energy estimate holds for $0 \leq t<T$ :

$$
\begin{align*}
\|\partial u(t)\|_{N}^{2} \leq C_{N}^{2}\{ & \|\partial u(0)\|_{N}^{2} \\
& \left.+\int_{0}^{t}(1+s)^{-\frac{5}{4}}\left([\partial u(s)]_{N+1}^{2}+\langle u(s)\rangle_{N+1}^{2}\right)\|\partial u(s)\|_{N+1}^{2} d s\right\} \tag{5.2}
\end{align*}
$$

provided (4.1) with $k=[(N+1) / 2]$ holds. Here we have set

$$
\langle u(s)\rangle_{k}=\sum_{i=1}^{m} \sum_{|a| \leq k} \sup _{\left\{x \in \mathbf{R}^{2}:(x, s) \in \Lambda_{i}\right\}}\left|\Gamma^{a} u^{i}(x, s)\right|
$$

Proof of Proposition 5.1. If we set

$$
\begin{equation*}
L_{i} v=\square_{i} v^{i}-\sum_{l=1}^{m} \sum_{\gamma, \delta=0}^{2} H_{i l}^{\gamma \delta}(\partial u) \partial_{\gamma} \partial_{\delta} v^{l}-K_{i}(\partial u) \quad \text { for } \quad v=\left(v^{1}, \ldots, v^{m}\right) \tag{5.3}
\end{equation*}
$$

we have an identity

$$
\begin{align*}
\frac{d}{d t} \int_{\mathbf{R}^{2}}\left\{\left(\partial_{t} v^{i}\right)^{2}\right. & +c_{i}^{2}\left|\nabla v^{i}\right|^{2}-\sum_{l=1}^{m} H_{i l}^{00}(\partial u) \partial_{t} v^{i} \partial_{t} v^{l}  \tag{5.4}\\
& \left.+\sum_{p, q=1}^{2} H_{i l}^{p q}(\partial u) \partial_{p} v^{i} \partial_{q} v^{q}\right\} d x=\int_{\mathbf{R}^{2}} J_{i}(v) d x
\end{align*}
$$

where

$$
\begin{aligned}
J_{i}(v)= & 2 L_{i} v \partial_{t} v^{i}-\sum_{l=1}^{m}\left(\partial_{t} H_{i l}^{00}(\partial u)\right) \partial_{t} v^{i} \partial_{t} v^{l}+2 \sum_{l=1}^{m} \sum_{p=1}^{2}\left(\partial_{p} H_{i l}^{p 0}(\partial u)\right) \partial_{t} v^{i} \partial_{t} v^{l} \\
& -2 \sum_{l=1}^{m} \sum_{p, q=1}^{2}\left(\partial_{p} H_{i l}^{p q}(\partial u)\right) \partial_{q} v^{i} \partial_{t} v^{l} \\
& +\sum_{l=1}^{m} \sum_{p, q=1}^{2}\left(\partial_{t} H_{i l}^{p q}(\partial u)\right) \partial_{p} v^{i} \partial_{q} v^{l}+2 K_{i}(\partial u) \partial_{t} v^{i} .
\end{aligned}
$$

Here we have used (1.5) and the divergence theorem. By (1.12), we have

$$
\left|H_{i l}^{\gamma \delta}(\partial u)\right|<\frac{1}{2 m} \min \left\{1, c_{m}^{2}\right\}
$$

if we take $\delta_{1}$ in (4.1) to be sufficiently small. Therefore, (5.4) yields

$$
\begin{equation*}
\|\partial v(t)\|_{0}^{2} \leq C\left(\|\partial v(0)\|_{0}^{2}+\sum_{i=1}^{m} \int_{0}^{t} d s \int_{\mathbf{R}^{2}}\left|J_{i}(v)\right| d x\right) \tag{5.5}
\end{equation*}
$$

Hence, if we take $v=\Gamma^{a} u(|a| \leq N)$ in (5.5), we have

$$
\begin{equation*}
\|\partial u(t)\|_{N}^{2} \leq C\left(\|\partial u(0)\|_{N}^{2}+\sum_{i=1}^{m} \sum_{|a| \leq N} \int_{0}^{t} d s \int_{\mathbf{R}^{2}}\left|J_{i}\left(\Gamma^{a} u\right)\right| d x\right) \tag{5.6}
\end{equation*}
$$

Furthermore, it follows from (1.12), (4.1), and the Leibniz rule that

$$
\begin{equation*}
\int_{\mathbf{R}^{2}}\left|J_{i}\left(\Gamma^{a} u\right)\right| d x \leq C|\partial u(s)|_{\left[\frac{N+1}{2}\right]}^{2}\|\partial u(s)\|_{N}^{2} \tag{5.7}
\end{equation*}
$$

Thus, combining (5.6) and (5.7) and using Gronwall's inequality, we have

$$
\begin{equation*}
\|\partial u(t)\|_{N} \leq C_{N}\|\partial u(0)\|_{N} \exp \left(\int_{0}^{t} C_{N}|\partial u(s)|_{\left[\frac{N+1}{2}\right]}^{2} d s\right) \tag{5.8}
\end{equation*}
$$

which yields (5.1), due to (2.5). This completes the proof.
Proof of Proposition 5.2. Multiplying $\partial_{t} \Gamma^{a} u^{i}$ by (3.9) and integrating it over $\mathbf{R}^{2} \times[0, t]$, we have

$$
\begin{equation*}
\left\|\partial u^{i}(t)\right\|_{N}^{2} \leq\left\|\partial u^{i}(0)\right\|_{N}^{2}+C_{N} \sum_{|b| \leq|a| \leq N} \int_{0}^{t} \int_{\mathbf{R}^{2}}\left|\Gamma^{b}\left(F^{i}\left(\partial u, \partial^{2} u\right)\right) \partial_{t} \Gamma^{a} u^{i}\right| d x d s \tag{5.9}
\end{equation*}
$$

We divide the function $F^{i}$ into three parts: $G^{i}, R^{i}$, and $N^{i}$ as in (1.12).
First, we derive the estimate for the higher-order term $G^{i}$. Using (2.5) and (4.1) with $k=[(N+1) / 2]$, we have

$$
\begin{equation*}
\left|\Gamma^{b} G^{i}(x, s)\right| \leq C_{N}(1+s)^{-\frac{3}{2}}[\partial u(s)]_{\left[\frac{N+1}{2}\right]}^{3} \sum_{j=1}^{m} \sum_{|c| \leq|b|+1}\left|\partial \Gamma^{c} u^{j}(x, s)\right| \tag{5.10}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\int_{\mathbf{R}^{2}}\left|\Gamma^{b}\left(G^{i}(x, s)\right) \partial_{t} \Gamma^{a} u^{i}\right| d x \leq C_{N}(1+s)^{-\frac{3}{2}}[\partial u(s)]_{\left[\frac{N+1}{2}\right]}^{3}\|\partial u(s)\|_{N+1}^{2} \tag{5.11}
\end{equation*}
$$

Second, we consider the resonance-form $R^{i}$. Without loss of generality, we may assume $l \neq i$ by (1.13). We now use the "resonance" property by the aid of (2.5), (2.6), and (2.4), namely,

$$
\begin{equation*}
\frac{1}{\left(w_{l} w_{i}\right)(|x|, s)} \leq \frac{C}{(1+s)^{\frac{5}{4}}} \tag{5.12}
\end{equation*}
$$

Using this estimate, we get

$$
\begin{aligned}
\left|\Gamma^{b}\left(R^{i}(x, s)\right) \partial_{t} \Gamma^{a} u^{i}\right| & \leq C_{N} \sum_{j, k,=1}^{m} \sum_{l \neq i} \sum_{|c+d+e| \leq|b|+1}\left|\Gamma^{c}\left(\partial u^{j}\right) \Gamma^{d}\left(\partial u^{k}\right) \Gamma^{e}\left(\partial u^{l}\right) \partial_{t} \Gamma^{a} u^{i}\right| \\
& \leq C_{N} \sum_{j, k=1}^{m} \sum_{|c+d| \leq|b|+1}(1+s)^{-\frac{5}{4}}[\partial u(s)]_{N+1}^{2}\left|\Gamma^{c}\left(\partial u^{j}\right) \Gamma^{d}\left(\partial u^{k}\right)\right|,
\end{aligned}
$$

which yields

$$
\begin{equation*}
\int_{\mathbf{R}^{2}}\left|\Gamma^{b}\left(R^{i}(x, s)\right) \partial_{t} \Gamma^{a} u^{i}\right| d x \leq C_{N}(1+s)^{-\frac{5}{4}}[\partial u(s)]_{N+1}^{2}\|\partial u(s)\|_{N+1}^{2} \tag{5.13}
\end{equation*}
$$

Finally, we treat the null-form $N^{i}$. When $(x, s) \in \Lambda_{i}^{c}$, we find from (2.7) that

$$
\left|\Gamma^{b}\left(N^{i}(x, s)\right)\right| \leq C_{N}(1+s)^{-\frac{3}{2}}[\partial u(s)]_{\left[\frac{N+1}{2}\right]}^{2} \sum_{|c| \leq|b|+1}\left|\partial \Gamma^{c} u^{i}(x, s)\right| .
$$

When $(x, s) \in \Lambda_{i}$, it follows from Proposition 3.1 and (2.5) that

$$
\begin{aligned}
\left|\Gamma^{b}\left(N^{i}(x, s)\right)\right| & \leq C_{N}\left((1+s)^{-\frac{1}{2}} \Phi_{b}^{i}+(1+s)^{-1} \Theta_{b}^{i}\right) \\
& \leq C_{N}(1+s)^{-\frac{3}{2}}\left([\partial u(s)]_{N+1}^{2}+[\partial u(s)]_{N+1}\langle u(s)\rangle_{N+1}\right) \sum_{|c| \leq|b|+1}\left|\partial \Gamma^{c} u^{i}(x, s)\right|
\end{aligned}
$$

Therefore, we get

$$
\begin{align*}
& \int_{\mathbf{R}^{2}}\left|\Gamma^{b}\left(N^{i}(x, s)\right) \partial_{t} \Gamma^{a} u^{i}\right| d x  \tag{5.14}\\
\leq & \left\|\Gamma^{b}\left(N^{i}(s)\right)\right\|_{0}\|\partial u(s)\|_{N+1} \\
\leq & C_{N}(1+s)^{-\frac{3}{2}}\left([\partial u(s)]_{N+1}^{2}+\langle u(s)\rangle_{N+1}^{2}\right)\|\partial u(s)\|_{N+1}^{2} .
\end{align*}
$$

Combining (5.11), (5.13), and (5.14) with (5.9), we obtain (5.2). The proof is complete.

Corollary 5.1. Let $u^{i} \in C^{\infty}\left(\mathbf{R}^{2} \times[0, T)\right)$ be a solution of (1.1) and (1.2). Suppose that (1.5) and (1.11) hold. Then there exist a sufficiently small $\delta_{1}>0$ independent of $T$ and a constant $C_{N}>0$ independent of $T$ and $\delta_{1}$ such that the following holds for $0 \leq t<T$ :

$$
\begin{equation*}
\|\partial u(t)\|_{N+6}^{2} \leq C_{N}^{2} \varepsilon^{2}\left\{1+\int_{0}^{t}(1+s)^{-\frac{5}{4}+4 C_{N}[\partial u]_{\left[\frac{N+14}{2}\right], s}^{2}} d s\right\} \tag{5.15}
\end{equation*}
$$

provided (4.1) with $k=[(N+14) / 2]$ holds and $0<\varepsilon \leq 1$.
Proof. It follows from (4.3) and (5.1) that for $0 \leq s \leq t$

$$
\begin{equation*}
[\partial u(s)]_{N+7} \leq C_{N}\left(\varepsilon+\left(\varepsilon+\delta_{1}^{2}\right)\|\partial u\|_{N+13, s}\right) \tag{5.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\partial u\|_{N+13, s} \leq C_{N} \varepsilon(1+s)^{C_{N}[\partial u]_{\left[\frac{N+14}{2}\right], s}^{2}} \tag{5.17}
\end{equation*}
$$

because $\|\partial u(0)\|_{N+13} \leq C_{N} \varepsilon$ for sufficiently small $\delta_{1}$. Therefore, we have

$$
\begin{equation*}
[\partial u(s)]_{N+7} \leq C_{N}\left(1+\varepsilon+\delta_{1}^{2}\right) \varepsilon(1+s)^{C_{N}[\partial u]^{2}}\left[\frac{N+14}{2}\right], s . \tag{5.18}
\end{equation*}
$$

Moreover, $\langle u(s)\rangle_{N+7}$ has the same estimate as $[\partial u(s)]_{N+7}$, because of (4.55). Now (5.15) follows from (5.2) and (5.18) together with (5.17). The proof is complete.

End of the proof of Theorem 1.1. As we stated at the beginning of the present section, what we need to prove Theorem 1.1 is an a priori estimate for $[\partial u(t)]_{N}$. We fix an integer $N$ satisfying $N \geq 13$, which guarantees $[(N+14) / 2] \leq N$. We take a
positive constant $B_{N}$ such that $B_{N} \geq 2 \tilde{C}_{N}$ and $B_{N} \geq M_{N}$, where $M_{N}$ is the constant in (4.6) and $\tilde{C}_{N}$ is the constant larger than $C_{N}$ appearing in (4.3) and (5.15). We also take $\varepsilon_{1}$ such that

$$
\begin{equation*}
0<\varepsilon_{1} \leq 1 \quad \text { and } \quad 3 B_{N} \varepsilon_{1} \leq \delta_{1} \tag{5.19}
\end{equation*}
$$

where $\delta_{1}$ is the smallest one taken in Proposition 4.1 and Corollary 5.1. Moreover, set

$$
\begin{align*}
T_{\varepsilon}= & \sup \left\{T>0:(1.1) \text { and }(1.2) \text { have a solution } u^{i} \text { in } C^{\infty}\left(\mathbf{R}^{2} \times[0, T)\right)\right.  \tag{5.20}\\
& \text { and } \left.[\partial u]_{N, T} \leq 3 B_{N} \varepsilon \text { holds }\right\} .
\end{align*}
$$

We can see that $T_{\varepsilon}>0$, because of the existence of a local solution, the continuity of $[\partial u]_{N, t}$, and (4.5). Then, for each $\varepsilon$ satisfying $0<\varepsilon \leq \varepsilon_{1}$, we have $u^{i} \in C^{\infty}\left(\mathbf{R}^{2} \times\right.$ $\left.\left[0, T_{\varepsilon}\right)\right)$ and

$$
[\partial u]_{\left[\frac{N+14}{2}\right], T_{\varepsilon}} \leq[\partial u]_{N, T_{\varepsilon}} \leq \delta_{1}
$$

which imply that (4.3) and (5.15) hold. In particular, we have for $0 \leq t<T_{\varepsilon}$

$$
\begin{equation*}
\|\partial u(t)\|_{N+6} \leq \tilde{C}_{N} \varepsilon\left\{1+\int_{0}^{t}(1+s)^{-\frac{5}{4}+4 \tilde{C}_{N}[\partial u]}\left[\frac{N+14}{2}\right], s t s\right\}^{\frac{1}{2}} \tag{5.21}
\end{equation*}
$$

Now, we take $\varepsilon_{0}$ to be

$$
\begin{equation*}
0<\varepsilon_{0} \leq \varepsilon_{1}, \quad 3 \tilde{C}_{N} \varepsilon_{0} \leq 1, \quad \text { and } \quad 12 \tilde{C}_{N} B_{N} \varepsilon_{0} \leq \frac{1}{8} \tag{5.22}
\end{equation*}
$$

and fix an $\varepsilon$ in $\left[0, \varepsilon_{0}\right)$ in the following. Then, by (5.21), (5.20), and (5.22), we have for $0 \leq t<T_{\varepsilon}$

$$
\begin{aligned}
\|\partial u(t)\|_{N+6} & \leq \tilde{C}_{N} \varepsilon\left(1+\int_{0}^{t}(1+s)^{-\frac{9}{8}} d s\right)^{\frac{1}{2}} \\
& \leq 1
\end{aligned}
$$

Substituting this into (4.3) and using (5.20), we have

$$
[\partial u]_{N, T_{\varepsilon}} \leq \tilde{C}_{N}\left(2 \varepsilon+3 B_{N} \varepsilon[\partial u]_{\left[\frac{N+4}{2}\right], T_{\varepsilon}}\right)
$$

Hence, by $B_{N} \geq 2 \tilde{C}_{N}$ and (5.22), we have

$$
\begin{equation*}
[\partial u]_{N, T_{\varepsilon}} \leq 2 B_{N} \varepsilon \tag{5.23}
\end{equation*}
$$

By the blowup criterion (see, e.g., [22, Theorem 2.2, p. 31]), we see that if $T_{\varepsilon}<+\infty$, we must have $\lim _{t \rightarrow T_{\varepsilon}-0}[\partial u]_{N, T}=3 B_{N} \varepsilon$, which contradicts (5.23). Therefore, we have $T_{\varepsilon}=+\infty$. This completes the proof of Theorem 1.1.
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#### Abstract

The existence and comparison theorem of solutions is first established for the quasimonotone delayed reaction-diffusion equations on $R$ by appealing to the theory of abstract functional differential equations. The global asymptotic stability, Liapunov stability, and uniqueness of traveling wave solutions are then proved by the elementary super- and subsolution comparison and squeezing methods.
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1. Introduction. Traveling wave solutions have been widely studied for nonlinear reaction-diffusion equations modeling a variety of physical and biological phenomena (see, e.g., [3], [11], monograph [16], and references therein). More recently, Chen [1] studied the existence, uniqueness, and global asymptotic stability of traveling wave solutions in nonlocal evolution equations with bistable nonlinearities. A basic assumption in [1] is the comparison principle. Shen [12] investigated these problems for traveling wave solutions in temporally almost periodic reaction-diffusion equations with bistable nonlinearities. In [9], Ogiwara and Matano discussed the monotonicity and stability of pseudotraveling wave solutions in temporally or spatially periodic media as an application of their general theory on stable equilibria in order-preserving systems in the presence of symmetry.

Recently, great attention has also been paid to reaction-diffusion equations with time delays (see, e.g., [15], [7], [8], [4], monograph [17], and references therein). Most of the known results in this direction are about the existence, comparison, monotonicity, bifurcations, and asymptotic behavior of solutions to delayed reaction-diffusion equations on a bounded spatial domain. Schaaf [13] first studied traveling wave solutions for some delayed reaction-diffusion equations and, in particular, proved the existence of monotone traveling wave solutions and uniqueness of wave speeds for the delayed reaction-diffusion equations with quasi-monotone and bistable nonlinearities by a phase plane analysis method. In [18], Zou and Wu obtained the existence of traveling waves in some delayed reaction-diffusion systems via the monotone iteration method. As a consequence of the delayed reaction term, the study of uniqueness and global asymptotic stability of traveling wave solutions becomes relatively more difficult. This paper is devoted to the study of global asymptotic stability with phase shift, Liapunov stability, and uniqueness up to translation of traveling wave solutions in delayed reaction-diffusion equations with quasi-monotone and bistable nonlinearities. The first key point is to establish a refined comparison principle for this class of delayed reaction-diffusion equations defined on the whole real line $R$. We do this by appealing to the theory of abstract functional differential equations developed in [7]

[^23]and properties of the analytic semigroup generated by the one-dimensional Laplacian operator on the Banach space of all bounded and uniformly continuous functions on $R$. In order to prove global asymptotic stability of monotone traveling wave solutions, we have borrowed a "squeezing" technique introduced in [1], which is similar in spirit to a "contracting rectangles" approach developed in [8] for quasi-monotone delayed reaction-diffusion systems on a bounded spatial domain. The Liapunov stability of monotone traveling waves and the uniqueness of traveling waves are then proved by using an elementary super- and subsolution comparison method and the established global asymptotic stability of monotone traveling waves.

We note that the recent publication [9] contains results related to ours on traveling wave solutions for delayed reaction-diffusion equations. These authors show that monotone traveling waves are locally asymptotically stable with phase shift. By contrast, our results allow replacing locally with globally and exponentially in their result and are based on more elementary methods.

The organization of this paper is as follows. In section 2, we establish an existence and comparison theorem for quasi-monotone delayed reaction-diffusion equations on $R$ (Theorem 2.2). For use in the next section, we also prove three technical lemmas about the construction of super- and subsolutions and the derivative of profiles of monotone traveling wave solutions (Lemmas 2.3, 2.4, and 2.5). In section 3, we first prove two lemmas about the iteration and ultimate estimation of solutions (Lemmas 3.1 and 3.2 ); then we establish the global exponential stability with phase shift of monotone traveling wave solutions (Theorem 3.3), Liapunov stability, and uniqueness up to translation of traveling wave solutions (Theorem 3.4).
2. Existence and comparison of solutions. Consider delayed reaction-diffusion equations

$$
\begin{cases}\frac{\partial u}{\partial t} & =d \Delta u+f(u(x, t), u(x, t-\tau)), \quad x \in R, t>0  \tag{2.1}\\ u(x, s) & =\varphi(x, s), \quad x \in R, s \in[-\tau, 0]\end{cases}
$$

where $d>0, \tau \geq 0$, and $\Delta$ is the Laplacian operator on $R$. We will impose the following conditions on $f(\cdot, \cdot)$.
(H1) $f \in C^{1}\left(I^{2}, R\right)$ for some open interval $I \subset R$ with $[0,1] \subset I ; \partial_{2} f(u, v) \geq 0$, for $(u, v) \in I^{2}$.
(H2) $f(0,0)=f(1,1)=0, \partial_{1} f(0,0)+\partial_{2} f(0,0)<0$, and $\partial_{1} f(1,1)+\partial_{2} f(1,1)<0$.
Let $X=B U C(R, R)$ be the Banach space of all bounded and uniformly continuous functions from $R$ into $R$ with the usual supremum norm. Let $X^{+}=\{\varphi \in$ $X ; \varphi(x) \geq 0, x \in R\}$. It is easy to see that $X^{+}$is a closed cone of $X$ and its induced partial ordering makes $X$ into a Banach lattice. By [2, Theorem 1.5], it then follows that the $X$-realization $d \Delta_{X}$ of $d \Delta$ generates a strongly continuous analytic semigroup $T(t)$ on $X$ and $T(t) X^{+} \subset X^{+}, t \geq 0$. Moreover, by the explicit expression of solutions of the heat equation

$$
\begin{cases}\frac{\partial u}{\partial t} & =d \Delta u, \quad x \in R, t>0  \tag{2.2}\\ u(x, 0) & =\varphi(x), \quad x \in R\end{cases}
$$

we have

$$
\begin{gather*}
T(t) \varphi(x)=  \tag{2.3}\\
\frac{1}{\sqrt{4 \pi d t}} \int_{-\infty}^{\infty} \exp \left(-\frac{(x-y)^{2}}{4 d t}\right) \varphi(y) d y \\
x \in R, \quad t>0, \quad \varphi_{(\cdot)} \in X
\end{gather*}
$$

Let $f_{0}(\cdot): I \rightarrow R$ be defined by $f_{0}(u)=f(u, u), u \in I$. By the continuity of $f_{0}$ and condition (H2), it then easily follows that there exist $\delta_{0}, a^{-}, a^{+} \in(0,1)$ with $\left[-\delta_{0}, 1+\delta_{0}\right] \subset I$ and $a^{-} \leq a^{+}$such that $f_{0}(\cdot):\left[-\delta_{0}, 1+\delta_{0}\right] \rightarrow R$ satisfies

$$
\begin{align*}
& f_{0}(0)=f_{0}\left(a^{-}\right)=f_{0}\left(a^{+}\right)=f_{0}(1)=0 \\
& f_{0}(u)>0 \text { for } u \in\left[-\delta_{0}, 0\right) \cup\left(a^{+}, 1\right)  \tag{2.4}\\
& \text { and } f_{0}(u)<0 \text { for } u \in\left(0, a^{-}\right) \cup\left(1,1+\delta_{0}\right]
\end{align*}
$$

Let $L_{i}=\max \left\{\left|\partial_{i} f(u, v)\right| ;-\delta_{0} \leq u, v \leq 1+\delta_{0}\right\}, i=1,2$, and define

$$
\theta(J, t)=\frac{1}{\sqrt{4 \pi d t}} \exp \left(-L_{1} t-\frac{(J+1)^{2}}{4 d t}\right), \quad J \geq 0, t>0
$$

Clearly, $\theta \in C([0, \infty) \times(0, \infty), R)$.
Let $C=C([-\tau, 0], X)$ be the Banach space of continuous functions from $[-\tau, 0]$ into $X$ with the supremum norm, and let $C^{+}=\left\{\varphi \in C ; \varphi(s) \in X^{+}, s \in[-\tau, 0]\right\}$. Then $C^{+}$is a positive cone of $C$. For convenience, we identify an element $\varphi \in C$ as a function from $R \times[-\tau, 0]$ into $R$ defined by $\varphi(x, s)=(\varphi(s))(x)$. For any continuous function $w(\cdot):[-\tau, b) \rightarrow X, b>0$, we define $w_{t} \in C, t \in[0, b)$, by $w_{t}(s)=w(t+s)$, $s \in[-\tau, 0]$. It is then easy to see that $t \mapsto w_{t}$ is a continuous function from $[0, b)$ to $C$. For any $\varphi \in\left[-\delta_{0}, 1+\delta_{0}\right]_{C}=\left\{\varphi \in C ; \varphi(x, s) \in\left[-\delta_{0}, 1+\delta_{0}\right], x \in R, s \in[-\tau, 0]\right\}$, define $F(\varphi)(x)=f(\varphi(x, 0), \varphi(x,-\tau)), x \in R$. By the global Lipschitz continuity of $f(\cdot, \cdot)$ on $\left[-\delta_{0}, 1+\delta_{0}\right]^{2}$, we can verify that $F(\varphi) \in X$ and $F:\left[-\delta_{0}, 1+\delta_{0}\right]_{C} \rightarrow X$ is globally Lipschitz continuous.

Definition 2.1. A continuous function $v:[-\tau, b) \rightarrow X, b>0$, is called $a$ supersolution (subsolution) of (2.1) on $[0, b)$ if

$$
\begin{equation*}
v(t) \geq(\leq) T(t-s) v(s)+\int_{s}^{t} T(t-r) F\left(v_{r}\right) d r \tag{2.5}
\end{equation*}
$$

for all $0 \leq s<t<b$. If $v$ is both a supersolution and a subsolution on $[0, b)$, then we call it a mild solution of (2.1).

Remark 2.1. Assume that there is a $v \in B U C(R \times[-\tau, b], R), b>0$, such that $v$ is $C^{2}$ in $x \in R, C^{1}$ in $t \in(0, b)$, and

$$
\begin{equation*}
\frac{\partial v}{\partial t} \geq(\leq) d \Delta v+f(v(x, t), v(x, t-\tau)), \quad x \in R, t \in(0, b) \tag{2.6}
\end{equation*}
$$

Then, by the positivity of the linear semigroup $T(t): X \rightarrow X$, it easily follows that (2.5) holds. Hence $v$ is a supersolution (subsolution) of $(2.1)$ on $[0, b)$.

Now we are in a position to establish the following existence and comparison theorem for (2.1).

Theorem 2.2. Assume that (H1) and (H2) hold. Then for any $\varphi \in\left[-\delta_{0}, 1+\delta_{0}\right]_{C}$, (2.1) has a unique mild solution $u(x, t, \varphi)$ on $[0, \infty)$ and $u(x, t, \varphi)$ is a classical solution to (2.1) for $(x, t) \in R \times(\tau, \infty)$. Furthermore, for any pair of supersolution $u(x, t)$ and subsolution $w(x, t)$ of (2.1) on $[0, \infty)$ with $-\delta_{0} \leq u(x, t), w(x, t) \leq 1+\delta_{0}, x \in R$, $t \in[-\tau, \infty)$, and $u(x, s) \geq w(x, s), x \in R, s \in[-\tau, 0]$, there holds $u(x, t) \geq w(x, t)$ for $x \in R, t \geq 0$, and

$$
u(x, t)-w(x, t) \geq \theta\left(J, t-t_{0}\right) \int_{z}^{z+1}\left(u\left(y, t_{0}\right)-w\left(y, t_{0}\right)\right) d y
$$

for any $J \geq 0, x$ and $z \in R$ with $|x-z| \leq J$, and $t>t_{0} \geq 0$.
Proof. Under an abstract setting in [7], a mild solution of (2.1) is a solution to its associated integral equation

$$
\left\{\begin{array}{l}
u(t)=T(t) \varphi(0)+\int_{0}^{t} T(t-r) F\left(u_{r}\right) d r, \quad t>0  \tag{2.7}\\
u_{0}=\varphi \in\left[-\delta_{0}, 1+\delta_{0}\right]_{C}
\end{array}\right.
$$

By the choice of $\delta_{0}$ in (2.4), we have $f\left(1+\delta_{0}, 1+\delta_{0}\right)<0$ and $f\left(-\delta_{0},-\delta_{0}\right)>0$. Clearly, $v^{+}=1+\delta_{0}$ and $v^{-}=-\delta_{0}$ are an ordered pair of super- and subsolutions of (2.1) on $[0, \infty)$. As aforementioned, $F:\left[-\delta_{0}, 1+\delta_{0}\right]_{C} \rightarrow X$ is globally Lipschitz continuous. We further claim that $F$ is quasi-monotone on $\left[-\delta_{0}, 1+\delta_{0}\right]_{C}$ in the sense that

$$
\begin{equation*}
\lim _{h \rightarrow 0^{+}} \frac{1}{h} \operatorname{dist}\left(\psi(0)-\varphi(0)+h[F(\psi)-F(\varphi)] ; X^{+}\right)=0 \tag{2.8}
\end{equation*}
$$

for all $\psi, \varphi \in\left[-\delta_{0}, 1+\delta_{0}\right]_{C}$ with $\psi \geq \varphi$.
Indeed it follows from condition (H1) that

$$
\begin{align*}
F(\psi)-F(\varphi) & =f(\psi(\cdot, 0), \psi(\cdot,-\tau))-f(\varphi(\cdot, 0), \varphi(\cdot,-\tau)) \\
& \geq f(\psi(\cdot, 0), \varphi(\cdot,-\tau))-f(\varphi(\cdot, 0), \varphi(\cdot,-\tau)) \\
& \geq-L_{1}(\psi(0)-\varphi(0)) \quad \text { in } X \tag{2.9}
\end{align*}
$$

and hence, for any $h>0$ satisfying $h L_{1}<1$,

$$
\psi(0)-\varphi(0)+h[F(\psi)-F(\varphi)] \geq\left(1-L_{1} h\right)(\psi(0)-\varphi(0)) \geq 0 \quad \text { in } X
$$

Then the existence and uniqueness of $u(x, t, \varphi)$ follows from [7, Corollary 5] with $S(t, s)=T(t, s)=T(t-s), t \geq s \geq 0$, and $B(t, \varphi) \equiv F(\varphi)$. Moreover, by a semigroup theory argument given in the proof of [7, Theorem 1], it follows that $u(x, t, \varphi)$ is a classical solution for $t>\tau$.

For simplicity, let $\psi(x, s)=u(x, s), \varphi(x, s)=w(x, s), x \in R, s \in[-\tau, 0]$. Then $\psi, \varphi \in\left[-\delta_{0}, 1+\delta_{0}\right]_{C}$ with $\psi \geq \varphi$ in $C$. Again by [7, Corollary 5], we have

$$
\begin{equation*}
1+\delta_{0} \geq u(x, t, \psi) \geq u(x, t, \varphi) \geq-\delta_{0}, \quad x \in R, t \geq 0 \tag{2.10}
\end{equation*}
$$

By applying [7, Corollary 5] with $v^{+}(x, t)=1+\delta_{0}$ and $v^{-}(x, t)=w(x, t), v^{+}(x, t)=$ $u(x, t)$ and $v^{-}(x, t)=-\delta_{0}$, respectively, we get

$$
\begin{equation*}
w(x, t) \leq u(x, t, \varphi) \leq 1+\delta_{0}, \quad x \in R, t \geq 0 \tag{2.11}
\end{equation*}
$$

and

$$
\begin{equation*}
-\delta_{0} \leq u(x, t, \psi) \leq u(x, t), \quad x \in R, t \geq 0 \tag{2.12}
\end{equation*}
$$

Combining (2.10)-(2.12), we have $u(x, t) \geq w(x, t)$ for all $x \in R$ and $t \geq 0$.
It remains to prove the last inequality in the theorem. Let $v(x, t)=u(x, t)-$ $w(x, t), x \in R, t \in[-\tau, \infty)$. Then $v(x, t) \geq 0, x \in R, t \in[-\tau, \infty)$. Clearly, $u_{t}, w_{t} \in\left[-\delta_{0}, 1+\delta_{0}\right]_{C}$ with $u_{t} \geq w_{t}$ in $C$ for all $t \geq 0$. For any given $t_{0} \geq 0$, by Definition 2.1 and (2.9), it then follows that, for all $t \geq t_{0}$,

$$
\begin{align*}
v(t) & \geq T\left(t-t_{0}\right) v\left(t_{0}\right)+\int_{t_{0}}^{t} T(t-r)\left(F\left(u_{r}\right)-F\left(w_{r}\right)\right) d r \\
& \geq T\left(t-t_{0}\right) v\left(t_{0}\right)-L_{1} \int_{t_{0}}^{t} T(t-r) v(r) d r \tag{2.13}
\end{align*}
$$

Let

$$
z(t)=e^{-L_{1}\left(t-t_{0}\right)} T\left(t-t_{0}\right) v\left(t_{0}\right), \quad t \geq t_{0}
$$

Then $z(t)$ satisfies

$$
\begin{equation*}
z(t)=T\left(t-t_{0}\right) z\left(t_{0}\right)-L_{1} \int_{t_{0}}^{t} T(t-r) z(r) d r, \quad t \geq t_{0} \tag{2.14}
\end{equation*}
$$

By [7, Proposition 3] with $v^{-} \equiv z(t), v^{+}=+\infty, S(t, s)=S^{-}(t, s)=T(t, s)=T(t-s)$, $t \geq s \geq 0$, and $B(t, \varphi) \equiv B^{-}(t, \varphi) \equiv-L_{1} \varphi(0)$, we have $v(t) \geq z(t)$ for all $t \geq t_{0}$. Thus it follows that

$$
\begin{equation*}
u(t)-w(t) \geq e^{-L_{1}\left(t-t_{0}\right)} T\left(t-t_{0}\right)\left(u\left(t_{0}\right)-w\left(t_{0}\right)\right), \quad t \geq t_{0} \tag{2.15}
\end{equation*}
$$

Combining (2.3), (2.15), and the definition of $\theta \in C([0, \infty) \times(0, \infty), R)$, we then have

$$
\begin{equation*}
u(x, t)-w(x, t) \geq \theta\left(J, t-t_{0}\right) \int_{z}^{z+1}\left(u\left(y, t_{0}\right)-w\left(y, t_{0}\right)\right) d y \tag{2.16}
\end{equation*}
$$

for all $x \in R$ with $|x-z| \leq J$ and $t>t_{0} \geq 0$.
This completes the proof.
For delayed reaction-diffusion equation (2.1), we are interested in its traveling wave solutions which connect two equilibria 0 and 1 . Without loss of generality, throughout this paper, by a traveling wave we refer to a solution of the form of $u(x, t)=U(x-c t), x \in R, t \in R$, with the property that

$$
\begin{equation*}
\lim _{\xi \rightarrow \infty} U(\xi)=1, \quad \lim _{\xi \rightarrow-\infty} U(\xi)=0 \tag{2.17}
\end{equation*}
$$

where $U(\xi)$ is a function on $R$ and $c$ is a constant real number. As usual, $|c|$ is called the wave speed and $U$ the profile of the wave front. Moreover, we say a traveling wave $U(x-c t)$ is a monotone if $U(\cdot): R \rightarrow R$ is a strictly increasing function.

Lemma 2.3. Assume that (H1) and (H2) hold and let $U(x-c t)$ be a monotone traveling wave solution. Then there exist three positive numbers $\beta_{0}$ (which is independent of $U), \sigma_{0}$, and $\bar{\delta}$ such that for any $\delta \in(0, \bar{\delta}]$ and every $\xi_{0} \in R$, the functions $w^{+}$ and $w^{-}$defined by

$$
w^{ \pm}(x, t):=U\left(x-c t+\xi_{0} \pm \sigma_{0} \delta\left[1-e^{-\beta_{0} t}\right]\right) \pm \delta e^{-\beta_{0} t}
$$

are a supersolution and a subsolution of (2.1) on $[0, \infty)$, respectively.
Proof. Clearly, $0<U(\xi)<1$, and hence, $0<U(x-c t)<1, x \in R, t \in R$. By Theorem 2.2 and monotonicity of $U(\cdot)$, it follows that $U(\cdot) \in C^{1}(R)$ and $U^{\prime}(\xi)>0$, $\xi \in R$. Since

$$
\lim _{(u, v, \beta) \rightarrow(0,0,0)}\left(\partial_{1} f(u, v)+e^{\beta \tau} \partial_{2} f(u, v)+\beta\right)=\partial_{1} f(0,0)+\partial_{2} f(0,0)<0
$$

and

$$
\lim _{(u, v, \beta) \rightarrow(1,1,0)}\left(\partial_{1} f(u, v)+e^{\beta \tau} \partial_{2} f(u, v)+\beta\right)=\partial_{1} f(1,1)+\partial_{2} f(1,1)<0
$$

we can fix $\beta_{0}>0$ and $\delta^{*} \in\left(0, \delta_{0}\right)$ such that

$$
\begin{equation*}
\partial_{1} f(u, v)+e^{\beta_{0} \tau} \partial_{2} f(u, v)<-\beta_{0} \text { for all }(u, v) \in\left[-\delta^{*}, \delta^{*}\right]^{2} \cup\left[1-\delta^{*}, 1+\delta^{*}\right]^{2} \tag{2.18}
\end{equation*}
$$

Let $c_{0}=\tau|c|+\left(e^{\beta_{0} \tau}-1\right)$. By (2.17), there exists $M_{0}=M_{0}\left(U, \beta_{0}, \delta^{*}\right)>0$ such that

$$
\begin{align*}
& U(\xi) \geq 1-\frac{\delta^{*}}{2} \quad \text { for all } \xi \geq M_{0}-c_{0} \\
& U(\xi) \leq \frac{\delta^{*}}{2} \quad \text { for all } \xi \leq-M_{0}+c_{0} \tag{2.19}
\end{align*}
$$

Take

$$
\begin{aligned}
c_{1}= & c_{1}\left(\beta_{0}, \delta^{*}\right)=\max \left\{\left|\partial_{1} f(u, v)\right| ;(u, v) \in\left[-\delta^{*}, 1+\delta^{*}\right]^{2}\right\} \\
& +e^{\beta_{0} \tau} \max \left\{\left|\partial_{2} f(u, v)\right| ;(u, v) \in\left[-\delta^{*}, 1+\delta^{*}\right]^{2}\right\}
\end{aligned}
$$

$m_{0}=m_{0}\left(U, \beta_{0}, \delta^{*}\right)=\min \left\{U^{\prime}(\xi) ;|\xi| \leq M_{0}\right\}>0$, and define

$$
\sigma_{0}=\sigma_{0}\left(U, \beta_{0}, \delta^{*}\right)=\frac{\beta_{0}+c_{1}}{m_{0} \beta_{0}}>0, \quad \bar{\delta}=\bar{\delta}\left(U, \beta_{0}, \delta^{*}\right)=\min \left\{\frac{1}{\sigma_{0}}, \frac{\delta^{*}}{2} \cdot e^{-\beta_{0} \tau}\right\}>0
$$

We prove only $w^{+}(x, t)$ is a supersolution of (2.1) since the proof for $w^{-}(x, t)$ is analogous. By a translation, we can assume that $\xi_{0}=0$. For any given $\delta \in(0, \bar{\delta}]$, let $\xi(t)=x-c t+\sigma_{0} \delta\left[1-e^{-\beta_{0} t}\right]$. It then follows that $\xi(t)+c \tau \geq \xi(t-\tau)$ and $|\xi(t-\tau)-\xi(t)|=\left|c \tau+\sigma_{0} \delta e^{-\beta_{0} t}\left[1-e^{\beta_{0} \tau}\right]\right| \leq c_{0}$ for all $t \geq 0$. Since $U(x-c t)$ is a solution of (2.1), we have

$$
\begin{equation*}
d U^{\prime \prime}(\xi)+c U^{\prime}(\xi)+f(U(\xi), U(\xi+c \tau))=0, \xi \in R \tag{2.20}
\end{equation*}
$$

Notice that $U^{\prime}(\xi)>0$ and $\partial_{2} f(\cdot, \cdot) \geq 0$. It then follows that, for any $t \geq 0$,

$$
\begin{aligned}
& \frac{\partial w^{+}(x, t)}{\partial t}-d \Delta w^{+}(x, t)-f\left(w^{+}(x, t), w^{+}(x, t-\tau)\right) \\
&= U^{\prime}(\xi(t))\left(-c+\sigma_{0} \delta \beta_{0} e^{-\beta_{0} t}\right)-\beta_{0} \delta e^{-\beta_{0} t} \\
&-d U^{\prime \prime}(\xi(t))-f\left(U(\xi(t))+\delta e^{-\beta_{0} t}, U(\xi(t-\tau))+\delta e^{-\beta_{0}(t-\tau)}\right) \\
&=\left(U^{\prime}(\xi(t)) \sigma_{0} \beta_{0}-\beta_{0}\right) \delta e^{-\beta_{0} t}+f(U(\xi(t)), U(\xi(t)+(c \tau))) \\
&(2.21)-f\left(U(\xi(t))+\delta e^{-\beta_{0} t}, U\left(\xi(t-\tau)+\delta e^{-\beta_{0}(t-\tau)}\right)\right. \\
& \geq\left(U^{\prime}(\xi(t)) \sigma_{0} \beta_{0}-\beta_{0}\right) \delta e^{-\beta_{0} t}+f(U(\xi(t)), U(\xi(t-\tau))) \\
& \quad-f\left(U(\xi(t))+\delta e^{-\beta_{0} t}, U(\xi(t-\tau))+\delta e^{-\beta_{0}(t-\tau)}\right) \\
&= \delta e^{-\beta_{0} t}\left[U^{\prime}(\xi(t)) \sigma_{0} \beta_{0}-\beta_{0}-\int_{0}^{1}\left(\partial _ { 1 } f \left(U(\xi(t))+s \delta e^{-\beta_{0} t}, U(\xi(t-\tau))\right.\right.\right. \\
&\left.\left.\left.+s \delta e^{-\beta_{0}(t-\tau)}\right)+e^{\beta_{0} \tau} \partial_{2} f\left(U(\xi(t))+s \delta e^{-\beta_{0} t}, U(\xi(t-\tau))+s \delta e^{-\beta_{0}(t-\tau)}\right)\right) d s\right] .
\end{aligned}
$$

We distinguish among three cases.
Case (i) $|\xi(t)| \leq M_{0}$ : By the choice of $M_{0}$ and $c_{1}$, the absolute value of the integral in (2.21) is less than or equal to $c_{1}$. Then, by the choice of $\sigma_{0}$, we have

$$
\begin{align*}
& \frac{\partial w^{+}(x, t)}{\partial t}-d \Delta w^{+}(x, t)-f\left(w^{+}(x, t), w^{+}(x, t-\tau)\right) \\
& \quad \geq\left[m_{0} \sigma_{0} \beta_{0}-\beta_{0}-c_{1}\right] \cdot \delta e^{-\beta_{0} t}=0 \tag{2.22}
\end{align*}
$$

Case (ii) $\xi(t) \geq M_{0}$ : Clearly, $\xi(t-\tau)=\xi(t)+\xi(t-\tau)-\xi(t) \geq M_{0}-c_{0}$. Then, by $(2.19), 1-\frac{\delta^{*}}{2} \leq U(\xi(t)), U(\xi(t-\tau)) \leq 1$. Thus we have

$$
1-\frac{\delta^{*}}{2} \leq U(\xi(t))+\delta e^{-\beta_{0} t} \leq 1+\frac{\delta^{*}}{2}
$$

and

$$
1-\frac{\delta^{*}}{2} \leq U(\xi(t-\tau))+\delta e^{-\beta_{0}(t-\tau)} \leq 1+\delta e^{\beta_{0} \tau} \cdot e^{-\beta_{0} t} \leq 1+\frac{\delta^{*}}{2}
$$

Therefore, by (2.21) and (2.18), it follows that

$$
\begin{align*}
& \frac{\partial w^{+}(x, t)}{\partial t}-d \Delta w^{+}(x, t)-f\left(w^{+}(x, t), w^{+}(x, t-\tau)\right) \\
& \quad \geq\left[U^{\prime}(\xi(t)) \sigma_{0} \beta_{0}-\beta_{0}-\left(-\beta_{0}\right)\right] \delta e^{-\beta_{0} t} \geq 0 \tag{2.23}
\end{align*}
$$

Case (iii) $\xi(t) \leq-M_{0}$ : Clearly, $\xi(t-\tau) \leq \xi(t)+\xi(t-\tau)-\xi(t) \leq-M_{0}+c_{0}$.
Then, again by $(2.19), 0 \leq U(\xi(t)), U(\xi(t-\tau)) \leq \frac{\delta^{*}}{2}$, and hence,

$$
0 \leq U(\xi(t))+\delta e^{-\beta_{0} t} \leq \frac{\delta^{*}}{2}+\delta e^{-\beta_{0} t} \leq \delta^{*}
$$

and

$$
0 \leq U(\xi(t-\tau))+\delta e^{-\beta_{0}(t-\tau)} \leq \frac{\delta^{*}}{2}+\delta e^{\beta_{0} \tau} \cdot e^{-\beta_{0} t} \leq \delta^{*}
$$

Again (2.23) follows from (2.21) and (2.18).
Combining cases (i)-(iii), we have

$$
\begin{equation*}
\frac{\partial w^{+}}{\partial t}-d \Delta w^{+}-f\left(w^{+}(x, t), w^{+}(x, t-\tau)\right) \geq 0, \quad x \in R, t \geq 0 \tag{2.24}
\end{equation*}
$$

This completes the proof.
Let $\bar{\delta}_{0}=\min \left\{\frac{a^{-}}{2}, \frac{1-a^{+}}{2}, \delta_{0}\right\}$, and let $\zeta(\cdot) \in C^{\infty}(R)$ be a fixed function with the following properties:

$$
\begin{align*}
& \zeta(s)=0 \quad \text { if } s \leq 0 ; \quad \zeta(s)=1 \quad \text { if } s \geq 4  \tag{2.25}\\
& 0<\zeta^{\prime}(s)<1 ; \quad\left|\zeta^{\prime \prime}(s)\right| \leq 1 \quad \text { if } s \in(0,4)
\end{align*}
$$

Then we have the following result.
Lemma 2.4. Assume that (H1) and (H2) hold. Then, for any $\delta \in\left(0, \bar{\delta}_{0}\right]$, there exist two positive numbers $\epsilon=\epsilon(\delta)$ and $C=C(\delta)$ such that, for every $\xi \in R$, the functions $v^{+}$and $v^{-}$defined by

$$
\begin{aligned}
& v^{+}(x, t):=(1+\delta)-\left[1-\left(a^{-}-2 \delta\right) e^{-\epsilon t}\right] \zeta(-\epsilon(x-\xi+C t)) \\
& v^{-}(x, t):=-\delta+\left[1-\left(1-a^{+}-2 \delta\right) e^{-\epsilon t}\right] \zeta(\epsilon(x-\xi-C t))
\end{aligned}
$$

are a supersolution and a subsolution of (2.1) on $[0, \infty)$, respectively.
Proof. By a translation, we can assume $\xi=0$. Given $\delta \in\left(0, \bar{\delta}_{0}\right]$, we define

$$
\begin{aligned}
& m_{1}=m_{1}(\delta)=\max \left\{\partial_{2} f(u, v) ;(u, v) \in[-\delta, 1-\delta]^{2}\right\} \geq 0 \\
& m_{2}=m_{2}(\delta)=\min \left\{\zeta^{\prime}(s) ; \frac{\delta}{2} \leq \zeta(s) \leq 1-\frac{\delta}{2}\right\}>0
\end{aligned}
$$

Then there exists an $\epsilon=\epsilon(\delta)>0$ such that

$$
\begin{equation*}
\left(1-a^{+}\right) e^{\epsilon \tau}<1 \tag{2.26}
\end{equation*}
$$

$$
\begin{equation*}
-\min \left\{f_{0}(u) ; u \in\left[-\delta,-\frac{\delta}{2}\right]\right\}+\left(\epsilon+\tau m_{1} \epsilon+d \epsilon^{2}\right)<0 \tag{2.27}
\end{equation*}
$$

and

$$
\begin{equation*}
-\min \left\{f_{0}(u) ; u \in\left[a^{+}+\frac{\delta}{2}, 1-\delta\right]\right\}+\left(\epsilon+\tau m_{1} \epsilon+d \epsilon^{2}\right)<0 \tag{2.28}
\end{equation*}
$$

We further choose $C=C(\delta)>0$ such that

$$
\begin{equation*}
-C \epsilon a^{+} m_{2}+\max \left\{\left|f_{0}(u)\right| ; u \in[-\delta, 1-\delta]\right\}+\left(\epsilon+\tau m_{1} \epsilon+d \epsilon^{2}\right)<0 \tag{2.29}
\end{equation*}
$$

By a direct computation and (2.26), it follows that for all $t \geq-\tau$,

$$
\begin{align*}
\frac{\partial v^{-}(x, t)}{\partial t}= & -C \epsilon\left[1-\left(1-a^{+}-2 \delta\right) e^{-\epsilon t}\right] \zeta^{\prime}(\epsilon(x-C t)) \\
& +\epsilon\left(1-a^{+}-2 \delta\right) \cdot \zeta(\epsilon(x-C t)) e^{-\epsilon t} \\
\leq & -C \epsilon\left[1-\left(1-a^{+}\right) e^{\epsilon \tau}\right] \zeta^{\prime}(\epsilon(x-C t))+\epsilon\left(1-a^{+}\right) \zeta(\epsilon(x-C t)) e^{\epsilon \tau} \\
\leq & \epsilon . \tag{2.30}
\end{align*}
$$

It is easy to see that $v^{-}(x, t) \in[-\delta, 1-\delta]$ for all $x \in R$ and $t \geq-\tau$. Therefore we have that for all $t \geq 0$,

$$
\begin{align*}
f\left(v^{-}(x, t), v^{-}(x, t-\tau)\right)= & f_{0}\left(v^{-}(x, t)\right)+\left[f\left(v^{-}(x, t), v^{-}(x, t-\tau)\right)\right. \\
& \left.-f\left(v^{-}(x, t), v^{-}(x, t)\right)\right] \\
= & f_{0}\left(v^{-}(x, t)\right)+\partial_{2} f\left(v^{-}(x, t), v^{*}(x, t)\right)\left(v^{-}(x, t-\tau)\right. \\
& \left.-v^{-}(x, t)\right) \\
= & f_{0}\left(v^{-}(x, t)\right)+\partial_{2} f_{2}\left(v^{-}(x, t), v^{*}(x, t)\right) \frac{\partial v^{-}\left(x, t^{*}\right)}{\partial t} . \\
& ((t-\tau)-t) \\
\geq & f_{0}\left(v^{-}(x, t)\right)-\tau \epsilon m_{1}, \tag{2.31}
\end{align*}
$$

where $v^{*}(x, t)$ is between $v^{-}(x, t)$ and $v^{-}(x, t-\tau), t^{*} \in[t-\tau, t]$, and hence, $t^{*} \geq-\tau$. It then follows that

$$
\begin{aligned}
& \quad \frac{\partial v^{-}(x, t)}{\partial t}-d \Delta v^{-}(x, t)-f\left(v^{-}(x, t), v^{-}(x, t-\tau)\right) \\
& \quad=-C \epsilon\left[1-\left(1-a^{+}-2 \delta\right) e^{-\epsilon t}\right] \zeta^{\prime}\left(\epsilon(x-C t)+\epsilon\left(1-a^{+}-2 \delta\right) \zeta(\epsilon(x-C t)) \cdot\right. \\
& e^{-\epsilon t}-d\left[1-\left(1-a^{+}-2 \delta\right) e^{-\epsilon t}\right] \zeta^{\prime \prime}(\epsilon(x-C t)) \epsilon^{2}-f\left(v^{-}(x, t), v^{-}(x, t-\tau)\right) \\
& \quad \leq-C \epsilon a^{+} \zeta^{\prime}(\epsilon(x-C t))+\epsilon+d \epsilon^{2}-f_{0}\left(v^{-}(x, t)-\tau \epsilon m_{1}\right) \\
& (2.32)=-C \epsilon a^{+} \zeta^{\prime}(\epsilon(x-C t))-f_{0}\left(v^{-}(x, t)\right)+\left(\epsilon+\tau \epsilon m_{1}+d \epsilon^{2}\right) .
\end{aligned}
$$

We distinguish among three cases.
Case (i) $\zeta(\epsilon(x-C t))<\frac{\delta}{2}$ : Clearly, $v^{-}(x, t) \in\left[-\delta,-\frac{\delta}{2}\right]$ for all $x \in R$ and $t \geq 0$. By (2.32) and (2.27), it follows that

$$
\begin{gathered}
\frac{\partial v^{-}}{\partial t}-d_{0} \Delta v^{-}-f\left(v^{-}(x, t), v^{-}(x, t-\tau)\right) \\
\leq-\min \left\{f_{0}(u) ; u \in\left[-\delta,-\frac{\delta}{2}\right]\right\} \\
\quad+\left(\epsilon+\tau \epsilon m_{1}+d \epsilon^{2}\right)<0
\end{gathered}
$$

Case (ii) $\zeta(\epsilon(x-C t))>1-\frac{\delta}{2}$ : It then follows that

$$
\begin{align*}
1-\delta \geq v^{-}(x, t) & \geq-\delta+\left(1-\frac{\delta}{2}\right)\left[1-\left(1-a^{+}-2 \delta\right)\right] \\
& =a^{+}+\frac{\delta}{2}\left[2-\left(2 \delta+a^{+}\right)\right] \\
& \geq a^{+}+\frac{\delta}{2} \tag{2.33}
\end{align*}
$$

Therefore, by (2.32) and (2.28), we have

$$
\begin{gathered}
\frac{\partial v^{-}}{\partial t}-d \Delta v^{-}-f\left(v^{-}(x, t), v^{-}(x, t-\tau)\right) \\
\leq-\min \left\{f_{0}(u) ; u \in\left[a^{+}+\frac{\delta}{2}, 1-\delta\right]\right\} \\
+\left(\epsilon+\tau \epsilon m_{1}+d \epsilon^{2}\right)<0
\end{gathered}
$$

Case (iii) $\zeta(\epsilon(x-C t)) \in\left[\frac{\delta}{2}, 1-\frac{\delta}{2}\right]:$ By (2.32) and (2.29), we have

$$
\begin{aligned}
\frac{\partial v^{-}}{\partial t}-d_{0} \Delta v^{-}-f\left(v^{-}(x, t), v^{-}(x, t-\tau)\right) \leq & -C \epsilon a^{+} m_{2}+\max \left\{\left|f_{0}(u)\right|\right. \\
& u \in[-\delta, 1-\delta]\} \\
& +\left(\epsilon+\tau \epsilon m_{1}+d \epsilon^{2}\right)<0
\end{aligned}
$$

Combining cases (i)-(iii), we have

$$
\frac{\partial v^{-}}{\partial t}-d \Delta v^{-}-f\left(v^{-}(x, t), v^{-}(x, t-\tau)\right) \leq 0, \quad x \in R, \quad t \geq 0
$$

Then $v^{-}(x, t)$ is a subsolution of $(2.1)$ on $[0, \infty)$. In a similar way, we can prove $v^{+}(x, t)$ is a supersolution of $(2.1)$ on $[0, \infty)$.

This completes the proof. $\quad$ ]
REmARK 2.2. It is easy to see $v^{+}(x, t)$ and $v^{-}(x, t)$ in Lemma 2.4 have the following properties:
(P1) $v^{+}(x, t)=1+\delta$ for all $x \geq \xi+C \tau$ and $t \in[-\tau, 0] ; v^{+}(x, t) \geq a^{-}-\delta$ for all $x \in R$ and $t \in[-\tau, 0] ; v^{+}(x, t) \leq \delta+(a-2 \delta) e^{-\epsilon t}$ for all $x \leq \xi-C t-4 \epsilon^{-1}$ and $t \in[0, \infty)$.
(P2) $v^{-}(x, t)=-\delta$ for all $x \leq \xi-C \tau$ and $t \in[-\tau, 0] ; v^{-}(x, t) \leq a^{+}+\delta$ for all $x \in R$ and $t \in[-\tau, 0] ; v^{-}(x, t) \geq 1-\delta-\left(1-a^{+}-2 \delta\right) e^{-\epsilon t}$ for all $x \geq \xi+C t+4 \epsilon^{-1}$ and $t \in[0, \infty)$.
LEMMA 2.5. For any traveling wave solution $U(x-c t)$ of (2.1) with $0 \leq U(\xi) \leq$ $1, \xi \in R$, there holds $\lim _{\xi \rightarrow \pm \infty} U^{\prime}(\xi)=0$.

Proof. We prove only $\lim _{\xi \rightarrow+\infty} U^{\prime}(\xi)=0$ since $\lim _{\xi \rightarrow-\infty} U^{\prime}(\xi)=0$ follows by the transformation $V(\xi)=U(-\xi)$. By Theorem $2.2, U(\cdot) \in C^{2}(R)$ and $U(\xi)$ satisfy (2.20). In the case where $c=0,(2.20)$ implies that $U^{\prime \prime}(\cdot)$ is bounded on $R$, and hence, $U^{\prime}(\cdot)$ is uniformly continuous on $R$. Then, by (2.17) and the Barbalat lemma (see, e.g., [5]), $\lim _{\xi \rightarrow+\infty} U^{\prime}(\xi)=0$. In the case where $c \neq 0$, we first claim that $\lim _{\xi \rightarrow+\infty} U^{\prime}(\xi)$ exists. Assume that, by contradiction, $\liminf _{\xi \rightarrow+\infty} U^{\prime}(\xi)<\limsup _{\xi \rightarrow+\infty} U^{\prime}(\xi)$. Then, by the fluctuation lemma (see [6]), there are two sequences $\left\{\xi_{n}\right\}_{n=1}^{\infty}$ and $\left\{s_{n}\right\}_{n=1}^{\infty}$ with $\xi_{n} \rightarrow+\infty$ and $s_{n} \rightarrow+\infty$ as $n \rightarrow+\infty$ such that

$$
\lim _{n \rightarrow+\infty} U^{\prime}\left(\xi_{n}\right)=\limsup _{\xi \rightarrow+\infty} U^{\prime}(\xi), \quad U^{\prime \prime}\left(\xi_{n}\right)=0, \quad n \geq 1
$$

and

$$
\lim _{n \rightarrow+\infty} U^{\prime}\left(s_{n}\right)=\liminf _{\xi \rightarrow+\infty} U^{\prime}(\xi), \quad U^{\prime \prime}\left(s_{n}\right)=0, \quad n \geq 1
$$

Since $\lim _{\xi \rightarrow+\infty} U(\xi)=1$ and $f(1,1)=0$, letting $n \rightarrow+\infty$ in (2.20) with $\xi$ replaced by $\xi_{n}$ and $s_{n}$, respectively, we get that $\lim \sup _{\xi \rightarrow+\infty} U^{\prime}(\xi)=0=\liminf _{\xi \rightarrow+\infty} U^{\prime}(\xi)$, which is a contradiction to our assumption. Let $\lim _{\xi \rightarrow+\infty} U^{\prime}(\xi)=L$. Since $U(n+$ $1)-U(n)=U^{\prime}\left(t_{n}\right)$, where $t_{n} \in[n, n+1]$, letting $n \rightarrow \infty$, we have $L=1-1=0$.

This completes the proof.
3. Stability and uniqueness of traveling waves. In this section we will discuss the global asymptotic stability with shift and stability of monotone traveling waves and uniqueness of traveling waves. To prove our main results, we need the following two lemmas.

Let $U(x-c t)$ be a monotone traveling wave solution of (2.1). In view of Lemma 2.3, we define the following two functions:

$$
\begin{gathered}
w^{ \pm}(x, t, \eta, \delta)=U\left(x-c t+\eta \pm \sigma_{0} \delta\left(1-e^{-\beta_{0} t}\right)\right) \pm \delta e^{-\beta_{0} t} \\
x \in R, \quad t \in[-\tau, \infty), \quad \eta \in R, \text { and } \delta \in[0, \infty)
\end{gathered}
$$

where $\sigma_{0}, \beta_{0}$ are as in Lemma 2.3. By the proof of Lemma 2.3 we can choose $\beta_{0}>0$ as small as we wish. Then we assume that $\beta_{0}$ has been chosen such that $3 e^{\beta_{0} \tau}<4$ throughout this section.

Lemma 3.1. Let $U(x-c t)$ be a monotone traveling wave solution of (2.1). Then there exists a positive number $\epsilon^{*}$ such that, if $u(x, t)$ is a solution of $(2.1)$ on $[0, \infty)$ with $0 \leq u(x, t) \leq 1$ for $x \in R$ and $t \in[0, \infty)$, and for some $\xi \in R, h>0$, $0<\delta<\min \left(\bar{\delta}, \frac{1}{\sigma_{0}}\right)$ and $T \geq 0$, there holds

$$
\begin{aligned}
w_{0}^{-}(x,-c T+\xi, \delta)(s) & \leq u_{T}(x)(s) \leq w_{0}^{+}(x,-c T+\xi+h, \delta)(s) \\
& s \in[-\tau, 0], x \in R
\end{aligned}
$$

then for every $t \geq T+\tau+1$, there exist $\hat{\xi}(t), \hat{\delta}(t)$, and $\hat{h}(t)$ such that

$$
\begin{aligned}
& w_{0}^{-}(x,-c t+\hat{\xi}(t), \hat{\delta}(t))(s) \leq u_{t}(x)(s) \leq w_{0}^{+}(x,-c t+\hat{\xi}(t)+\hat{h}(t), \hat{\delta}(t))(s) \\
& s \in[-\tau, 0], \quad x \in R
\end{aligned}
$$

with $\hat{\xi}(t), \hat{\delta}(t)$, and $\hat{h}(t)$ satisfying

$$
\begin{gathered}
\hat{\xi}(t) \in\left[\xi-\sigma_{0} \delta-2 \sigma_{0}\left(\delta+\epsilon^{*} \min (h, 1)\right) e^{\beta_{0} \tau}, \xi+h+\sigma_{0} \delta\right] \\
\hat{\delta}(t)=\left(\delta e^{-\beta_{0}}+\epsilon^{*} \min (1, h)\right) e^{-\beta_{0}(t-(T+\tau+1))} \\
\hat{h}(t) \in\left[0, h+\left(3 e^{\beta_{0} \tau}-4\right) \sigma_{0} \epsilon^{*} \min (h, 1)+3 e^{\beta_{0} \tau} \sigma_{0} \delta\right] .
\end{gathered}
$$

Proof. By Lemma 2.3, $w^{+}(x, t,-c T+\xi+h, \delta)$ and $w^{-}(x, t,-c T+\xi, \delta)$ are superand subsolutions of (2.1), respectively. Clearly, $v(x, t)=u(x, T+t), t \geq 0$, is also a solution of $(2.1)$ with $v_{0}(x)(s)=u_{T}(x)(s), s \in[-\tau, 0], x \in R$. Then, by Theorem 2.2, there holds

$$
\begin{gather*}
w^{-}(x, t,-c T+\xi, \delta) \leq u(x, T+t) \leq w^{+}(x, t,-c T+\xi+h, \delta)  \tag{3.1}\\
x \in R, t \geq 0
\end{gather*}
$$

That is,

$$
\begin{align*}
& U\left(x-c(T+t)+\xi-\sigma_{0} \delta\left(1-e^{-\beta_{0} t}\right)\right)-\delta e^{-\beta_{0} t} \\
& \quad \leq u(x, T+t) \\
& \leq U\left(x-c(T+t)+\xi+h+\sigma_{0} \delta\left(1-e^{-\beta_{0} t}\right)\right) \\
&+\delta e^{-\beta_{0} t}, \quad x \in R, t \geq 0 \tag{3.2}
\end{align*}
$$

Let $z=c T-\xi$. Again by Theorem 2.2, we have that for any $J \geq 0$, all $x \in R$ with $|x-z| \leq J$ and all $t>0$,

$$
\begin{align*}
& u(x, T+t)-w^{-}(x, t,-c T+\xi, \delta) \\
& \quad \geq \theta(J, t) \int_{z}^{z+1}\left(u(y, T)-w^{-}(y, 0,-c T+\xi, \delta)\right) d y \\
& \quad=\theta(J, t) \int_{z}^{z+1}[u(y, T)-(U(y-c T+\xi)-\delta)] d y \\
& \quad=\theta(J, t)\left[\int_{z}^{z+1}(u(y, T)-U(y-c T+\xi)) d y+\delta\right] \tag{3.3}
\end{align*}
$$

By Lemma 2.5, $\lim _{|\eta| \rightarrow \infty} U^{\prime}(\eta)=0$. Then we can fix a positive number $M$ such that $U^{\prime}(\eta) \leq \frac{1}{2 \sigma_{0}}$ for all $|\eta| \geq M$. Let $J=M+|c|(1+\tau)+1, \bar{h}=\min (1, h)$ and

$$
\epsilon_{1}=\frac{1}{2} \min \left\{U^{\prime}(x) ;|x| \leq 2\right\}>0
$$

Then

$$
\int_{z}^{z+1}[U(y-c T+\xi+\bar{h})-U(y-c T+\xi)] d y=\int_{0}^{1}(U(y+\bar{h})-U(y)) d y \geq 2 \epsilon_{1} \bar{h}
$$

and hence, at least one of the following is true:
(i) $\int_{z}^{z+1}[u(y, T)-U(y-c T+\xi)] d y \geq \epsilon_{1} \bar{h}$;
(ii) $\int_{z}^{z+1}[U(y-c T+\xi+\bar{h})-u(y, T)] d y \geq \epsilon_{1} \bar{h}$.

In what follows, we consider only the case (i). The case (ii) is similar and thus omitted. For any $s \in[-\tau, 0],|x-z| \leq J$, letting $t=1+\tau+s \geq 1$ in (3.3), we have

$$
\begin{align*}
u(x, T+1+\tau+s) \geq & U\left(x-z-c(1+\tau+s)-\sigma_{0} \delta\left(1-e^{-\beta_{0}(1+\tau+s)}\right)\right) \\
& -\delta e^{-\beta_{0}(1+\tau+s)}+\theta_{0}(J) \epsilon_{1} \bar{h} \tag{3.4}
\end{align*}
$$

where $\theta_{0}(J)=\min _{s \in[-\tau, 0]} \theta(J, 1+\tau+s)$. Let

$$
\begin{aligned}
J_{1} & =J+|c|(1+\tau)+3 \\
\epsilon^{*} & =\min \left\{\min _{|x| \leq J_{1}} \frac{\theta_{0}(J) \epsilon_{1}}{2 \sigma_{0} U^{\prime}(x)}, \frac{1}{3 \sigma_{0}}\right\} .
\end{aligned}
$$

By the mean value theorem, it then follows that for all $|x-z| \leq J, s \in[-\tau, 0]$,

$$
\begin{align*}
& U\left(x-z-c(1+\tau+s)+2 \sigma_{0} \epsilon^{*} \bar{h}-\sigma_{0} \delta\left(1-e^{-\beta_{0}(1+\tau+s)}\right)\right) \\
& -U\left(x-z-c(1+\tau+s)-\sigma_{0} \delta\left(1-e^{-\beta_{0}(1+\tau+s)}\right)\right) \\
& =U^{\prime}\left(\eta_{1}\right) 2 \sigma_{0} \epsilon^{*} \bar{h} \leq \theta_{0}(J) \epsilon_{1} \bar{h}, \tag{3.5}
\end{align*}
$$

and hence,

$$
\begin{align*}
u(x, T+1+\tau+s) \geq & U\left(x-c(T+1+\tau+s)+\xi+2 \sigma_{0} \epsilon^{*} \bar{h}\right. \\
& \left.-\sigma_{0} \delta\left(1-e^{-\beta_{0}(1+\tau+s)}\right)\right)-\delta e^{-\beta_{0}(1+\tau+s)} \tag{3.6}
\end{align*}
$$

By the choice of $M$ and $J$ and by the mean value theorem, it then follows that for all $|x-z| \geq J, s \in[-\tau, 0]$,

$$
\begin{align*}
& U\left(x-c(T+1+\tau+s)+\xi-\sigma_{0} \delta\left(1-e^{-\beta_{0}(1+\tau+s)}\right)\right) \\
& -U\left(x-c(T+1+\tau+s)+2 \sigma_{0} \epsilon^{*} \bar{h}+\xi-\sigma_{0} \delta\left(1-e^{-\beta_{0}(1+\tau+s)}\right)\right) \\
& =U^{\prime}\left(\eta_{2}\right)\left(-2 \sigma_{0} \epsilon^{*} \bar{h}\right) \geq-\epsilon^{*} \bar{h} \tag{3.7}
\end{align*}
$$

That is, for all $|x-z| \geq J, s \in[-\tau, 0]$,

$$
\begin{align*}
& U\left(x-c(T+1+\tau+s)+\xi-\sigma_{0} \delta\left(1-e^{-\beta_{0}(1+\tau+s)}\right)\right) \\
& \quad \geq U\left(x-c(T+1+\tau+s)+\xi+2 \sigma_{0} \epsilon^{*} \bar{h}\right. \\
& \left.\quad-\sigma_{0} \delta\left(1-e^{-\beta_{0}(1+\tau+s)}\right)\right)-\epsilon^{*} \bar{h} \tag{3.8}
\end{align*}
$$

and hence, by (3.2) with $t=1+\tau+s$, we have

$$
\begin{align*}
u(x, T+1+\tau+s) \geq & U\left(x-c(T+1+\tau+s)+\xi+2 \sigma_{0} \epsilon^{*} \bar{h}\right. \\
& \left.-\sigma_{0} \delta\left(1-e^{-\beta_{0}(1+\tau+s)}\right)\right) \\
& -\epsilon^{*} \bar{h}-\delta e^{-\beta_{0}(1+\tau+s)} \tag{3.9}
\end{align*}
$$

for all $|x-z| \geq J, \quad s \in[-\tau, 0]$. By (3.6) and (3.9), it follows that for all $x \in R$, $x \in[-\tau, 0]$,

$$
\begin{align*}
u(x, T+1+\tau+s) \geq & U\left(x-c(T+1+\tau+s)+\xi+2 \sigma_{0} \epsilon^{*} \bar{h}\right. \\
& \left.-\sigma_{0} \delta\left(1-e^{-\beta_{0}(1+\tau+s)}\right)\right) \\
& -\delta e^{-\beta_{0}(1+\tau+s)}-\epsilon^{*} \bar{h}, \tag{3.10}
\end{align*}
$$

and hence,

$$
\begin{align*}
u_{T+1+\tau}(x)(s) \geq & U\left(x-c s+\left[-c(T+1+\tau)+\xi+2 \sigma_{0} \epsilon^{*} \bar{h}\right.\right. \\
& -\sigma_{0} \delta\left(1-e^{-\beta_{0}(1+\tau+s)}\right)+\sigma_{0}\left(\delta e^{-\beta_{0}}+\epsilon^{*} \bar{h}\right)\left(1-e^{-\beta_{0} s}\right) \\
& \left.\left.-\sigma_{0}\left(\delta e^{-\beta_{0}}+\epsilon^{*} \bar{h}\right)\left(1-e^{-\beta_{0} s}\right)\right]\right)-\left(\delta e^{-\beta_{0}}+\epsilon^{*} \bar{h}\right) e^{-\beta_{0} s} \\
\geq & U\left(x-c s+\left(-c(T+1+\tau)+\xi+2 \sigma_{0} \epsilon^{*} \bar{h}+\bar{\xi}\right)\right. \\
& \left.-\sigma_{0}\left(\delta e^{-\beta_{0}}+\epsilon^{*} \bar{h}\right)\left(1-e^{-\beta_{0} s}\right)\right) \\
& -\left(\delta e^{-\beta_{0}}+\epsilon^{*} \bar{h}\right) e^{-\beta_{0} s} \tag{3.11}
\end{align*}
$$

where

$$
\begin{equation*}
\bar{\xi}=-\sigma_{0} \delta+\sigma_{0}\left(\delta e^{-\beta_{0}}+\epsilon^{*} \bar{h}\right)\left(1-e^{\beta_{0} \tau}\right) \tag{3.12}
\end{equation*}
$$

Then

$$
\begin{equation*}
u_{T+1+\tau}(x)(s) \geq w_{0}^{-}\left(x, \eta, \delta e^{-\beta_{0}}+\epsilon^{*} \bar{h}\right)(s), \quad x \in R, s \in[-\tau, 0] \tag{3.13}
\end{equation*}
$$

where $\eta=-c(T+1+\tau)+\xi+2 \sigma_{0} \epsilon^{*} \bar{h}+\bar{\xi}$. Again, by Theorem 2.2,

$$
\begin{equation*}
u_{T+1+\tau+t^{\prime}}(x)(s) \geq w_{t^{\prime}}^{-}\left(x, \eta, \delta e^{-\beta_{0}}+\epsilon^{*} \bar{h}\right)(s) \quad \text { for all } t^{\prime} \geq 0, s \in[-\tau, 0] \tag{3.14}
\end{equation*}
$$

Then for any $t \geq T+1+\tau$, setting $t^{\prime}=t-(T+1+\tau)$ in (3.14), we have

$$
\begin{align*}
u_{t}(x)(s) \geq & w_{t-(T+1+\tau)}^{-}\left(x, \eta, \delta e^{-\beta_{0}}+\epsilon^{*} \bar{h}\right)(s) \\
= & U\left(x-c s-c t+c(T+1+\tau)+\eta-\sigma_{0}\left(\delta e^{-\beta_{0}}+\epsilon^{*} \bar{h}\right)\right. \\
& \left.\left(1-e^{-\beta_{0}(t-(T+1+\tau))} \cdot e^{-\beta_{0} s}\right)\right) \\
& -\left(\delta e^{-\beta_{0}}+\epsilon^{*} \bar{h}\right) e^{-\beta_{0}(t-(T+1+\tau))} \cdot e^{-\beta_{0} s} \\
\geq & U\left(x-c s-c t+c(T+1+\tau)+\eta-\sigma_{0}\left(\delta e^{-\beta_{0}}+\epsilon^{*} \bar{h}\right) \cdot 1\right. \\
& \left.+\sigma_{0} \hat{\delta}(t)\left(1-e^{-\beta_{0} s}\right)-\sigma_{0} \hat{\delta}(t)\left(1-e^{-\beta_{0} s}\right)\right)-\hat{\delta}(t) e^{-\beta_{0} s} \\
\geq & U\left(x-c s-c t+c(T+1+\tau)+\eta-\sigma_{0}\left(\delta e^{-\beta_{0}}+\epsilon^{*} \bar{h}\right)\right. \\
& \left.\left.+\sigma_{0} \hat{\delta}(t)\left(1-e^{\beta_{0} \tau}\right)\right]-\sigma_{0} \hat{\delta}(t)\left(1-e^{-\beta_{0} s}\right)\right)-\hat{\delta}(t) \cdot e^{-\beta_{0} s} \tag{3.15}
\end{align*}
$$

where $\hat{\delta}(t)=\left(\delta e^{-\beta_{0}}+\epsilon^{*} \bar{h}\right) \cdot e^{-\beta_{0}(t-(T+1+\tau))}$. By the monotonicity of $U(\cdot)$, the choice of $\eta$ and (3.12), it then follows that

$$
\begin{equation*}
u_{t}(x)(s) \geq w_{0}^{-}(x,-c t+\hat{\xi}(t), \hat{\delta}(t))(s), \quad s \in[-\tau, 0], x \in R \tag{3.16}
\end{equation*}
$$

where

$$
\begin{aligned}
\hat{\xi}(t)= & \xi+2 \sigma_{0} \epsilon^{*} \bar{h}+\left[-\sigma_{0} \delta+\sigma_{0}\left(\delta e^{-\beta_{0}}+\epsilon^{*} \bar{h}\right)\left(1-e^{\beta_{0} \tau}\right)\right] \\
& -\sigma_{0}\left(\delta e^{-\beta_{0}}+\epsilon^{*} \bar{h}\right)+\sigma_{0} \hat{\delta}(t)\left(1-e^{\beta_{0} \tau}\right) \\
= & \xi+2 \sigma_{0} \epsilon^{*} \bar{h}-\sigma_{0} \delta-\sigma_{0}\left(\delta e^{-\beta_{0}}+\epsilon^{*} \bar{h}\right) e^{\beta_{0} \tau} \\
& +\sigma_{0} \hat{\delta}(t)-\sigma_{0} \hat{\delta}(t) e^{\beta_{0} \tau}
\end{aligned}
$$

Therefore it follows that

$$
\begin{align*}
\hat{\xi}(t) & \geq \xi-\sigma_{0} \delta-\sigma_{0}\left(\delta e^{-\beta_{0}}+\epsilon^{*} \bar{h}\right) e^{\beta_{0} \tau}-\sigma_{0} \hat{\delta}(t) e^{\beta_{0} \tau} \\
& \geq \xi-\sigma_{0} \delta-2 \sigma_{0}\left(\delta e^{-\beta_{0}}+\epsilon^{*} \bar{h}\right) e^{\beta_{0} \tau} \\
& \geq \xi-\sigma_{0} \delta-2 \sigma_{0}\left(\delta+\epsilon^{*} \bar{h}\right) e^{\beta_{0} \tau} \tag{3.17}
\end{align*}
$$

and, by the choice of $\epsilon^{*}$,

$$
\begin{align*}
\hat{\xi}(t) & \leq \xi+2 \sigma_{0} \epsilon^{*} \bar{h}+\sigma_{0}\left(\delta e^{-\beta_{0}}+\epsilon^{*} \bar{h}\right) \\
& \leq \xi+3 \sigma_{0} \epsilon^{*} \bar{h}+\sigma_{0} \delta \\
& \leq \xi+h+\sigma_{0} \delta \tag{3.18}
\end{align*}
$$

For any $t \geq T$, by the inequality of the right-hand side of (3.2), we have

$$
\begin{equation*}
u(x, t) \leq U\left(x-c t+\xi+h+\sigma_{0} \delta\left(1-e^{-\beta_{0}(t-T)}\right)\right)+\delta e^{-\beta_{0}(t-T)} \tag{3.19}
\end{equation*}
$$

It then follows that, for all $t \geq T+1+\tau$,

$$
\begin{align*}
u_{t}(x)(s)= & u(x, t+s) \leq U(x-c(t+s)+\xi+h \\
& \left.+\sigma_{0} \delta\left(1-e^{-\beta_{0}(t+s-T)}\right)\right)+\delta e^{-\beta_{0}(t+s-T)}  \tag{3.20}\\
& s \in[-\tau, 0], x \in R
\end{align*}
$$

Therefore for all $t \geq T+1+\tau$,

$$
\begin{aligned}
u_{t}(x)(s) \leq & U\left(x-c s-c t+\xi+h+\sigma_{0} \delta\left(1-e^{-\beta_{0}(t+s-T)}\right)\right)+\hat{\delta}(t) e^{-\beta_{0} s} \\
= & U\left(x-c s-c t+\xi+h+\sigma_{0} \delta\left(1-e^{-\beta_{0}(t-T)} \cdot e^{-\beta_{0} s}\right)\right. \\
& \left.-\sigma_{0} \hat{\delta}(t)\left(1-e^{-\beta_{0} s}\right)+\sigma_{0} \hat{\delta}(t)\left(1-e^{-\beta_{0} s}\right)\right)+\hat{\delta}(t) e^{-\beta_{0} s} \\
\leq & U\left(x-c s-c t+\xi+h+\sigma_{0} \delta-\sigma_{0} \hat{\delta}(t)\left(1-e^{\beta_{0} \tau}\right)\right. \\
& \left.+\sigma_{0} \hat{\delta}(t)\left(1-e^{-\beta_{0} s}\right)\right)+\hat{\delta}(t) e^{-\beta_{0} s}, \quad s \in[-\tau, 0], x \in R .
\end{aligned}
$$

It then follows that for all $t \geq T+1+\tau$,

$$
\begin{equation*}
u_{t}(x)(s) \leq w_{0}^{+}(x,-c t+\hat{\xi}(t)+\hat{h}(t), \hat{\delta}(t))(s), \quad s \in[-\tau, 0], x \in R \tag{3.22}
\end{equation*}
$$

where

$$
\begin{align*}
\hat{h}(t)= & \xi+h+\sigma_{0} \delta-\sigma_{0} \hat{\delta}(t)\left(1-e^{\beta_{0} \tau}\right)-\hat{\xi}(t) \\
= & h-2 \sigma_{0} \epsilon^{*} \bar{h}+2 \sigma_{0} \delta+2 \sigma_{0} \hat{\delta}(t)\left(e^{\beta_{0} \tau}-1\right) \\
& +\sigma_{0}\left(\delta e^{-\beta_{0}}+\epsilon^{*} \bar{h}\right) e^{\beta_{0} \tau} \tag{3.23}
\end{align*}
$$

Notice that we have used the expression of $\hat{\xi}(t)$ in getting the second equality of (3.23). By the choice of $\epsilon^{*}$, we have $h-2 \sigma_{0} \epsilon^{*} \bar{h} \geq h-2 \sigma_{0} \epsilon^{*} h=\left(1-2 \sigma_{0} \epsilon^{*}\right) h>0$, and hence,

$$
\begin{align*}
0< & \hat{h}(t) \leq h-2 \sigma_{0} \epsilon^{*} \bar{h}+2 \sigma_{0} \delta+2 \sigma_{0}\left(\delta e^{-\beta_{0}}+\epsilon^{*} \bar{h}\right) \cdot\left(e^{\beta_{0} \tau}-1\right) \\
& +\sigma_{0}\left(\delta e^{-\beta_{0}}+\epsilon^{*} \bar{h}\right) e^{\beta_{0} \tau} \\
\leq & h-2 \sigma_{0} \epsilon^{*} \bar{h}+2 \sigma_{0} \delta+\sigma_{0}\left(\delta e^{-\beta_{0}}+\epsilon^{*} \bar{h}\right) \cdot\left(3 e^{\beta_{0} \tau}-2\right) \\
\leq & h-2 \sigma_{0} \epsilon^{*} \bar{h}+2 \sigma_{0} \delta+\sigma_{0}\left(\delta+\epsilon^{*} \bar{h}\right)\left(3 e^{\beta_{0} \tau}-2\right) \\
= & h+\left(3 e^{\beta_{0} \tau}-4\right) \sigma_{0} \epsilon^{*} \bar{h}+3 e^{\beta_{0} \tau} \cdot \sigma_{0} \delta . \tag{3.24}
\end{align*}
$$

Combining (3.16) and (3.22), now we complete the proof.
Lemma 3.2. Let $U(x-c t)$ be a monotone traveling wave solution of (2.1), and let $\varphi \in[0,1]_{C}$ be such that

$$
\liminf _{x \rightarrow \infty} \min _{s \in[-\tau, 0]} \varphi(x, s)>a^{+}, \quad \limsup _{x \rightarrow-\infty} \max _{s \in[-\tau, 0]} \varphi(x, s)<a^{-}
$$

Then, for any $\delta>0$, there exist $T=T(\varphi, \delta)>0, \xi=\xi(\varphi, \delta) \in R$, and $h=h(\varphi, \delta)>0$ such that

$$
\begin{gathered}
w_{0}^{-}(x,-c T+\xi, \delta)(s) \leq u_{T}(x, \varphi)(s) \leq w_{0}^{+}(x,-c T+\xi+h, \delta)(s) \\
s \in[-\tau, 0], x \in R
\end{gathered}
$$

Proof. By Theorem 2.2, $u(x, t, \varphi)$ exists globally on $[0, \infty)$ and $0 \leq u(x, t, \varphi) \leq 1$, $x \in R, t \geq 0$. For any $\delta>0$, we choose a $0<\delta_{1}=\delta_{1}(\delta, \varphi)<\min \left(\delta, \bar{\delta}_{0}\right)$ such that

$$
\begin{aligned}
& \liminf _{x \rightarrow \infty} \min _{s \in[-\tau, 0]} \varphi(x, s)>a^{+}+\delta_{1} \\
& \limsup _{x \rightarrow-\infty} \max _{s \in[-\tau, 0]} \varphi(x, s)<a^{-}-\delta_{1}
\end{aligned}
$$

Then there exists $M=M\left(\varphi, \delta_{1}\right)>0$ such that

$$
\begin{array}{ll}
\varphi(x, s) \leq a^{-}-\delta_{1} & \text { for all } x \leq-M \text { and } s \in[-\tau, 0] \\
\varphi(x, s) \geq a^{+}+\delta_{1} & \text { for all } x \geq M \text { and } s \in[-\tau, 0] \tag{3.25}
\end{array}
$$

Let $\epsilon=\epsilon\left(\delta_{1}\right)$ and $C=C\left(\delta_{1}\right)$ be defined in Lemma 2.4 with $\delta$ replaced by $\delta_{1}$. Define $\xi^{+}=-M-C \tau$ and $\xi^{-}=M+C \tau$, and let $v^{ \pm}(x, t)$ be defined in Lemma 2.4 with $\xi=\xi^{ \pm}$, respectively. By (3.25) and Remark 2.2, it follows that for all $s \in[-\tau, 0]$,

$$
\begin{array}{ll}
\varphi(x, s) \leq a^{-}-\delta_{1} \leq v^{+}(x, s) & \text { for } x \leq-M \\
\varphi(x, s) \leq 1<1+\delta_{1}=v^{+}(x, s) & \text { for } x \geq \xi^{+}+C \tau=-M
\end{array}
$$

and

$$
\begin{aligned}
& \varphi(x, s) \geq a^{+}+\delta_{1} \geq v^{-}(x, s) \quad \text { for } x \geq M \\
& \varphi(x, s) \geq 0>-\delta_{1}=v^{-}(x, s) \quad \text { for } x \leq \xi^{-}-C \tau=M
\end{aligned}
$$

Then we have

$$
\begin{equation*}
v^{-}(x, s) \leq \varphi(x, s) \leq v^{+}(x, s), \quad x \in R, s \in[-\tau, 0] \tag{3.26}
\end{equation*}
$$

By Lemma 2.4 and Theorem 2.2, it follows that

$$
\begin{equation*}
v^{-}(x, t) \leq u(x, t, \varphi) \leq v^{+}(x, t), \quad x \in R, t \geq 0 \tag{3.27}
\end{equation*}
$$

Since $\delta_{1}<\delta$, we choose a sufficiently large positive number $T>\tau$ such that, for all $t \geq T-\tau$,

$$
\delta_{1}+\left(a^{-}-2 \delta_{1}\right) e^{-\epsilon t}<\delta \quad \text { and } 1-\delta_{1}-\left(1-a^{+}-2 \delta_{1}\right) e^{-\epsilon t}>1-\delta
$$

and hence, again by Remark 2.2,

$$
\begin{equation*}
u(x, t, \varphi) \leq v^{+}(x, t)<\delta \quad \text { for } x \leq \xi^{+}-C t-4 \epsilon^{-1} \tag{3.28}
\end{equation*}
$$

and

$$
\begin{equation*}
u(x, t, \varphi) \geq v^{-}(x, t)>1-\delta \quad \text { for } x \geq \xi^{-}+C t+4 \epsilon^{-1} \tag{3.29}
\end{equation*}
$$

Let $x^{-}=\xi^{+}-C T-4 \epsilon^{-1}$ and $x^{+}=\xi^{-}+C T+4 \epsilon^{-1}$. By (3.28) and (3.29), it follows that for any $t \in[T-\tau, T]$,

$$
\begin{align*}
& u(x, t, \varphi)<\delta \quad \text { for } x \leq x^{-} \\
& u(x, t, \varphi)>1-\delta \quad \text { for } x \geq x^{+} \tag{3.30}
\end{align*}
$$

By (2.17), there exists a sufficiently large positive number $H$ such that $\frac{H}{2}>x^{+}$, $-\frac{H}{2}<x^{-}$, and
(3.31) $\quad U(x)+\delta>1 \quad$ for all $x \geq \frac{H}{2} \quad$ and $U(x)-\delta<0 \quad$ for all $x \leq-\frac{H}{2}$.

Combining (3.30), (3.31), and the fact that $0 \leq U(x) \leq 1$ and $0 \leq u(x, t, \varphi) \leq 1$ for all $x \in R$ and $t \in[0, \infty)$, we then have
(3.32) $U(-H+x)-\delta \leq u(x, t, \varphi) \leq U(H+x)+\delta \quad$ for all $x \in R \quad$ and $t \in[T-\tau, T]$.

Let $\xi_{0}=-H+c T, h_{0}=2 H>0$. Then (3.32) implies that
(3.33) $U\left(x-c T+\xi_{0}\right)-\delta \leq u_{T}(x, \varphi)(s) \leq U\left(x-c T+\xi_{0}+h_{0}\right)+\delta, \quad s \in[-\tau, 0], \quad x \in R$.

Let $\xi=\xi_{0}+\sigma_{0} \delta\left(1-e^{\beta_{0} \tau}\right)-|c| \tau$ and $h=h_{0}-2 \sigma_{0} \delta\left(1-e^{\beta_{0} \tau}\right)+2|c| \tau>0$. Then by (3.33), we have that for any $s \in[-\tau, 0]$ and $x \in R$,

$$
\begin{aligned}
& w_{0}^{-}(x,-c T+\xi, \delta)(s) \\
& \quad=U\left(x-c s-c T+\xi-\sigma_{0} \delta\left(1-e^{-\beta_{0} s}\right)\right)-\delta e^{-\beta_{0} s} \\
& \quad \leq U\left(x+|c| \tau-c T+\xi-\sigma_{0} \delta\left(1-e^{\beta_{0} \tau}\right)\right)-\delta \\
& \quad=U\left(x-c T+\xi_{0}\right)-\delta \leq u_{T}(x, \varphi)(x)
\end{aligned}
$$

and

$$
\begin{aligned}
& w_{0}^{+}(x,-c T+\xi+h, \delta)(s) \\
& \quad=U\left(x-c s-c T+\xi+h+\sigma_{0} \delta\left(1-e^{-\beta_{0} s}\right)\right)+\delta e^{-\beta_{0} s} \\
& \quad \geq U\left(x-|c| \tau-c T+\xi+h+\sigma_{0} \delta\left(1-e^{\beta_{0} \tau}\right)\right)+\delta \\
& \quad=U\left(x-c T+\xi_{0}+h_{0}\right)+\delta \geq u_{T}(x, \varphi)(s)
\end{aligned}
$$

It then follows that

$$
w_{0}^{-}(x,-c T+\xi, \delta)(s) \leq u_{T}(x, \varphi)(s) \leq w_{0}^{+}(x,-c T+\xi+h, \delta)(s)
$$

This completes the proof. $\quad \square$
Now we are in a position to prove the main results in this section.
Theorem 3.3. Assume that (2.1) has a monotone traveling wave solution $U(x-$ $c t)$. Then $U(x-c t)$ is globally asymptotically stable with phase shift in the sense that there exists $k>0$ such that for any $\varphi \in[0,1]_{C}$ with

$$
\liminf _{x \rightarrow \infty} \min _{s \in[-\tau, 0]} \varphi(x, s)>a^{+}, \quad \limsup _{x \rightarrow-\infty} \max _{s \in[-\tau, 0]} \varphi(x, s)<a^{-}
$$

the solution $u(x, t, \varphi)$ of (2.1) satisfies

$$
|u(x, t, \varphi)-U(x-c t+\xi)| \leq K e^{-k t}, \quad x \in R, t \geq 0
$$

for some $K=K(\varphi)>0$ and $\xi=\xi(\varphi) \in R$.
Proof. Let $\beta_{0}, \sigma_{0}, \bar{\delta}$ be as in Lemma 2.3 with $\beta_{0}$ chosen such that $3 e^{\beta_{0} \tau}<4$, and then let $\epsilon^{*}$ be as in Lemma 3.1 with $\epsilon^{*}$ chosen such that $\left(4-3 e^{\beta_{0} \tau}\right) \sigma_{0} \cdot \epsilon^{*}<1$. We further choose a $0<\delta^{*}<\min \left(\frac{\delta_{0}}{2}, \bar{\delta}, \frac{1}{\sigma_{0}}\right)$ such that

$$
1>k^{*}:=\left(4-3 e^{\beta_{0} \tau}\right) \sigma_{0} \epsilon^{*}-3 e^{\beta_{0} \tau} \sigma_{0} \delta^{*}>0
$$

and then fix a $t^{*} \geq \tau+1$ such that

$$
e^{-\beta_{0}\left(t^{*}-\tau-1\right)}\left(1+\epsilon^{*} / \delta^{*}\right)<1-k^{*}
$$

We first prove the following two claims.
Claim 1. There exist $T^{*}=T^{*}(\varphi)>0, \xi^{*}=\xi^{*}(\varphi) \in R$ such that

$$
\begin{gather*}
w_{0}^{-}\left(x,-c T^{*}+\xi^{*}, \delta^{*}\right)(s) \leq u_{T^{*}}(x, \varphi)(s) \leq w_{0}^{+}\left(x,-c T^{*}+\xi^{*}+1, \delta^{*}\right)(s)  \tag{3.34}\\
s \in[-\tau, 0], x \in R .
\end{gather*}
$$

Indeed, by Lemma 3.2, there exist $T=T(\varphi)>0, \xi=\xi(\varphi) \in R$, and $h=h(\varphi)>0$ such that

$$
\begin{gather*}
w_{0}^{-}\left(x,-c T+\xi, \delta^{*}\right)(s) \leq u_{T}(x, \varphi)(s) \leq w_{0}^{+}\left(x,-c T+\xi+h, \delta^{*}\right)(s)  \tag{3.35}\\
s \in[-\tau, 0], \quad x \in R
\end{gather*}
$$

If $h \leq 1$, (3.34) follows immediately from the monotonicity of $U(\cdot)$. Then we assume that $h>1$ and let

$$
N=\max \left\{m ; m \text { is a nonnegative integer and } m k^{*}<h\right\}
$$

Since $0<k^{*}<1$ and $h>1$, we have $N \geq 1, N k^{*}<h \leq(N+1) k^{*}$, and hence, $0<h-N k^{*} \leq(N+1) k^{*}-N k^{*}=k^{*}<1$. Clearly, $\bar{h}:=\min (1, h)=1$. By (3.35), Lemma 3.1 and the choice of $t^{*}$ and $k^{*}$, it then follows that

$$
\begin{align*}
w_{0}^{-}\left(x,-c\left(T+t^{*}\right)+\hat{\xi}\left(T+t^{*}\right), \hat{\delta}\left(T+t^{*}\right)\right)(s) \leq & u_{T+t^{*}}(x, \varphi)(s) \\
\leq & w_{0}^{+}\left(x,-c\left(T+t^{*}\right)+\hat{\xi}\left(T+t^{*}\right)\right. \\
& \left.+\hat{h}\left(T+t^{*}\right), \hat{\delta}\left(T+t^{*}\right)\right)(s), \\
6) & s \in[-\tau, 0], x \in R, \tag{3.36}
\end{align*}
$$

where

$$
\begin{aligned}
& \hat{\xi}\left(T+t^{*}\right) \in\left[\xi-\sigma_{0} \delta^{*}-2 \sigma_{0}\left(\delta^{*}+\epsilon^{*}\right) e^{\beta_{0} \tau}, \xi+h+\sigma_{0} \delta^{*}\right] \\
& \hat{\delta}\left(T+t^{*}\right)=\left(\delta^{*} e^{-\beta_{0}}+\epsilon^{*}\right) e^{-\beta_{0}\left(t^{*}-\tau-1\right)} \leq\left(1-k^{*}\right) \delta^{*}<\delta^{*} \\
& 0 \leq \hat{h}\left(T+t^{*}\right) \leq h+\left(3 e^{\beta_{0} \tau}-4\right) \sigma_{0} \epsilon^{*}+3 e^{\beta_{0} \tau} \sigma_{0} \delta^{*}=h-k^{*}
\end{aligned}
$$

Repeating the same process $N$ times, we have that (3.36), with $T+t^{*}$ replaced by $T+N t^{*}$, holds for some $\hat{\xi} \in R, 0<\hat{\delta} \leq \delta^{*}$, and $0 \leq \hat{h} \leq h-N k^{*}<1$. Let $T^{*}=T+N t^{*}, \xi^{*}=\hat{\xi}$. Again, by the monotonicity of $U(\cdot),(3.34)$ then follows.

Claim 2. Let $p=2 \sigma_{0} \delta^{*}+2 \sigma_{0}\left(\delta^{*}+\epsilon^{*}\right) e^{\beta_{0} \tau}+1, T_{m}=T^{*}+m t^{*}, \delta_{m}^{*}=\left(1-k^{*}\right)^{m} \delta^{*}$, and $h_{m}=\left(1-k^{*}\right)^{m}, m \geq 0$. Then there exists a sequence $\left\{\xi_{m}\right\}_{m=0}^{\infty} \subset R$ with $\xi_{0}=\xi^{*}$ such that

$$
\begin{equation*}
\left|\xi_{m+1}-\xi_{m}\right| \leq p h_{m}, \quad m \geq 0 \tag{3.37}
\end{equation*}
$$

and

$$
\begin{align*}
w_{0}^{-}\left(x,-c T_{m}+\xi_{m}, \delta_{m}^{*}\right)(s) \leq & u_{T_{m}}(x, \varphi)(s) \\
\leq & w_{0}^{+}\left(x,-c T_{m}+\xi_{m}+h_{m}, \delta_{m}^{*}\right)(s)  \tag{3.38}\\
& s \in[-\tau, 0], \quad x \in R, m \geq 0
\end{align*}
$$

In fact, Claim 1 implies that (3.38) holds for $m=0$. Now suppose that (3.38) holds for some $m=l \geq 0$. By Lemma 3.1 with $T=T_{l}, \xi=\xi_{l}, h=h_{l}, \delta=\delta_{l}^{*}$, and $t=T_{l}+t^{*}=T_{l+1}\left(\right.$ since $\left.t^{*} \geq \tau+1\right)$, we then have
$(3.39) w_{0}^{-}\left(x,-c T_{l+1}+\hat{\xi}, \hat{\delta}\right)(s) \leq u_{T_{l+1}}(x, \varphi)(s) \leq w_{0}^{+}\left(x,-c T_{l+1}+\hat{\xi}+\hat{h}, \hat{\delta}\right)(s)$,

$$
s \in[-\tau, 0], \quad x \in R
$$

where

$$
\begin{aligned}
\hat{\xi} & \in\left[\xi_{l}-\sigma_{0} \delta_{l}^{*}-2 \sigma_{0}\left(\delta_{l}^{*}+\epsilon^{*} h_{l}\right) e^{\beta_{0} \tau}, \xi_{l}+h_{l}+\sigma_{0} \delta_{l}^{*}\right], \\
\hat{\delta} & =\left(\delta_{l} e^{-\beta_{0}}+\epsilon^{*} h_{l}\right) e^{-\beta_{0}\left(T_{l+1}-T_{l}-\tau-1\right)} \\
& \leq\left(1-k^{*}\right)^{l} \cdot \delta^{*}\left[\left(1+\frac{\epsilon^{*}}{\delta^{*}}\right) e^{-\beta_{0}\left(t^{*}-\tau-1\right)}\right] \\
& \leq\left(1-k^{*}\right)^{l} \cdot \delta^{*}\left(1-k^{*}\right)=\delta_{l+1}^{*}, \\
\hat{h} & \leq h_{l}-\left(4-3 e^{\beta_{0} \tau}\right) \sigma_{0} \epsilon^{*} h_{l}+3 e^{\beta_{0} \cdot \tau} \sigma_{0} \delta_{l} \\
& =\left(1-k^{*}\right)^{l} \cdot\left[1-\left(4-3 e^{\beta_{0} \tau}\right) \sigma_{0} \epsilon^{*}+3 e^{\beta_{0} \tau} \sigma_{0} \delta^{*}\right] \\
& =\left(1-k^{*}\right)^{l+1}=h_{l+1} .
\end{aligned}
$$

We choose $\xi_{l+1}=\hat{\xi}$. Then

$$
\left|\xi_{l+1}-\xi_{l}\right| \leq\left|\xi_{l}+h_{l}+\sigma_{0} \delta_{l}^{*}-\left(\xi_{l}-\sigma_{0} \delta_{l}^{*}-2 \sigma_{0}\left(\delta_{l}^{*}+\epsilon^{*} h_{l}\right) \cdot e^{\beta_{0} \tau}\right)\right|=p \cdot h_{l}
$$

It then follows that (3.37) holds for $m=l$ and (3.38) holds for $m=l+1$. By induction, (3.37) and (3.38) hold for all $m \geq 0$.

For each $m \geq 0$, by (3.38) and Theorem 2.2, it follows that for all $t \geq T_{m}, x \in R$,

$$
\begin{align*}
& U\left(x-c t+\xi_{m}-\sigma_{0} \delta_{m}^{*}\left(1-e^{-\beta_{0}\left(t-T_{m}\right)}\right)\right)-\delta_{m}^{*} e^{-\beta_{0}\left(t-T_{m}\right)} \leq u(x, t, \varphi)  \tag{3.40}\\
& \quad \leq U\left(x-c t+\xi_{m}+h_{m}+\sigma_{0} \delta_{m}^{*}\left(1-e^{-\beta_{0}\left(t-T_{m}\right)}\right)\right)+\delta_{m}^{*} e^{-\beta_{0}\left(t-T_{m}\right)}
\end{align*}
$$

For any $t \geq T^{*}$, let $m=\left[\frac{t-T^{*}}{t^{*}}\right] \geq 0$ be the largest integer not greater than $\frac{t-T^{*}}{t^{*}}$, and define $\delta(t)=\delta_{m}^{*}, \xi(t)=\xi_{m}-\sigma_{0} \delta_{m}^{*}$, and $h(t)=h_{m}+2 \sigma_{0} \delta_{m}^{*}$; then we have $T_{m}=T^{*}+m t^{*} \leq t<T^{*}+(m+1) t^{*}=T_{m+1}$. By (3.40), it follows that for all $t \geq T^{*}$, $x \in R$,

$$
\begin{equation*}
U(x-c t+\xi(t))-\delta(t) \leq u(x, t, \varphi) \leq U(x-c t+\xi(t)+h(t))+\delta(t) \tag{3.41}
\end{equation*}
$$

Moreover, we have

$$
\begin{align*}
h(t) & =h_{m}+2 \sigma_{0} \delta_{m}^{*}=\left(1+2 \sigma_{0} \delta^{*}\right)\left(1-k^{*}\right)^{m} \\
& \leq\left(1+2 \sigma_{0} \delta^{*}\right) \exp \left\{\left(\frac{t-T^{*}}{t^{*}}-1\right) \ln \left(1-k^{*}\right)\right\}, \quad t \geq T^{*} \tag{3.43}
\end{align*}
$$

and for any $r \geq t \geq T^{*}$, by (3.37),

$$
\begin{align*}
|\xi(r)-\xi(t)| & =\left|\xi_{m}-\sigma_{0} \delta_{m}^{*}-\left(\xi_{n}-\sigma_{0} \delta_{n}^{*}\right)\right| \\
& \leq\left|\xi_{m}-\xi_{n}\right|+\sigma_{0} \delta_{m}^{*}+\sigma_{0} \delta_{n}^{*} \\
& \leq \sum_{l=n}^{m-1}\left|\xi_{l+1}-\xi_{l}\right|+2 \sigma_{0} \delta_{n}^{*} \\
& \leq \sum_{l=n}^{m-1} p \cdot h_{l}+2 \sigma_{0} \delta_{n}^{*} \\
& \leq \frac{p h_{n}}{1-\left(1-k^{*}\right)}+2 \sigma_{0} \delta_{n}^{*} \\
& =q \cdot \delta(t) \tag{3.44}
\end{align*}
$$

where $m=\left[\frac{r-T^{*}}{t^{*}}\right] \geq n=\left[\frac{t-T^{*}}{t^{*}}\right]$ and $q=\frac{p}{k^{*} \delta^{*}}+2 \sigma_{0}$. Clearly, (3.44) implies that $\xi(\infty)=\lim _{t \rightarrow \infty} \xi(t)$ exists and

$$
|\xi(\infty)-\xi(t)| \leq q \delta(t), \quad t \geq T^{*}
$$

Then

$$
\begin{equation*}
|\xi(t)-\xi(\infty)| \leq q \cdot \delta^{*} \exp \left\{\left(\frac{t-T^{*}}{t^{*}}-1\right) \ln \left(1-k^{*}\right)\right\}, \quad t \geq T^{*} \tag{3.45}
\end{equation*}
$$

Therefore, by defining $k=-\frac{1}{t^{*}} \ln \left(1-k^{*}\right)>0$ and combining (3.41), (3.42), (3.43), and (3.45), we obtain the assertion of the theorem.

This completes the proof.
THEOREM 3.4. Every monotone traveling wave solution of (2.1) is Liapunov stable. If (2.1) has a monotone traveling wave solution $U(x-c t)$, then the traveling wave solutions of (2.1) are unique up to a translation in the sense that for any traveling wave solution $\bar{U}(x-\bar{c} t)$ with $0 \leq \bar{U}(\xi) \leq 1, \xi \in R$, we have $\bar{c}=c$ and $\bar{U}(\cdot)=U\left(\xi_{0}+\cdot\right)$ for some $\xi_{0}=\xi_{0}(\bar{U}) \in R$.

Proof. Let $U(x-c t)$ be a monotone traveling wave solution of (2.1). By the uniform continuity of $U(\cdot)$ on $R$, it follows that for any $\epsilon>0$, there exists a $\delta_{1}=$ $\delta_{1}(\epsilon)>0$ such that for all $|y| \leq \delta_{1}$,

$$
\begin{equation*}
|U(x-c t+y)-U(x-c t)|<\frac{\epsilon}{2}, \quad x \in R, t \geq 0 \tag{3.46}
\end{equation*}
$$

We then further choose a $\delta=\delta(\epsilon)>0$ such that $\delta<\min \left(\frac{\epsilon}{2}, \frac{\delta_{1} \cdot e^{-\beta_{0} \tau}}{\sigma_{0}}, \bar{\delta}\right)$, where $\beta_{0}, \sigma_{0}$, and $\bar{\delta}$ are as in Lemma 2.3. For any $\varphi \in C([-\tau, 0], X)$ with $|\varphi(x, s)-U(x-c s)|<\delta$ for $s \in[-\tau, 0]$ and $x \in R$, we have

$$
\begin{align*}
& U\left(x-c s+\sigma_{0} \delta\left(1-e^{\beta_{0} \tau}\right)-\sigma_{0} \delta\left(1-e^{-\beta_{0} s}\right)\right)-\delta e^{-\beta_{0} s} \\
& \quad \leq \quad \varphi(x, s) \leq U\left(x-c s+\sigma_{0} \delta\left(e^{\beta_{0} \tau}-1\right)\right. \\
& \left.\quad+\sigma_{0} \delta\left(1-e^{-\beta_{0} s}\right)\right)+\delta e^{-\beta_{0} s}, \quad s \in[-\tau, 0], x \in R . \tag{3.47}
\end{align*}
$$

By Lemma 2.3 and Theorem 2.2, it then follows that

$$
\begin{align*}
& U\left(x-c t+\sigma_{0} \delta\left(1-e^{\beta_{0} \tau}\right)-\sigma_{0} \delta\left(1-e^{-\beta_{0} t}\right)\right)-\delta e^{-\beta_{0} t} \leq u(x, t, \varphi) \\
& \quad \leq U\left(x-c t+\sigma_{0} \delta\left(e^{\beta_{0} \tau}-1\right)+\sigma_{0} \delta\left(1-e^{-\beta_{0} t}\right)\right) \\
& \quad+\delta e^{-\beta_{0} t}, x \in R, t \geq 0 \tag{3.48}
\end{align*}
$$

By the choice of $\delta=\delta(\epsilon)$, we have that for all $t \geq 0$,

$$
\begin{aligned}
\left|\sigma_{0} \delta\left(1-e^{\beta_{0} \tau}\right)-\sigma_{0} \delta\left(1-e^{-\beta_{0} t}\right)\right| & \leq \sigma_{0} \delta\left(e^{\beta_{0} \tau}-1\right)+\sigma_{0} \delta\left(1-e^{-\beta_{0} t}\right) \\
& \leq \sigma_{0} \delta e^{\beta_{0} \tau}<\delta_{1}(\epsilon)
\end{aligned}
$$

and

$$
\left|\sigma_{0} \delta\left(e^{\beta_{0} \tau}-1\right)+\sigma_{0} \delta\left(1-e^{-\beta_{0} t}\right)\right| \leq \sigma_{0} \delta e^{\beta_{0} \tau}<\delta_{1}(\epsilon)
$$

Then, by (3.46) and (3.48), it follows that $U(x-c t)-\epsilon \leq u(x, t, \varphi) \leq U(x-c t)+\epsilon$, $x \in R, t \geq 0$. That is, $|u(x, t, \varphi)-U(x-c t)|<\epsilon, x \in R, t \geq 0$. Therefore $U(x-c t)$ is Liapunov stable.

To prove the uniqueness, we let $U(x-c t)$ be the given monotone traveling wave solution, and let $\bar{U}(x-\bar{c} t)$ be any traveling wave solution of (2.1) with $0 \leq \bar{U} \leq 1$ on $R$. Since $\lim _{x \rightarrow \infty} \bar{U}(x-\bar{c} s)=1$ and $\lim _{x \rightarrow-\infty} \bar{U}(x-\bar{c} s)=0$ uniformly for $s \in[-\tau, 0]$, we have

$$
\begin{align*}
& \liminf _{x \rightarrow \infty} \min _{s \in[-\tau, 0]} \bar{U}(x-\bar{c} s)>a^{+} \quad \text { and } \\
& \limsup _{x \rightarrow-\infty} \max _{s \in[-\tau, 0]} \bar{U}(x-\bar{c} s)<a^{-} \tag{3.49}
\end{align*}
$$

Then, by Theorem 3.3, there exists $K_{0}=K_{0}(\bar{U})>0$ and $\xi_{0}=\xi_{0}(\bar{U}) \in R$ such that

$$
\begin{equation*}
\left|\bar{U}(x-\bar{c} t)-U\left(x-c t+\xi_{0}\right)\right| \leq K_{0} e^{-k t}, \quad x \in R, \quad t \geq 0 \tag{3.50}
\end{equation*}
$$

Let $\bar{\xi} \in R$ be such that $0<\bar{U}(\bar{\xi})<1$, and define $L(\bar{\xi}):=\{(x, t) ; x \in R, t \geq 0, x-\bar{c} t=$ $\bar{\xi}\}$. By (3.50), it then follows that

$$
\begin{gather*}
U\left(\bar{\xi}+\xi_{0}+(\bar{c}-c) t\right)-K_{0} e^{-k t} \leq \bar{U}(\bar{\xi}) \leq U\left(\bar{\xi}+\xi_{0}+(\bar{c}-c) t\right)+K_{0} e^{-k t} \\
\text { for all }(x, t) \in L(\bar{\xi}) \tag{3.51}
\end{gather*}
$$

Since $U(\infty)=1$ and $U(-\infty)=0$, letting $t \rightarrow \infty$ in (3.51), we obtain that $\bar{c} \leq c$ from the first inequality and that $\bar{c} \geq c$ from the second inequality. Then $\bar{c}=c$. For any $\xi \in R$, again by (3.50), we then have

$$
\begin{equation*}
\left|\bar{U}(\xi)-U\left(\xi+\xi_{0}\right)\right| \leq K_{0} e^{-k t} \quad \text { for all }(x, t) \in L(\xi) \tag{3.52}
\end{equation*}
$$

Therefore, letting $t \rightarrow \infty$ in (3.52), we get $\bar{U}(\xi)=U\left(\xi+\xi_{0}\right)$ for all $\xi \in R$, that is, $\bar{U}(\cdot)=U\left(\xi_{0}+\cdot\right)$.

This completes the proof.
Remark 3.1. For the typical Huxley nonlinearity

$$
f(u, v)= \begin{cases}u(1-u)(v-a) & \text { for } 0 \leq u \leq 1, v \in R \\ u(1-u)(u-a) & \text { otherwise }\end{cases}
$$

with $0<a<1$, let $\hat{f}: I^{2} \rightarrow R$ be a smooth extension of $f:[0,1]^{2} \rightarrow R$ such that (H1) and (H2) hold for $\hat{f}$. Clearly, [7, Corollary 5] implies that $[0,1]_{C}$ is positively invariant for (2.1) with $f$ replaced by $\hat{f}$. It then follows that Theorems 3.3 and 3.4 hold for (2.1) with the Huxley nonlinearity.

Remark 3.2. With some additional assumptions on $f(\cdot, \cdot)$, Schaaf [13] proved the existence of the monotone traveling wave solution of (2.1) and uniqueness of the wave speeds. By Theorems 3.3 and 3.4 we further conclude that this monotone traveling wave solution is globally and exponentially asymptotically stable with phase shift, that all traveling waves are unique up to translation, and that every traveling wave solution is Liapunov stable.
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#### Abstract

Chemotaxis is the oriented movement of cells in response to the concentration gradient of chemical substances in their environment. We consider the situation of a single bacterial population which responds chemotactically to a nutrient diffusing from an adjacent phase not accessible to the bacteria. The concentration and density of the substrate and cells (resp.) satisfy a quasi-linear parabolic system with nonlinear boundary condition. Our first set of results addresses the effects of two important biological parameters $\lambda>0$ and $\chi>0$ on the steady states, where $\lambda$ measures the (random) motility of bacteria and $\chi$ the magnitude of chemotactic response (or sensitivity) to the chemical. Our second set of results concerns the global boundedness of time-dependent solutions and stability issues of trivial and nontrivial steady states with small amplitudes.
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1. Introduction and description of main results. Chemotaxis is the oriented movement of cells in response to the concentration gradient of chemical substances in their environment. Motility, on the other hand, refers to the random diffusivity of cells. It is known that chemotaxis and motility can affect not only the distribution but also the growth of cells. Sometimes they can even be a decisive advantage for a species of cells in its competition for a limited resource with another species of less chemotactic or more motile cells which has even superior growth kinetics [LAK], [PW].

Keller and Segal $[\mathrm{KS}]$ seem to have been the first to propose mathematical models for chemotaxis. To illustrate the general idea in modeling chemotaxis, we consider a species of cells which responds chemotactically to a chemical. Let $u(x, t)$ and $v(x, t)$ be the concentration and density of the chemical and cells, respectively. If the chemical is diffusive, then by Fick's law the random diffusive flux is given by $-D_{1} \nabla u$, where $D_{1}>0$ is assumed to be a constant. The cell flux is assumed to be the combination of the random diffusive flux and chemotactic flux, with the latter parallel to $\nabla u$, so the cell flux takes the form $-D_{2} \nabla v+\chi v \phi^{\prime}(u) \nabla u$, where $D_{2}>0$ and $\chi$ are constants, and $\phi^{\prime}(u)>0 . D_{2}$ is the motility of cells and measures the ability of cells to diffuse randomly; $\chi$ (positive if the chemical is an attractant and negative if it is a repellent) is called the chemotaxis coefficient and measures the magnitude of response of cells to the chemical. $\phi(u)$ is called the sensitivity function. We need the factor $\phi^{\prime}(u)$ in the chemotaxis flux to reflect the fact that the sensitivity of cells to the chemical may vary at different levels of chemical concentration.

Now by the law of conservation of mass, we are led to the following quasi-linear

[^24]system
\[

\left\{$$
\begin{array}{l}
u_{t}=D_{1} \Delta u+h(u, v)  \tag{1.1}\\
v_{t}=\nabla \cdot\left(D_{2} \nabla v-\chi v \nabla \phi(u)\right)+k(u, v),
\end{array}
$$\right.
\]

where $h(u, v)$ is the creation-degradation rate of the chemical and $k(u, v)$ is the birthdeath rate of cells.

Physiologists are interested in the effects of cell motility and chemotaxis on the population growth. To elucidate such effects, Lauffenburger, Aris, and Keller [LAK] investigated the situation of a single bacterial population in a one-dimensional medium with finite length, with growth limited by a nutrient diffusing from an adjacent phase not accessible to the bacteria. Their mathematical model is the following (nondimensionalized form):

$$
\left\{\begin{array}{l}
u_{t}=u_{x x}-f(u) v, 0 \leq x \leq 1, t>0  \tag{1.2}\\
v_{t}=\left(\lambda v_{x}-\chi v(\phi(u))_{x}\right)_{x}+(k f(u)-\theta) v \\
u_{x}(0)=0, u_{x}(1)=h(1-u(1)) \\
\lambda v_{x}-\chi v(\phi(u))_{x}=0 \text { at } x=0,1
\end{array}\right.
$$

Here $\lambda, \chi, k, \theta$, and $h$ are positive constants except that $\chi$ is allowed to equal zero; $u$ is the concentration of the nutrient and $v$ the density of the bacteria; $f(u)$ is the consumption rate of the nutrient per cell; the term $(k f(u)-\theta) v$ in the $v$-equation represents that the bacteria have a Malthusian (or exponential) growth with $k f(u)$ and $\theta$ measuring the birth and death rate of cells. The boundary condition for $u$ at $x=1$ reflects the assumption that the flux of $u$ at $x=1$ is proportional to the difference of chemical concentration on two sides of the point $x=1$ with $h$ being the proportionality constant. The boundary condition for $v$ says that there is no flux for the cells at the boundary.

From biological and technical considerations, we require $f$ and $\phi$ satisfying

$$
\begin{align*}
& f(0)=0, f^{\prime}(u)>0, \quad \text { and } \phi^{\prime}(u)>0 \text { for } u \in[0, \infty) \\
& f \in C^{3}([0, \infty)) \text { and } \phi \in C^{5}([0, \infty)) \tag{1.3}
\end{align*}
$$

Typical choices for $f$ and $\phi$ are $f(u)=a u /(b+u), \phi(u)=u, \phi(u)=\log (c+u)$, $\phi(u)=u /(1+c u)$, etc. In [LAK], $\phi(u)$ is taken to be $u$.

Numerical simulations on steady states of (1.2) (with $\phi(u)=u, \chi$ proportional to $\lambda)$ led the authors of [LAK] to the following interesting observations.
(C1) Random motility $\lambda$ may lead to decreased population (at least in nonchemotactic case $\chi=0$ ).
(C2) Chemotaxis coefficient $\chi$ acts to increase population size.
These are the primary motivations of the current paper. We shall
(i) study the effects of large or small $\lambda$ or $\chi$ on positive steady states of (1.2);
(ii) do so when the bacteria have a different growth type (logistic growth, which was not considered in [LAK]);
(iii) study the important related dynamical issues, such as stability of steady states and boundedness of global solutions.

The results obtained do lead to new phenomena and new understandings beyond $(\mathrm{C} 1),(\mathrm{C} 2)$, and the numerical simulations in [LAK], though ( C 1$)$ and (C2) are not "proved" completely.

Before describing our main results, we mention that in $[\mathrm{Z}]$ (which to our knowledge is the only previous rigorous work on (1.2)), Zeng proved that (i) if $\theta \geq k f(1)$, the
only steady state of (1.2) is the trivial one: $(u, v)=(1,0)$; (ii) if $0<\theta<k f(1)$, then (1.2) has a positive steady state $(u, v)$; (iii) any positive steady state $(u, v)$ of (1.2) satisfies $0<u<1, u^{\prime}>0$, and $v^{\prime}>0$. (In $[\mathrm{Z}], \phi(u)=u$ is assumed; but the arguments there go through for general $\phi$ satisfying (1.3).)

In this paper, concerning positive steady states of (1.2), we obtain what can be roughly described as follows.
(R1) Small motility $\lambda$ and large chemotaxis coefficient $\chi$ (when compared to $\lambda$, that is, $\chi$ is large and $\lambda / \chi$ is small) have the same effect on the distribution and the total population of the bacteria: $v$ concentrates and is approximately an $\delta$-function at the boundary point $x=1$; moreover, the total population of bacteria $\int_{0}^{1} v(x) d x$ is close to $k h(1-c) / \theta, u$ is close to $c$, where $c$ is the constant in $(0,1)$ such that $k f(c)=\theta$.
(R2) Small motility $\lambda$ and large chemotaxis coefficient $\chi$ (when compared to $\lambda$ ) act to increase the total population of bacteria: $\int_{0}^{1} v(x) d x$ is maximized in the limit $\lambda \rightarrow 0$ or $\lambda / \chi \rightarrow 0$ and $\chi \rightarrow \infty$.
(R3) When both $\lambda$ and $\chi$ are large and $\lambda$ is at least at the order of $\chi, v$ no longer concentrates at $x=1$; in the limit, both $u$ and $v$ converge in $C^{1}[0,1]$ norm to functions which, in the case $\lambda / \chi \rightarrow \infty$, can be uniquely determined.
(For the precise statements of the results described above, see Theorem 2.1.)
(R1) and (R3) were not observed numerically or by the formal arguments in [LAK] or in any other places, to the best of our knowledge. According to (C1) and (C2), the functions

$$
\begin{equation*}
\lambda \rightarrow \int_{0}^{1} v_{\lambda}(x) d x, \quad \chi \rightarrow \int_{0}^{1} v_{\chi}(x) d x \tag{1.4}
\end{equation*}
$$

(subscripts indicating the dependence of $v$ on the parameters, not partial derivatives) should be monotone decreasing and increasing (resp.), at least when $\chi$ is proportional to $\lambda$. It seems that this kind of question has not been rigorously studied for the classical reaction-diffusion systems (nonchemotactic). In fact, for many of them, even the uniqueness or multiplicity problem has largely remained open. For our system (1.2) with $\chi=0$, the uniqueness of positive steady state was pointed out by Yuan Lou and later by Junping Shi. If $\chi>0$, we are unable to prove that the functions in (1.4) are single-valued.

We have seen from (R1) that for small $\lambda$ or large $\chi$ (compared to $\lambda$ ), the bacteria concentrate in a small neighborhood of the boundary point $x=1$, which is a "fertile zone", because the nutrient diffuses into the medium through $x=1$. This should promote the growth of bacteria if they have a Malthusian growth, as assumed in the model (1.2). This may not promote the growth of bacteria if their growth type is logistic, that is, if large density of bacteria leads to negative growth due to overcrowding.

Motivated by this, we propose the following model which is a slight modification of (1.2).

$$
\left\{\begin{array}{l}
u_{t}=u_{x x}-f(u) v, 0 \leq x \leq 1, t>0  \tag{1.5}\\
v_{t}=\left(\lambda v_{x}-\chi v(\phi(u))_{x}\right)_{x}+(k f(u)-\theta-\beta v) v \\
u_{x}(0)=0, u_{x}(1)=h(1-u(1)) \\
\lambda v_{x}-\chi v(\phi(u))_{x}=0 \text { at } x=0,1
\end{array}\right.
$$

where $\beta$ is a positive constant. At the constant level of the chemical concentration $u$, the bacteria have logistic growth.

We shall show that as in the Malthusian case, (1.5) has a positive steady state if and only if $0<\theta<k f(1)$ (see Theorem 3.1). Our results on qualitative behavior of positive steady states can be described as follows.
(R4) In sharp contrast to the Malthusian case, large chemotaxis coefficient $\chi$ (compared to $\lambda$ ) is detrimental to the growth of bacteria: $u$ is close to 1 throughout the interval $[0,1], v$ concentrates at the boundary point, but the total population $\int_{0}^{1} v(x) d x$ is close to zero.
(R5) If $\chi / \sqrt{\lambda}$ remains bounded as $\lambda \rightarrow 0$, then $v$ does not concentrate at point $x=1$ and $\lim \inf _{\lambda \rightarrow 0} \int_{0}^{1} v_{\lambda}(x) d x>0$; these are true if $\chi$ is only bounded as $\lambda \rightarrow 0$, in the special case $\phi(u)=u$.
(R6) The conclusion in (R3) holds in the logisitc case (1.5).
See Theorem 3.3 for precise statements. Notice that in the logisitc case, small motility $\lambda$ and large chemotaxis coefficient $\chi$ no longer have the same effect on $v$ and the total population $\int_{0}^{1} v(x) d x$, in contrast to the Malthusian case. We conjecture that in the logisitc case, small motility $\lambda$ is also detrimental to the total population $\int_{0}^{1} v(x) d x$, that is, in the limit $\lambda \rightarrow 0, \int_{0}^{1} v_{\lambda}(x) d x$ is minimized (assuming that $\chi$ remains bounded).

We remark that the purpose of the logistic kinetics we use here is not to prevent the blowup (in finite time or infinite time) of $v$ (concentration) or $\int_{0}^{1} v(x, t) d x$ (total population) because both remain bounded as $t \rightarrow \infty$ even in the Malthusian case (see (R7)). Instead, it is used to model the inhibition on growth due to the competition for the nutrient among cells at locations of aggregation.

All of the above results concern the behavior of positive steady states of (1.2) and (1.5). On the dynamical issues for (1.5) ( $\beta=0$ allowed so that the Malthusian case is included), we have the following.
(R7) (1.5) has a unique bounded global (in time) solution.
(R8) When $\theta \geq k f(1)$, the trivial steady state $(1,0)$ is globally asymptotically stable; when $0<\theta<k f(1)$, it is unstable.
(R9) For $\theta$ less than but close to $k f(1)$, the positive steady state of (1.5) is unique and asymptotically stable. See Theorems 4.8, 5.1, and 5.2 for precise statements.

Recall that (1.5) has a positive steady state if and only if $0<\theta<k f(1)$. We conjecture that for the full parameter range $\theta \in(0, k f(1))$, the positive steady state of (1.5) is unique and globally asymptotically stable. If this is true, it would imply that the behavior of the positive steady state represents that of the time-dependent solution for large time. The results (R7)-(R9) support this conjecture. It has been an outstanding open problem for many classical (nonchemotactic) diffusion systems to obtain uniqueness and stability of steady states for the full range of parameters. For our problems, we have one more significant difficulty to overcome: the nonlinear boundary condition for $v$. Indeed, in obtaining even the stability in (R9) for $\theta$ close to $k f(1)$ by using the bifurcation method, we cannot directly apply the standard result of Crandall-Rabinowitz because the linearized differential operators have varying domains, due to the nonlinear boundary condition.

The paper is organized as follows. We study (i) the behavior of steady states in the Malthusian case in section 2; (ii) existence and behavior of steady states in the logisitc case in section 3; (iii) global existence and boundedness of time-dependent solutions in section 4 ; (iv) stability of steady states in section 5 .

We remind the reader that we assume the condition (1.3) throughout this paper.
2. Behavior of steady states in Malthusian case. We first write down the system satisfied by steady states of (1.2):

$$
\left\{\begin{array}{l}
u^{\prime \prime}=f(u) v, x \in[0,1]  \tag{2.1}\\
\left(\lambda v^{\prime}-\chi v\left(\phi(u)^{\prime}\right)^{\prime}\right)+(k f(u)-\theta) v=0 \\
u^{\prime}(0)=0, u^{\prime}(1)=h(1-u(1)) \\
\lambda v^{\prime}-\chi v(\phi(u))^{\prime}=0 \text { at } x=0,1
\end{array}\right.
$$

Recall [Z] that (2.1) has a positive steady state if and only if $0<\theta<k f(1)$. We shall assume this throughout this section.

The purpose of this section is to prove the following theorem.
THEOREM 2.1. Let $\left(u_{i}, v_{i}\right)$ be positive solutions of $(2.1)$ with $(\lambda, \chi)=\left(\lambda_{i}, \chi_{i}\right)$.
(i) If $\lambda_{i} \rightarrow 0$, then $u_{i} \rightarrow$ constant $c$ uniformly on $[0,1]$, where $k f(c)=\theta, v_{i}$ concentrates and blows up at $x=1$, i.e., $v_{i}$ converges to zero uniformly outside any left neighborhood of $x=1$ and $v_{i}(1) \rightarrow \infty$; moreover, the total population of bacteria $\int_{0}^{1} v_{i}(x) \rightarrow k h(1-c) / \theta$. (Thus $v_{i}$ converges to a constant multiple of the $\delta$-function centered at $x=1$.)
(ii) If $\lambda_{i} / \chi_{i} \rightarrow 0$ as $\chi_{i} \rightarrow \infty$ or as $\lambda_{i} \rightarrow \infty$ (so $\chi_{i}$ is relatively large), then the conclusion in (i) is true.
(iii) Suppose that $\lim _{\lambda_{i} \rightarrow \infty} \lambda_{i} / \chi_{i}=a$ exists and $a \in(0, \infty]$. Then after passing to a subsequence, $u_{i}(x) \rightarrow u_{\infty}(x), v_{i}(x) \rightarrow v_{\infty}(x)$ in $C^{1}([0,1])$, where $u_{\infty}$ and $v_{\infty}$ satisfy

$$
\left\{\begin{array}{l}
u_{\infty}^{\prime \prime}=f\left(u_{\infty}\right) v_{\infty}, u_{\infty}>0, v_{\infty}>0, x \in[0,1]  \tag{2.2}\\
u_{\infty}^{\prime}(0)=0, u_{\infty}^{\prime}(1)=h\left(1-u_{\infty}(1)\right), \\
\text { constraint: } \int_{0}^{1}\left(k f\left(u_{\infty}(x)\right)-\theta\right) v_{\infty} d x=0
\end{array}\right.
$$

Moreover, if $a=\infty$, then $v_{\infty}$ is a constant, and $\left(u_{\infty}, v_{\infty}\right)$ is uniquely determined by (2.2) and hence the whole sequence $\left(u_{i}, v_{i}\right)$ converges to $\left(u_{\infty}, v_{\infty}\right)$; if a is finite, then $v_{\infty}=(\operatorname{const} M) \exp \left(\phi\left(u_{\infty}\right) / a\right)$.

Proof of (i). Step 1. By integrating both sides of the $v$-equation in (2.1), we see

$$
\begin{equation*}
\int_{0}^{1}\left(k f\left(u_{i}(x)\right)-\theta\right) v_{i}(x) d x=0 \tag{2.3}
\end{equation*}
$$

Step 2. We show that for any $x \in[0,1), \lim \sup _{i \rightarrow \infty} v_{i}(x)<\infty$.
If this is not true, then there exists $x_{0} \in[0,1)$ and a sequence $i \rightarrow \infty$ such that $\lim _{i \rightarrow \infty} v_{i}\left(x_{0}\right)=\infty$. Since $u_{i}^{\prime \prime}>0$ and by the boundary condition on $u_{i}$, we have $0 \leq u_{i}^{\prime}(x) \leq u_{i}^{\prime}(1)<h$ for $x \in[0,1]$. Then by virtue of the Azela-Ascoli theorem, we obtain that, after passing to a subsequence,

$$
\begin{equation*}
u_{i}(x) \rightarrow u_{0}(x) \text { uniformly on }[0,1] \text { as } i \rightarrow \infty \tag{2.4}
\end{equation*}
$$

On the other hand, by integrating the $u$-equation, we obtain

$$
\begin{aligned}
h & >u_{i}^{\prime}(1)-u_{i}^{\prime}(0)=\int_{0}^{1} f\left(u_{i}(x)\right) v_{i}(x) d x \\
& \geq \int_{x_{0}}^{1} f\left(u_{i}(x)\right) v_{i}(x) d x \geq \int_{x_{0}}^{1} f\left(u_{i}(x)\right) v_{i}\left(x_{0}\right) d x
\end{aligned}
$$

(recall $v_{i}$ is increasing on $[0,1]$ ), which in turn implies $h \geq \int_{x_{0}}^{1} f\left(u_{0}(x)\right) \infty d x$ by Fatou's lemma. Thus $u_{0} \equiv 0$ on $[0,1]$. But this and (2.4) imply that the integral in (2.3) is negative for $i$ large enough; thus, we have a contradiction!

Step 3. By Step 2, the monotonicity of $v_{i}$ and Helly's theorem, we have that after passing to yet another subsequence,

$$
\begin{equation*}
v_{i}(x) \rightarrow \text { some } v_{0}(x) \text { pointwise on }[0,1) \text { as } i \rightarrow \infty \tag{2.5}
\end{equation*}
$$

where $v_{0}$ is, of course, nondecreasing on $[0,1)$. Since the case when $\chi_{i}$ becomes unbounded as $\lambda_{i} \rightarrow 0$ can be covered by part (ii) of Theorem 2.1, here we assume that $\chi_{i}$ remains bounded as $\lambda_{i} \rightarrow 0$. After passing to a subsequence, we assume $\chi_{i} \rightarrow$ some $\chi_{0} \geq 0$. We claim
$\int_{0}^{x}\left(k f\left(u_{0}(y)\right)-\theta\right) v_{0}(y) d y=\chi_{0} v_{0}(x) u_{0}^{\prime}(x) \phi^{\prime}\left(u_{0}(x)\right)$ almost everywhere (a.e.) on $[0,1)$.
To see this, we integrate the $v$-equation in (2.1) over the interval $[0, x]$ to obtain

$$
\begin{equation*}
\lambda_{i} v_{i}^{\prime}(x)-\chi_{i} v_{i}(x) u_{i}^{\prime}(x) \phi^{\prime}\left(u_{i}(x)\right)+F_{i}(x)=0, x \in[0,1] \tag{2.7}
\end{equation*}
$$

where $F_{i}(x)=\int_{0}^{x}\left(k f\left(u_{i}(y)\right)-\theta\right) v_{i}(y) d y$. Observe that by Step 2 and Lebesgue's dominated convergence theorem, we have that $F_{i}(x) \rightarrow F_{0}(x) \equiv \int_{0}^{x}\left(k f\left(u_{0}(y)\right)-\right.$ $\theta) v_{0}(y) d y$ pointwise on $[0,1)$ as $i \rightarrow \infty$. Integrating (2.7) from 0 to $x$ and sending $\lambda_{i}$ to 0 , we have

$$
\int_{0}^{x}\left[-\chi_{0} v_{0}(y) u_{0}^{\prime}(y) \phi^{\prime}\left(u_{0}(y)\right)+F_{0}(y)\right] d y=0, x \in[0,1)
$$

Now (2.6) follows.
Step 4. We show $v_{0} \equiv 0$ on $[0,1)$ and $u_{0} \equiv$ const $c$ with $k f(c)=\theta$. There are two cases to consider.

Case 1. $\chi_{0}=0$. In light of (2.6), we have

$$
\begin{equation*}
\left(k f\left(u_{0}(x)\right)-\theta\right) v_{0}(x)=0, \text { a.e. on }(0,1) \tag{2.8}
\end{equation*}
$$

If $v_{0} \not \equiv 0$ on $[0,1)$, then there exists $x_{0} \in[0,1)$ such that $v_{0}(x)>0$ for $x \in\left[x_{0}, 1\right)$. Then (2.8) implies that $k f\left(u_{0}(x)\right)=\theta$, i.e., $u_{0} \equiv c$ on $\left[x_{0}, 1\right]$. On the other hand, by integrating the $u$-equation, it is easy to see

$$
\begin{equation*}
u_{0}^{\prime}(x)=\int_{0}^{x} f\left(u_{0}(y)\right) v_{0}(y) d y, x \in[0,1) \tag{2.9}
\end{equation*}
$$

Now since $u_{0}$ is a constant on $\left[x_{0}, 1\right], \int_{0}^{x} f\left(u_{0}(y)\right) v_{0}(y) d y \equiv 0$ and hence $v_{0} \equiv 0$ on $[0,1)$, contradicting the assumption that $v_{0}(x)>0$ for $x \in\left[x_{0}, 1\right)$. Thus $v_{0} \equiv 0$ on $[0,1)$ and by $(2.9), u_{0}$ is a constant.

By $(2.3), f\left(u_{i}(1)\right)>\theta / k$. Thus $f\left(u_{0}\right) \geq \theta / k$. If $f\left(u_{0}\right)>\theta / k$, then the integral in (2.3) is negative for small enough $\lambda_{i}$, which is impossible. Therefore $k f\left(u_{0}\right)=\theta$. Step 4 is finished in the case where $\chi_{0}=0$.

Case 2. $\chi_{0}>0$. If we can show $v_{0} \equiv 0$ on $[0,1)$, then the rest of the arguments are exactly the same as in Case 1. Suppose there exists $x_{0} \in[0,1)$ such that $v_{0}>0$ on $\left[x_{0}, 1\right)$. We want to show that $u_{0}^{\prime} \equiv 0$ on $\left[x_{0}, 1\right)$. Otherwise, there exists $x_{1} \in\left(x_{0}, 1\right)$ such that $u_{0}^{\prime}\left(x_{1}\right)>0$. Then by (2.6), we have $\int_{0}^{x_{1}}\left(k f\left(u_{0}(y)\right)-\theta\right) v_{0}(y) d y>0$; hence, $k f\left(u_{0}\left(x_{1}\right)\right)>\theta$. Therefore, $k f\left(u_{i}(x)\right)-\theta>0$ for $x \in\left[x_{1}, 1\right)$ and large enough $i$. Consequently, for such $i, \int_{x_{1}}^{1}\left(k f\left(u_{i}(y)\right)-\theta\right) v_{i}(y) d y>0$. Now observe

$$
\begin{aligned}
0 & =\lim _{i \rightarrow \infty} \int_{0}^{1}\left(k f\left(u_{i}(y)\right)-\theta\right) v_{i}(y) d y=\lim _{i \rightarrow \infty}\left(\int_{0}^{x_{1}}+\int_{x_{1}}^{1}\right)\left(k f\left(u_{i}(y)\right)-\theta\right) v_{i}(y) d y \\
& \geq \lim _{i \rightarrow \infty} \int_{0}^{x_{1}}\left(k f\left(u_{i}(y)\right)-\theta\right) v_{i}(y) d y=\int_{0}^{x_{1}}\left(k f\left(u_{0}(y)\right)-\theta\right) v_{0}(y) d y>0
\end{aligned}
$$

we have a contradiction! We have shown that $u_{0}^{\prime} \equiv 0$ on $\left[x_{0}, 1\right)$ under the assumption that $v_{0}>0$ on $\left[x_{0}, 1\right)$. Now as in Case 1 , we are led to a contradiction.

Step 5 . We now only need to show $\int_{0}^{1} v_{i}(x) d x \rightarrow k h(1-c) / \theta$. By (2.3),

$$
\begin{aligned}
\theta \lim _{i \rightarrow \infty} \int_{0}^{1} v_{i}(y) d y & =k \lim _{i \rightarrow \infty} \int_{0}^{1} f\left(u_{i}(y)\right) v_{i}(y) d y=k \lim _{i \rightarrow \infty}\left(u_{i}^{\prime}(1)-u_{i}^{\prime}(0)\right) \\
& =k h \lim _{i \rightarrow \infty}\left(1-u_{i}(1)\right)=k h(1-c)
\end{aligned}
$$

This completes the proof of (i) of Theorem 2.1.
Proof of (ii) of Theorem 2.1. The proof is basically the same as that for part (i). The revisions needed are to replace (2.6) by

$$
\begin{equation*}
v_{0}(x) u_{0}^{\prime}(x) \phi^{\prime}\left(u_{0}(x)\right)=0, x \in[0,1) \tag{2.10}
\end{equation*}
$$

then to change the proof in Step 4 slightly. To show (2.10), we divide both sides of (2.7) by $\chi_{i}$ and then send $\chi_{i}$ or $\lambda_{i}$ to infinity. Combining (2.9) with (2.10), we immediately see that $v_{0} \equiv 0$ and $u_{0} \equiv$ constant on $[0,1)$. Now using the arguments in Step 4, we have $u_{0} \equiv c$ on $[0,1]$. (ii) of Theorem 2.1 is proved.

Before proving part (iii) of Theorem 2.1, we prove the following.
LEmma 2.2. If $\lambda$ is bounded away from 0 and if $\chi / \lambda$ is bounded, then $v$ is bounded on $[0,1]$. Here $\lambda$ and $\chi$ are allowed to vary, dependently or independently on each other.

Proof. From (2.7) (dropping the subscripts), we have

$$
v^{\prime}(x)-\frac{\chi u^{\prime}(x)}{\lambda} v(x) \phi^{\prime}(u(x)) \leq \theta \int_{0}^{1} v(x) d x / \lambda .
$$

By (2.3) and the $u$-equation in (2.1), $\theta \int_{0}^{1} v(x) d x=k u^{\prime}(1) \leq h k$. Using this and the fact that $u^{\prime}(x) \leq u^{\prime}(1) \leq h$, we see that

$$
v^{\prime}(x)-\frac{\chi h}{\lambda} v(x)\left\|\phi^{\prime}\right\|_{L^{\infty}} \leq h k / \lambda .
$$

From this it follows that

$$
v(x) \leq v(0) e^{\frac{\chi h\left\|\phi^{\prime}\right\|_{L} \infty}{\lambda} x}+\frac{k}{\chi\left\|\phi^{\prime}\right\|_{L^{\infty}}}\left(e^{\frac{\chi h\left\|\phi^{\prime}\right\|_{L} \infty}{\lambda} x}-1\right), x \in[0,1]
$$

where the second term should be understood as equal to its limit when $\chi=0$. On the other hand, as argued in the proof of (i) of Theorem 2.1, v(0) must remain bounded. Thus $v$ remains bounded on $[0,1]$. Lemma 2.2 is proved.

Proof of (iii) of Theorem 2.1. We shall consider only the case $\chi_{i} \rightarrow \infty$ with $\lambda_{i} / \chi_{i} \rightarrow \infty$. The other case can be handled in the same way.

By the $u$-equation in (2.1) and Lemma 2.2, $u_{i}^{\prime \prime}$ is bounded on $[0,1]$. Thus by the Azela-Ascoli theorem, $u_{i} \rightarrow$ some $u_{\infty}$ in $C^{1}([0,1])$, as $i \rightarrow \infty$, after passing to a subsequence. From (2.7) and Lemma 2.2, we easily see that $v_{i}^{\prime} \rightarrow 0$ uniformly on $[0,1]$ as $i \rightarrow \infty$. This implies that after passing to a subsequence, $v_{i} \rightarrow$ const $v_{\infty}$ in $C^{1}([0,1])$ as $i \rightarrow \infty$. We now show that $v_{\infty}>0$. Otherwise, $u_{\infty}^{\prime} \equiv 0$ on $[0,1]$ (see (2.9)) and then $u_{\infty} \equiv 1$ on $[0,1]$. Then for $i$ large, the integral in (2.3) is positive (recall $0<\theta<k f(1)$ ). Impossible.

It is easy to see that $\left(u_{\infty}, v_{\infty}\right)$ satisfies (2.2). To show the uniqueness of $\left(u_{\infty}, v_{\infty}\right)$, we first observe that by the comparison principle, for a fixed $v_{\infty} \geq 0$, (2.2) without
the constraint has at most one solution $u_{\infty}$ (here we need the assumption $f^{\prime}(u)>0$ ). Thus it suffices to show that $v_{\infty}$ is unique. By the comparison principle again, we have that $u_{\infty}$ is monotonically decreasing with respect to constant $v_{\infty}$. Thus there exists at most one $v_{\infty}>0$ such that $\int_{0}^{1} k f\left(u_{\infty}(x)\right) d x=\theta$, i.e., the constraint in (2.2) is satisfied.

Remark 2.3. Simple calculations below show that in the cases considered in (i) and (ii) of Theorem 2.1, $\int_{0}^{1} v(x) d x$ is maximized in the limit $\lambda \rightarrow 0$. By (2.3), we have $\int_{0}^{1} v(x) d x=\frac{k}{\theta} \int_{0}^{1} f(u(x)) v(x) d x=\frac{k}{\theta} u^{\prime}(1)=\frac{k h}{\theta}(1-u(1))$. By (2.3) again, $u(1)>c$. Thus $\lim _{\lambda \rightarrow 0} \int_{0}^{1} v(x) d x=\frac{k h}{\theta}(1-c)>\int_{0}^{1} v(x) d x$. The same is true when $\chi \rightarrow \infty$ and $\lambda / \chi \rightarrow 0$.

## 3. Positive steady states in the logistic case.

3.1. Existence. The steady states of (1.5) satisfy

$$
\left\{\begin{array}{l}
u^{\prime \prime}=f(u) v,  \tag{3.1}\\
\lambda v^{\prime \prime}-\chi\left(v \phi^{\prime}(u) u^{\prime}\right)^{\prime}+(k f(u)-\theta-\beta v) v=0, \\
u^{\prime}(0)=0, u^{\prime}(1)=h(1-u(1)), \\
\lambda v^{\prime}-\chi v \phi^{\prime}(u) u^{\prime}=0 \text { at } x=0,1,
\end{array}\right.
$$

where $\beta>0$ is a constant.
Theorem 3.1. (i) For $\theta \geq k f(1)$, (3.1) has no positive solutions.
(ii) For $0<\theta<k f(1)$, (3.1) has a positive solution.
(iii) For $\theta$ less than but close to $k f(1)$, the positive solution of (3.1) is unique.

The proof of (i) is easy. To prove (ii), we can use either the decoupling method combined with bifurcation techniques (as in $[\mathrm{Z}]$ for $(3.1)$ with $\beta=0$ ), or the bifurcation method directly applied to the system (as developed in $[\mathrm{BB}]$ for another system). We choose the second approach, which also prepares results and notation for our stability analysis in section 5. The proof is, in spirit, similar to that in $[\mathrm{Z}]$ and will be only sketched here.

The following can be easily observed by inspecting (3.1) and is useful in proving (i).

Lemma 3.2. If $(u, v)$ is a positive solution of (3.1), then $u(x)<1$ for $0 \leq x \leq 1$ and $u^{\prime}(x)>0$ for $0<x \leq 1$.

Proof of (i) of Theorem 3.1. Integrating the $v$-equation in (3.1) and using the boundary condition, we have

$$
\begin{equation*}
\int_{0}^{1}(k f(u)-\theta-\beta v) v d x=0 \tag{3.2}
\end{equation*}
$$

If $\theta \geq k f(1)$ and $v$ is positive, then the integrand is strictly negative because $u<1$ and $f^{\prime}(u)>0$.

Proof of (ii) of Theorem 3.1. We first convert (3.1) into a bifurcation problem with $\mu \equiv k f(1)-\theta$ as a parameter. Let $w=1-u$. Then (3.1) is transformed into (3.3)

$$
\left\{\begin{array}{l}
-w^{\prime \prime}=f(1-w) v \\
\lambda v^{\prime \prime}+\chi\left(v \phi^{\prime}(1-w)\right)^{\prime} w^{\prime}-\chi v \phi^{\prime}(1-w) f(1-w) v+(k f(1-w)-\theta-\beta v) v=0 \\
w^{\prime}(0)=0=w^{\prime}(1)+h w(1) \\
\lambda v^{\prime}+\chi v \phi^{\prime}(1-w) w^{\prime}=0 \text { at } x=0,1
\end{array}\right.
$$

We seek a positive solution $(w, v)$ of (3.3) with $1-w>0$. For technical reasons, we need to extend $f$ and $\phi$ on $\mathbb{R}$. By the regularity assumption (1.3) for $f$ and $\phi$, we
can extend them on the whole real line so that $f$ and $\phi$ have the same regularity on $\mathbb{R}$ as in (1.3). This extension will not affect the set of positive solutions of (3.3) with $w<1$.

Observe that (3.3) is equivalent to the following functional equation:

$$
\binom{w}{v}=\left(\begin{array}{cc}
0 & f(1) K_{1}  \tag{3.4}\\
0 & K_{2}
\end{array}\right)\binom{w}{v}+\mu\left(\begin{array}{cc}
0 & 0 \\
0 & K_{2}
\end{array}\right)\binom{w}{v}+\binom{R_{1}(w, v)}{R_{2}(w, v)}
$$

where $K_{1}$ is the inverse of $-\frac{d^{2}}{d x^{2}}$ with the $w$-boundary condition in (3.3), $K_{2}$ is the inverse of $-\lambda \frac{d^{2}}{d x^{2}}+1$ with the homogeneous Neumann boundary condition, $R_{1}(w, v)=$ $K_{1}[(f(1-w)-f(1)) v], B(w, v)=-w^{\prime}(1) v(1) \phi^{\prime}(1-w(1))\left[\chi x^{2} / 2 \lambda-K_{2}\left(-\chi+\chi x^{2} / 2 \lambda\right)\right]$,
$R_{2}(w, v)=K_{2}\left[\chi\left(v \phi^{\prime}(1-w)\right)^{\prime} w^{\prime}-\chi v \phi^{\prime}(1-w) f(1-w) v+(k f(1-w)-k f(1)-\beta v) v\right]+B(w, v)$.
By the elliptic regularity theory, the linear operators $K_{1}$ and $K_{2} \operatorname{map} C^{\alpha}([0,1])$ into $X \equiv C^{\alpha+1}([0,1])$ and are compact. Denote by $K$ the first matrix in (3.4), by $L$ the second matrix, and by $R(w, v)$ the $R_{1}, R_{2}$ vector. Then (3.4) can be rewritten as

$$
\begin{equation*}
(I-K-\mu L)\binom{w}{v}-R(w, v)=0,(w, v) \in X \times X \tag{3.5}
\end{equation*}
$$

Denote the left-hand side of (3.5) by $F(\mu,(w, v))$. Obviously $F(\mu,(0,0))=0$. We show that a local bifurcation occurs at $(\mu,(w, v))=(0,(0,0))$ by using the CrandallRabinowitz bifurcation theorem (see Lemma 1.1 in [CR]). To this end, we need to show (details omitted)
(a) $F: \mathbb{R} \times X \times X \rightarrow X \times X$ is $C^{2}$ smooth;
(b) $\operatorname{dim} N\left(F_{(w, v)}(0,(0,0))\right)=1=\operatorname{codim} R\left(F_{(w, v)}(0,(0,0))\right)$;
(c) $F_{\mu(w, v)}(0,(0,0))\left(\bar{w}_{0}, \bar{v}_{0}\right) \notin R\left(F_{(w, v)}(0,(0,0))\right)$, where $\left(\bar{w}_{0}, \bar{v}_{0}\right)=\left(K_{1} f(1), 1\right)$ spans $N\left(F_{(w, v)}(0,(0,0))\right)$.

Now let $Z$ be any complement of span $\binom{\bar{w}_{0}}{\bar{v}_{0}}$ in $X \times X$. Then by the CrandallRabinowitz theorem, there exist a positive $\varepsilon$ and $C^{1}$ smooth functions $\mu:(-\varepsilon, \varepsilon) \rightarrow \mathbb{R}$, $\binom{\psi_{1}}{\psi_{2}}:(-\varepsilon, \varepsilon) \rightarrow Z$ such that $\mu(0)=0, \psi_{1}(0)=0=\psi_{2}(0)$, and $F(\mu(s),(w(s), v(s)))=$ 0 , where $w(s)=s \bar{w}_{0}+s \psi_{1}(s), v(s)=s \bar{v}_{0}+s \psi_{2}(s), s \in(-\varepsilon, \varepsilon)$. Moreover, all solutions $(\lambda,(w, v))$ of $F=0$ near $(0,(0,0))$ are either on $(w, v)=0$ or on the curve $(\mu(s),(w(s), v(s))), s \in(-\varepsilon, \varepsilon)$. Notice that for $s>0$ small, $w(s)$ and $v(s)$ are positive functions (of $x$ ) on $[0,1]$ because so are $\bar{w}_{0}$ and $\bar{v}_{0}$.

Let $S$ be the closure of the set of solutions $(\mu,(w, v)) \in \mathbb{R} \times X \times X$ of $F=0$ with $(w, v) \neq(0,0)$. Let $C$ be the maximal subcontinuum of $S$ passing through $(0,(0,0))$. Let $C^{+}$be the maximal subcontinuum of the closure of $C-\{(\mu(s),(w(s), v(s))) \mid$ $-\varepsilon<s<0\}$ which meets $(0,(0,0))$. Then by combining the reflection argument in $[\mathrm{R}$, Theorem 1.27] and [BB, Theorem 3.2] we have that $C^{+}$either meets "infinity" or meets $(\widehat{\mu},(0,0))$ where $\widehat{\mu} \neq 0$ and $I-K-\widehat{\mu} L$ is not invertible, or $C^{+}$contains a pair of points $(\mu,(w, v))$ and $(\mu,-(w, v))$. We proceed to show $C^{+} \backslash\{(0,(0,0))\} \subset \mathbb{R} \times X^{+} \times X^{+}$, where $X^{+}$is the positive cone of $X$ consisting of functions positive on $[0,1]$. We omit the details.

Now we see that $C^{+}$cannot possibly satisfy either of the last two alternatives mentioned above and hence $C^{+}$meets "infinity."

By an argument similar to the one for $C^{+} \backslash\{(0,(0,0))\} \subset \mathbb{R} \times X^{+} \times X^{+}$, we can show that if $(\mu,(w, v)) \in C^{+} \backslash\{(0,(0,0))\}$, then $w<1$; and by integrating both sides of $v$-equation in (3.1) on $[0,1]$, we see $\mu>0$ (thus the bifurcation curve "turns to the right" at $(0,(0,0)))$.

We now show that the projection of $C^{+} \backslash\{(0,(0,0))\}$ onto the $\mu$-axis contains the interval $(0, k f(1))$. It is sufficient to obtain an a priori bound for $(w, v)$ if $(\mu,(w, v))$ in $\mathbb{R} \times X^{+} \times X^{+}$is a solution of $F=0$ and if $\mu \in(0, k f(1))$. We proceed to obtain such a bound for $v$ first. By (3.2), we have

$$
\begin{equation*}
\beta \int_{0}^{1} v^{2} d x<\mu \int_{0}^{1} v d x<k f(1)\left(\int_{0}^{1} v^{2} d x\right)^{1 / 2}, \tag{3.6}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\int_{0}^{1} v(x) d x \leq\left(\int_{0}^{1} v^{2} d x\right)^{1 / 2}<\frac{k f(1)}{\beta} . \tag{3.7}
\end{equation*}
$$

Now integrating the $v$-equation in (3.1) from 0 to $x$, and using (3.7), we obtain

$$
\lambda v^{\prime}(x)+\chi \phi^{\prime}(1-w) w^{\prime} v=g(x), x \in[0,1],
$$

where $|g|$ is bounded by a constant depending only on $k$ and $\beta$. It follows that

$$
\begin{equation*}
v(x)=e^{\frac{\chi}{\lambda} \phi(1-w(x))}\left(v(0) e^{-\chi \phi(1-w(0)) / \lambda}+\frac{1}{\lambda} \int_{0}^{x} g(x) e^{-\chi \phi(1-w(x)) / \lambda} d x\right) . \tag{3.8}
\end{equation*}
$$

Thus if $v(0)$ remains bounded for $\mu \in(0, k f(1))$, so does $\|v\|_{L^{\infty}}$ (recall $0<w<1$ ). If $v(0)$ does not remain bounded for $\mu \in(0, k f(1))$, then there exists a sequence $\left(\mu_{n},\left(w_{n}, v_{n}\right)\right) \in(0, k f(1)) \times X^{+} \times X^{+}$which are solutions of $F=0$, with $\mu_{n} \rightarrow \mu_{0} \in$ [ $0, k f(1)]$ and $v_{n}(0) \rightarrow \infty$. Then by (3.8), $v_{n}(x) \rightarrow \infty$ uniformly on $[0,1]$. This would contradict (3.2) for $n$ large. Thus $\|v\|_{L^{\infty}}$ is bounded for $\mu \in(0, k f(1))$. Hence by (3.3), $\|w\|_{C^{2}}$ is bounded and consequently so is $\|v\|_{C^{2}}$ for $\mu \in(0, k f(1))$.

We have so far shown that for $\mu \in(0, k f(1)),(3.3)$ always has a positive solution $(w, v)$ with $w<1$. Part (ii) of Theorem 3.1 is proved.

Proof of (iii) of Theorem 3.1. We use the notation in the above proof. We claim that as $\theta \rightarrow k f(1)$ from the left, that is, as $\mu \rightarrow 0^{+},\|(w, v)\| \rightarrow 0$. Suppose otherwise; then there exists sequence $\left(\mu_{n},\left(w_{n}, v_{n}\right)\right) \subset \mathbb{R}^{+} \times X^{+} \times X^{+}$which are solutions of (3.5), with $\mu_{n} \rightarrow 0^{+}$and $\left\|\left(w_{n}, v_{n}\right)\right\|$ bounded away from 0 . By the last part of the above proof, $\left\|\left(w_{n}, v_{n}\right)\right\|_{X}$ is bounded. Then the compactness of $K, L$, and $R$ implies that $\left(w_{n}, v_{n}\right)$ has a subsequence converging to some nonzero $\left(w_{\infty}, v_{\infty}\right)$, which satisfies (3.5) and hence (3.3) with $\theta=k f(1)$. By (3.2), this is impossible. The claim is proved.

Now by Step 2 in the proof of (ii), for $\theta$ less than but close to $k f(1)$, i.e., for $\mu$ positive but small, $(\mu,(w, v))$ is on the curve $(\mu(s),(w(s, \cdot), v(s, \cdot))), 0<s<\varepsilon$. If we can show $\mu^{\prime}(0) \neq 0$, then the desired uniqueness follows. By (3.2), we have

$$
\mu(s) \int_{0}^{1} v(s, x) d x=\int_{0}^{1} k(f(1)-f(1-w(s, x))) v(s, x) d x+\beta \int_{0}^{1} v^{2}(s, x) d x .
$$

Dividing both sides by $s^{2}$ and sending $s \rightarrow 0$, we obtain

$$
\mu^{\prime}(0) \int_{0}^{1} \bar{v}_{0} d x=\int_{0}^{1} k \bar{v}_{0} f^{\prime}(1) \bar{w}_{0} d x+\beta \int_{0}^{1} \bar{v}_{0}^{2} d x .
$$

Recall $\bar{w}_{0}=K_{1} f(1)$ (which is positive) and $\bar{v}_{0}=1$. Thus $\mu^{\prime}(0)>0$. This completes the proof of (iii).
3.2. Behavior of positive steady states. The main result in this subsection is the following.

THEOREM 3.3. Suppose $0<\theta<k f(1)$. Let $\left(u_{i}, v_{i}\right)$ be positive solutions of (3.1) with $(\lambda, \chi)=\left(\lambda_{i}, \chi_{i}\right)$. In (i) and (ii) below we assume $\lim _{\chi_{i} \rightarrow \infty} \lambda_{i} / \chi_{i}=a \in[0, \infty]$ exists.
(i) If $a=0$, then $u_{i} \rightarrow 1$ in $C^{1}([0,1]), v_{i} \rightarrow 0$ uniformly outside any fixed neighborhood of $x=1, \int_{0}^{1} v_{i}(x) d x \rightarrow 0$. Moreover, for $i$ large the maximum of $v_{i}$ is achieved at $x=1$ and $v_{i}(1) \nrightarrow 0$.
(ii) If $0<a \leq \infty$, then the conclusion in (iii) of Theorem 2.1 holds with the constraint in (2.2) replaced by

$$
\int_{0}^{1}\left(k f\left(u_{\infty}\right)-\theta-\beta v_{\infty}\right) v_{\infty} d x=0
$$

(iii) Suppose that $\lambda_{i} \rightarrow 0$ and $\chi_{i} / \sqrt{\lambda_{i}}$ remains bounded. Then $u_{i} \rightarrow u_{0}$ in $C^{1}([0,1]), v_{i} \rightarrow v_{0}$ pointwise in $[0,1)$, where $u_{0}$ is the unique positive solution of

$$
\left\{\begin{array}{l}
u_{0}^{\prime \prime}(x)=f\left(u_{0}\right)\left(k f\left(u_{0}\right)-\theta\right) / \beta, x \in(0,1)  \tag{3.9}\\
u_{0}^{\prime}(0)=0, u_{0}^{\prime}(1)=h\left(1-u_{0}(1)\right)
\end{array}\right.
$$

satisfying $k f\left(u_{0}\right)-\theta \geq 0$, and $v_{0}=\left(k f\left(u_{0}\right)-\theta\right) / \beta$ is positive on $[0,1]$ (and hence $\left.\liminf \inf _{i \rightarrow \infty} \int_{0}^{1} v_{i}(x) d x>0\right)$.
(iv) Suppose $\phi(u)=u$. If $\chi_{i} \rightarrow 0, \lambda_{i} \rightarrow 0$ as $i \rightarrow \infty$, then the conclusion in (iii) holds; moreover, the convergence $v_{i} \rightarrow v_{0}$ is uniform outside any fixed neighborhood of $x=1$. If $\chi_{i} \rightarrow$ some positive constant $\chi_{0}$ and $\lambda_{i} \rightarrow 0$, then after passing to $a$ subsequence $u_{i} \rightarrow u_{0}$ in $C^{1}([0,1]), v_{i} \rightarrow v_{0}$ uniformly outside any fixed neighborhood of $x=1, v_{i}(1) \rightarrow \infty$, where $v_{0}$ is a positive function continuous on $[0,1], k f\left(u_{0}\right)>$ $\theta+\beta v_{0}$ on $[0,1)$.

REMARK 3.4. The boundedness condition for $\chi / \sqrt{\lambda}$ in (iii), we suspect, is only a technical one. We tend to believe that the condition $\chi \rightarrow 0$ as $\lambda \rightarrow 0$ is sufficient, as in the case $\phi(u)=u$. The difficulty arises when we do not know if $v$ is monotone increasing for general $\phi$.

Before we start the proof of the above theorem, we make some preliminary observations.

Lemma 3.5. Let $(u, v)$ be a positive solution of (3.1). Then we have
(i) $\left(\int_{0}^{1} v^{2}(x) d x\right)^{1 / 2} \leq k f(1) / \beta$.
(ii) Let $x_{0}$ be a local maximum of $v$ in $[0,1)$. Then

$$
v\left(x_{0}\right) \leq\left\{\begin{array}{l}
\left(k f(1)+\chi h^{2}\left\|\phi^{\prime \prime}\right\|_{L^{\infty}([0,1])}\right) / \beta \\
k /\left(\chi \min _{[0,1]} \phi^{\prime}(u)\right) .
\end{array}\right.
$$

(iii) If $\chi / \lambda$ is bounded, then $v(1)$ is bounded.

Proof. (i) follows easily from integrating the $v$-equation of (3.1) over the interval $[0,1]$.

To show (ii), observe that $v$ satisfies

$$
\begin{equation*}
\lambda v^{\prime \prime}-\chi \phi^{\prime \prime}(u)\left(u^{\prime}\right)^{2} v-\chi \phi^{\prime}(u) v^{2} f(u)-\chi \phi^{\prime}(u) u^{\prime} v^{\prime}+(k f(u)-\theta-\beta v) v=0 \tag{3.10}
\end{equation*}
$$

At $x_{0}, v^{\prime \prime} \leq 0$ and $v^{\prime}=0$ (if $x_{0}=0$, we first extend $u$ and $v$ evenly and we have that $u$ and $v$ are $C^{2}$ smooth on $\left.[-1,1]\right)$. Therefore,

$$
v\left(x_{0}\right)<\left(k f\left(u\left(x_{0}\right)\right)-\chi \phi^{\prime \prime}\left(u\left(x_{0}\right)\right)\left(u^{\prime}\left(x_{0}\right)\right)^{2}\right) / \beta
$$

This and the fact that $0<u<1,0<u^{\prime} \leq u^{\prime}(1)<h$ imply the first inequality in (ii).
On the other hand, from the $v$-equation in (3.1), we deduce

$$
\begin{gather*}
\lambda v^{\prime}(x)-\chi \phi^{\prime}(u) u^{\prime} v(x)+\int_{0}^{x}(k f(u)-\theta-\beta v) v=0  \tag{3.11}\\
\chi \phi^{\prime}\left(u\left(x_{0}\right)\right) u^{\prime}\left(x_{0}\right) v\left(x_{0}\right)<k \int_{0}^{x_{0}} f(u) v=k u^{\prime}\left(x_{0}\right) .
\end{gather*}
$$

Whence

$$
\begin{equation*}
v\left(x_{0}\right)<k /\left(\chi \min _{[0,1]} \phi^{\prime}(u)\right) \tag{3.12}
\end{equation*}
$$

To show (iii), assume $k f(1)-\theta-\beta v(1)<0$. Since $k f(u(x))-\theta-\beta v(x)$ must change sign on $[0,1]$, there exists $b \in(0,1)$ such that $k f(u(x))-\theta-\beta v(x)$ is negative on $(b, 1]$, equal to zero at $x=b$. Then on $(b, 1),\left(\lambda v^{\prime}-\chi \phi^{\prime}(u) u^{\prime} v\right)^{\prime}>0$, and by the boundary condition at $x=1, \lambda v^{\prime}-\chi \phi^{\prime}(u) u^{\prime} v<0$. So on $(b, 1],(v \exp (-\phi(u) \chi / \lambda))^{\prime}<0$ and hence

$$
v(x)<e^{\frac{\chi}{\lambda}(\phi(u(x))-\phi(u(b)))} v(b), x \in(b, 1] .
$$

Since $v(b)=(k f(u(b))-\theta) / \beta$, we see that $v(1)$ remains bounded.
Proof of (i) of Theorem 3.3. By (i) of Lemma 3.5 and the $u$-equation in (3.1), $\left\{u_{i}\right\}$ and $\left\{u_{i}^{\prime}\right\}$ are equicontinuous on $[0,1]$. So after passing to a subsequence $\chi_{n} \rightarrow \infty$,

$$
\begin{equation*}
u_{i} \rightarrow \text { some } u_{\infty} \text { in } C^{1}([0,1]) . \tag{3.13}
\end{equation*}
$$

There are two cases to consider.
Case 1. Each $v_{i}$ is monotone increasing on $[0,1]$. Then as in the proof of Theorem 2.1, by Helly's theorem, after passing to another subsequence, we have $v_{i} \rightarrow v_{\infty}$ pointwise on $[0,1)$. Similarly as in the proof of (ii) of Theorem 2.1, we have $u_{\infty}^{\prime}(x) v_{\infty}(x)=0$ for $x \in[0,1)$. Combining this with

$$
\begin{equation*}
u_{\infty}^{\prime}(x)=\int_{0}^{x} f\left(u_{\infty}(s)\right) v_{\infty}(s) d s, x \in[0,1) \tag{3.14}
\end{equation*}
$$

we have $u_{\infty}^{\prime} \equiv 0$ and hence $u_{\infty} \equiv 1, v_{\infty} \equiv 0$ on $[0,1)$.
Case 2. There exists a subsequence of $v_{i}$ (still denoted by itself) such that each $v_{i}$ is not monotone increasing (not monotone decreasing either because of the boundary condition at $x=1$ ). Let $y_{i}$ be the largest local maximum point of $v_{i}$ in $[0,1)$ and let $z_{i}$ be the next local minimum point.

Subcase 1. $y_{i} \rightarrow 1$ as $i \rightarrow \infty$. In this case, (3.12) implies that $v_{i} \rightarrow 0$ in $C_{\mathrm{loc}}^{0}([0,1))$. Then from (3.14) we have $u_{\infty}^{\prime} \equiv 0$ and hence $u_{\infty} \equiv 1$ on $[0,1]$.

Subcase 2. $y_{i} \rightarrow$ some $y_{\infty} \in[0,1), z_{i} \rightarrow z_{\infty} \in\left[y_{\infty}, 1\right)$ as $i \rightarrow \infty$. Again, (3.12) implies $v_{i} \rightarrow 0$ in $C_{\mathrm{loc}}^{0}\left(\left[0, y_{\infty}\right)\right)$. On the other hand, since $v_{i}$ is monotone increasing on $\left[z_{i}, 1\right]$, we can use the arguments in Case 1 to show $v_{i} \rightarrow 0$ in $C_{\text {loc }}^{0}\left(\left(z_{\infty}, 1\right)\right)$. Now it is clear that $v_{i} \rightarrow 0$ in $C_{\mathrm{loc}}^{0}([0,1))$ and $u_{\infty} \equiv 1$.

We have shown that $u_{i} \rightarrow 1$ in $C^{1}([0,1])$ and $v_{i} \rightarrow 0$ in $C_{\mathrm{loc}}^{0}([0,1))$ (without passing to a subsequence). This and (i) of Lemma 3.5 imply $\int_{0}^{1} v_{i}(x) d x \rightarrow 0$. Moreover, by (3.2), it is easy to see that for large $i$ the maximum of $v_{i}$ is no less than
$(k f(1)-\theta) / 2 \beta$. Then in view of (3.12), the maximum must be achieved at $x=1$ for large $i$. Therefore we also have $v_{i}(1) \nrightarrow 0$.

Proof of (ii) and (iii) of Theorem 3.3. The proof is similar to that for the corresponding parts of Theorem 2.1 ((iii) and (iv)). We just need to note that the boundedness of $v$ needed for our present situation is guaranteed by (ii) and (iii) of Lemma 3.5.

Proof of (iv) of Theorem 3.3. As in the proof of part (i), after passing to a subsequence, $u_{i} \rightarrow$ some $u_{0}$ in $C^{1}([0,1])$. We want to show that along this sequence,

$$
\begin{equation*}
v_{i} \rightarrow v_{0} \equiv\left(k f\left(u_{0}\right)-\theta\right) / \beta \text { pointwise on }[0,1) \tag{3.15}
\end{equation*}
$$

This will be done by showing that for any $x_{0} \in[0,1)$, after passing to yet another subsequence, $v_{i}\left(x_{0}\right) \rightarrow v_{0}\left(x_{0}\right)$. To this end, define $\bar{u}_{i}(x)=u_{i}\left(\sqrt{\lambda_{i}} x+x_{0}\right), \bar{v}_{i}(x)=$ $v_{i}\left(\sqrt{\lambda_{i}} x+x_{0}\right), x \in\left([0,1]-x_{0}\right) / \sqrt{\lambda_{i}}$. We assume $x_{0}>0$ - the case $x_{0}=0$ can be handled by first making the even extension of $u_{i}$ and $v_{i} . \bar{v}_{i}$ satisfies on $\left([0,1]-x_{0}\right) / \sqrt{\lambda_{i}}$,

$$
\begin{align*}
\bar{v}_{i}^{\prime \prime} & -\frac{\chi_{i}}{\sqrt{\lambda_{i}}} \phi^{\prime}\left(\bar{u}_{i}\right) u_{i}^{\prime}\left(\sqrt{\lambda_{i}} x+x_{0}\right) \bar{v}_{i}^{\prime}-\chi_{i} \phi^{\prime \prime}\left(\bar{u}_{i}\right) \bar{v}_{i}\left(u_{i}^{\prime}\right)^{2}\left(\sqrt{\lambda_{i}} x+x_{0}\right)  \tag{3.16}\\
& -\chi_{i} \phi^{\prime}\left(\bar{u}_{i}\right) f\left(\bar{u}_{i}\right) \bar{v}_{i}^{2}+\left(k f\left(\bar{u}_{i}\right)-\theta-\beta \bar{v}_{i}\right) \bar{v}_{i}=0
\end{align*}
$$

Claim 1. For any $a \in(0,1), v_{i}$ remains bounded on $[0, a]$ as $\lambda_{i} \rightarrow 0$. To see this, we observe that by (ii) of Lemma 3.5, the claim is true in any of the following cases: (i) the maximum of $v_{i}$ on $[0, a]$ is achieved in $[0, a)$; (ii) the maximum is achieved at $x=a$ which is also a local maximum of $v_{i}$; (iii) $v_{i}$ has a local maximum in $(a, 1)$ with the function value greater than $v_{i}(a)$. Thus the only case left to consider is the one in which $v_{i}$ is increasing on $[a, 1]$ and $v_{i}(a)$ is unbounded. In this case the $L^{2}$-norm of $v_{i}$ is unbounded, contradicting (i) of Lemma 3.5. Claim 1 is proved.

By Claim 1, $\bar{v}_{i}$ remains bounded on an interval of the form $(-\delta, \delta) / \sqrt{\lambda_{i}}$, which expands to the whole real line as $\lambda_{i} \rightarrow 0$. Applying the interior $L^{2}$-estimates of elliptic equations to (3.16), we have that for any fixed $M>0,\left\|\bar{v}_{i}\right\|_{H^{2}(-M, M)}$ is bounded. Since $H^{2}(-M, M) \hookrightarrow C^{1}([-M, M])$, we see from $(3.16)$ that $\left\|\bar{v}_{i}\right\|_{C^{2}([-M, M])}$ is bounded. Now differentiating (3.16), we have that $\left\|\bar{v}_{i}\right\|_{C^{3}([-M, M])}$ is also bounded. By a diagonalization argument and the Azela-Ascoli theorem, we obtain that after passing to a subsequence, $\bar{v}_{i} \rightarrow$ some $\bar{v}_{0}$ in $C_{\text {loc }}^{2}(\mathbb{R})$ as $\lambda_{i} \rightarrow 0$. Since $\chi_{i} / \sqrt{\lambda_{i}}$ is bounded, we can extract another sequence $\lambda_{i} \rightarrow 0$ such that $\chi_{i} / \sqrt{\lambda_{i}} \rightarrow a \geq 0$. Now sending $\lambda_{i} \rightarrow 0$ in (3.16), we are led to

$$
\begin{equation*}
\bar{v}_{0}^{\prime \prime}-a \phi^{\prime}\left(u_{0}\left(x_{0}\right)\right) u_{0}^{\prime}\left(x_{0}\right) \bar{v}_{0}^{\prime}+\left(k f\left(u_{0}\left(x_{0}\right)\right)-\theta-\beta \bar{v}_{0}\right) \bar{v}_{0}=0, x \in(-\infty, \infty) \tag{3.17}
\end{equation*}
$$

where $\bar{v}_{0} \geq 0$ is bounded on $(-\infty, \infty)$ because of Claim 1 . We want to show $\bar{v}_{0} \equiv$ $\left(k f\left(u_{0}\left(x_{0}\right)\right)-\theta\right) / \beta$.

Claim 2. $u_{0}(x)>c$ for $x \in[0,1]$, where $k f(c)=\theta$. We first prove $u_{0} \geq c$. Suppose this is not true. Then there exists $x_{0} \in(0,1]$ such that $u_{0}(x)<c$ for $0 \leq x<x_{0}$ and $u_{0}\left(x_{0}\right)=c$ or $x_{0}=1$. Since $v_{i}$ is bounded in $L^{2}([0,1])$, after passing to a subsequence, $v_{i} \rightarrow$ some $\widetilde{v}_{0}$ weakly in $L^{2}([0,1])$ as $i \rightarrow \infty$. Obviously $\widetilde{v}_{0} \geq 0$. For any $\varphi \in C_{0}^{\infty}((0,1))$, we have

$$
\lambda_{i} \int_{0}^{1} v_{i} \varphi^{\prime \prime}+\chi_{i} \int_{0}^{1} \phi^{\prime}\left(u_{i}\right) u_{i}^{\prime} v_{i} \varphi^{\prime}+\int_{0}^{1}\left(k f\left(u_{i}\right)-\theta-\beta v_{i}\right) v_{i} \varphi=0
$$

Sending $\lambda_{i} \rightarrow 0$, we have $\lim _{i \rightarrow \infty} \int_{0}^{1}\left(k f\left(u_{i}\right)-\theta-\beta v_{i}\right) v_{i} \varphi=0$. Take $\varphi \geq 0$. Define space $L_{\varphi}^{2}(0,1)$ with the inner product $(g, h)=\int_{0}^{1} g h \varphi d x$. Then in $L_{\varphi}^{2}(0,1), v_{i} \rightarrow \widetilde{v}_{0}$
weakly and hence $\left\|\widetilde{v}_{0}\right\|_{L_{\varphi}^{2}(0,1)}^{2} \leq \lim \inf _{i \rightarrow \infty}\left\|v_{i}\right\|_{L_{\varphi}^{2}(0,1)}^{2}$. Now

$$
\begin{aligned}
\int_{0}^{1}\left(k f\left(u_{0}\right)-\theta\right) \widetilde{v}_{0} \varphi & =\lim _{i \rightarrow \infty} \int_{0}^{1}\left(k f\left(u_{i}\right)-\theta\right) v_{i} \varphi \\
& =\beta \lim _{i \rightarrow \infty} \int_{0}^{1} v_{i}^{2} \varphi \geq \beta \int_{0}^{1} \widetilde{v}_{0}^{2} \varphi
\end{aligned}
$$

i.e., $\int_{0}^{1}\left(k f\left(u_{0}\right)-\theta-\beta \widetilde{v}_{0}\right) \widetilde{v}_{0} \varphi \geq 0$. Therefore,

$$
\begin{equation*}
\left(k f\left(u_{0}\right)-\theta-\beta \widetilde{v}_{0}\right) \widetilde{v}_{0} \geq 0 \text { a.e. on }(0,1) \tag{3.18}
\end{equation*}
$$

Since $k f\left(u_{0}\right)-\theta<0$ on $\left[0, x_{0}\right), \widetilde{v}_{0} \equiv 0$ a.e. on $\left(0, x_{0}\right)$. Because

$$
\begin{equation*}
u_{0}^{\prime}(x)=\int_{0}^{x} f\left(u_{0}(s)\right) \widetilde{v}_{0}(s) d s, x \in[0,1] \tag{3.19}
\end{equation*}
$$

$u_{0}^{\prime} \equiv 0$ on $\left[0, x_{0}\right]$. Thus $u_{0} \equiv$ const $<c$ on $\left[0, x_{0}\right]$ and hence $x_{0}=1$. This contradicts $u_{0}^{\prime}(1)=h\left(1-u_{0}(1)\right)$.

We have shown $u_{0} \geq c$ on $[0,1]$ and combining this with (3.18), we have $\widetilde{v}_{0} \leq$ $\left(k f\left(u_{0}\right)-\theta\right) / \beta$ a.e. on $(0,1)$. Now (3.19) yields

$$
u_{0}^{\prime}(x) \leq \int_{0}^{x} f\left(u_{0}(x)\right)\left(k f\left(u_{0}\right)-\theta\right) / \beta d x, x \in[0,1]
$$

Define $w(x)=u_{0}(x)-c$. Then $w \geq 0$, is nondecreasing on $[0,1]$, and satisfies for some positive function $c(x)$ the following:

$$
w^{\prime}(x) \leq \int_{0}^{x} c(s) w(s) d s \leq w(x) \int_{0}^{x} c(s) d s
$$

It follows from this that if $w(0)=0$, then $w \equiv 0$ on $[0,1]$, which would contradict $u_{0}^{\prime}(1)=h\left(1-u_{0}(1)\right)$. Thus $w(x) \geq w(0)>0$ for $x \in[0,1]$. Claim 2 is proved.

Claim 3. $\bar{v}_{0}(x)>0$ for $x \in \mathbb{R}$. If $\bar{v}_{0}=0$ somewhere, then by the strong maximum principle $\bar{v}_{0} \equiv 0$. Then the minimum of $v_{i}$ on $[0,1]$ shrinks to zero as $i \rightarrow \infty$. At a minimum point $\bar{x}_{0}$ of $v_{i}, v_{i}^{\prime}=0$ and $v_{i}^{\prime \prime} \geq 0$. Then by (3.10), we have that at $\bar{x}_{0}$,

$$
k f\left(u_{i}\right)-\theta-\beta v_{i}-\chi_{i} \phi^{\prime \prime}\left(u_{i}\right)\left(u_{i}^{\prime}\right)^{2}-\chi_{i} \phi^{\prime}\left(u_{i}\right) f\left(u_{i}\right) v_{i} \leq 0
$$

i.e.,

$$
\frac{k f\left(u_{i}\right)-\chi_{i} \phi^{\prime \prime}\left(u_{i}\right)\left(u_{i}^{\prime}\right)^{2}-\theta}{\beta+\chi_{i} \phi^{\prime}\left(u_{i}\right) f\left(u_{i}\right)} \leq v_{i} .
$$

Thus $k f\left(u_{0}(0)\right)-\theta \leq 0$, contradicting Claim 2. Claim 3 is proved.
Claim 4. $I(x) \equiv k f\left(u_{0}\left(x_{0}\right)\right)-\theta-\beta \bar{v}_{0}(x) \geq 0$ on $\mathbb{R}$. Suppose $I(x)<0$ on an interval $(r, s)$. Then (3.17) implies (writing $\left.b=a \phi^{\prime}\left(u_{0}\left(x_{0}\right)\right) u_{0}^{\prime}\left(x_{0}\right)\right)$,

$$
\bar{v}_{0}^{\prime \prime}-b \bar{v}_{0}^{\prime}>0, \text { i.e., }\left(e^{-b x} \bar{v}_{0}^{\prime}\right)^{\prime}>0 \text { on }(r, s)
$$

If there exists $x_{0} \in(r, s)$ such that $\bar{v}_{0}^{\prime}\left(x_{0}\right) \geq 0$, then $\bar{v}_{0}^{\prime}>0$ on $\left(x_{0}, s\right)$. This implies that $I<0$ on $\left(x_{0}, \infty\right)$ which in return implies $\bar{v}_{0}^{\prime}>0$ on $\left(x_{0}, \infty\right)$. Now we see that $\bar{v}_{0}^{\prime \prime}>$ const $>0$ on $\left(x_{0}, \infty\right)$ which contradicts the boundedness of $\bar{v}_{0}$. If $\bar{v}_{0}^{\prime}\left(x_{0}\right)<0$, we would be led to a similar contradiction again. Claim 4 is proved.

Claim 5. $I(x) \leq 0$ on $\mathbb{R}$. Suppose $I>0$ on an interval $(r, s)$. Then $\left(e^{-b x} \bar{v}_{0}^{\prime}\right)^{\prime}<0$ on $(r, s)$. If there exists $x_{0} \in(r, s)$ such that $\bar{v}_{0}^{\prime}\left(x_{0}\right) \geq 0$, then $\bar{v}_{0}^{\prime}>0$ on $\left(r, x_{0}\right)$. Hence $I>0, \bar{v}_{0}^{\prime}>0$ on $\left(-\infty, x_{0}\right)$. Then $\lim _{x \rightarrow-\infty} \bar{v}_{0}(x)=0$, which implies that $\min _{[0,1]} v_{i} \rightarrow 0$ as $i \rightarrow \infty$. As in Claim 3, this is impossible. If $\bar{v}_{0}^{\prime}\left(x_{0}\right)<0$, we will be led to a similar contradiction again.

We have shown $\bar{v}_{0} \equiv\left(k f\left(u_{0}\left(x_{0}\right)\right)-\theta\right) / \beta$ and hence (3.15). By the equation $u_{i}^{\prime}(x)=\int_{0}^{x} f\left(u_{i}(s)\right) v_{i}(s) d s$, Lebesgue's dominated theorem, and Claim 1, we have

$$
u_{0}^{\prime}(x)=\int_{0}^{x} f\left(u_{0}(s)\right)\left(k f\left(u_{0}(s)\right)-\theta\right) / \beta d s, x \in[0,1)
$$

Therefore $u_{0}$ satisfies (3.9). By the comparison principle, (3.9) has at most one solution satisfying $k f\left(u_{0}\right)-\theta \geq 0$, i.e., $u_{0} \geq c$ on $[0,1]$. Thus, without passing to a subsequence, $u_{i} \rightarrow u_{0}$ in $C^{1}([0,1])$ and $v_{i} \rightarrow v_{0}$ pointwise on $[0,1)$ as $i \rightarrow \infty$. The proof of (iv) is complete.

Proof of (v) of Theorem 3.3. We first show that in the current case $\phi(u)=u$, $v$ is strictly increasing on $[0,1]$. Otherwise, there exist $a$ and $b$ in $[0,1)$ with $a<b$ such that $v(a) \geq v(b)$ and $v(a)$ and $v(b)$ are local maximum and local minimum, respectively. Then by inspecting (3.10) $\left(\phi^{\prime \prime}=0\right)$, we have

$$
k f(u(a))-\theta-\beta v(a)-\chi f(u(a)) v(a) \geq 0 \geq k f(u(b))-\theta-\beta v(b)-\chi f(u(b)) v(b)
$$

Thus

$$
\frac{k f(u(a))-\theta}{\beta+\chi f(u(a))} \geq v(a) \geq v(b) \geq \frac{k f(u(b))-\theta}{\beta+\chi f(u(b))}
$$

This is impossible because $u(a)<u(b)$ and hence $f(u(a))<f(u(b))$. We have shown that $v$ is strictly increasing on $[0,1]$. Now as before, after passing to a subsequence, $v_{i} \rightarrow v_{0}$ pointwise on $[0,1), u_{i} \rightarrow u_{0}$ in $C^{1}([0,1])$ as $i \rightarrow \infty$.

We first consider the case $\chi_{i} \rightarrow 0$ as $\lambda_{i} \rightarrow 0$. As in the proof of (i) of Theorem 2.1, we have $\left(k f\left(u_{0}\right)-\theta-\beta v_{0}\right) v_{0}=0$ a.e. in $(0,1)$. By exactly the same arguments in Claim 2 of the proof of (iv), $k f\left(u_{0}(x)\right)-\theta>0, x \in[0,1]$. This and the arguments in Claim 3 imply $v_{0}>0$. Thus $k f\left(u_{0}\right)-\theta-\beta v_{0}=0$ a.e. on $(0,1)$. Since both $u_{0}$ and $v_{0}$ are nondecreasing and $u_{0}$ is continuous, the above equation must hold everywhere in $[0,1)$. In particular, $v_{0}$ is continuous on $[0,1)$. Now it is easy to prove that the convergence $v_{i} \rightarrow v_{0}$ is uniform outside any fixed neighborhood of $x=1$. It is also easy to see that $u_{0}$ satisfies (3.9) (with $k f\left(u_{0}\right)-\theta=\beta v_{0}>0$ ). Since $u_{0}$ is unique, we have $u_{i} \rightarrow u_{0}$ in $C^{1}([0,1]), v_{i} \rightarrow v_{0} \equiv\left(k f\left(u_{0}\right)-\theta\right) / \beta$ uniformly outside any neighborhood of $x=1$, without passing to a subsequence.

Now we consider the case when $\chi_{i} \rightarrow \chi_{0}>0$ as $\lambda_{i} \rightarrow 0$. By using the arguments that lead to (2.6), we have

$$
\begin{equation*}
\chi_{0} u_{0}^{\prime}(x) v_{0}(x)=\int_{0}^{x}\left(k f\left(u_{0}(s)\right)-\theta-\beta v_{0}(s)\right) v_{0}(s) d s, \text { a.e. in }(0,1) \tag{3.20}
\end{equation*}
$$

From this, we see that $u_{0}(x)>c$, i.e., $k f\left(u_{0}(x)\right)-\theta>0$ for $x \in[0,1)$. Then as can be seen as follows, $v_{0}(0)>0$ and hence $v_{0}>0$ on $[0,1)$. Suppose $v_{0}(0)=0$. Since $v_{i}^{\prime \prime}(0) \geq 0$ and $v_{i}^{\prime}(0)=0$, by (3.10) we have $k f\left(u_{i}(0)\right)-\theta-\beta v_{i}(0)-\chi_{i} f\left(u_{i}(0)\right) v_{i}(0) \leq 0$. Sending $i \rightarrow \infty$, we obtain $k f\left(u_{0}(0)\right)-\theta \leq 0$. We have a contradiction. Now $u_{0}^{\prime}(x)=$ $\int_{0}^{x} f\left(u_{0}(s)\right) v_{0}(s) d s>0$ for $x \in(0,1]$. Then (3.20) implies that $v_{0}$ is continuous on $(0,1)$. If we define $v_{0}$ at $x=0,1$ by the one-sided limits, $v_{0}$ is actually continuous on
$[0,1]$ with $v_{0}>0$. Then $u_{0}^{\prime \prime}$ exists on $[0,1]$ and $u_{0}^{\prime \prime}(x)=f\left(u_{0}(x)\right) v_{0}(x)>0$ for $x \in[0,1]$. Now it follows from (3.20) that $\left(k f\left(u_{0}(x)\right)-\theta-\beta v_{0}(x)\right) v_{0}(x)>0, x \in[0,1]$. Thus $k f\left(u_{0}\right)>\theta+\beta v_{0}$ on $[0,1]$.

Since $v_{0}$ is continuous, the convergence $v_{i} \rightarrow v_{0}$ is uniform outside any neighborhood of $x=1$. At last, we show $v_{i}(1) \rightarrow \infty$ (this does not contradict $\left.v_{0}(1)<\infty\right)$. For any $\delta \in(0,1)$, we write

$$
\beta \int_{0}^{\delta} v_{i}^{2}(x) d x=\int_{0}^{1}\left(k f\left(u_{i}(x)\right)-\theta\right) v_{i}(x) d x-\beta \int_{\delta}^{1} v_{i}^{2}(x) d x
$$

Sending $i \rightarrow \infty$, by Lebesgue's dominated convergence theorem, we have

$$
\beta \int_{0}^{\delta} v_{0}^{2}(x) d x=\int_{0}^{1}\left(k f\left(u_{0}(x)\right)-\theta\right) v_{0}(x) d x-\beta \lim _{i \rightarrow \infty} \int_{\delta}^{1} v_{i}^{2}(x) d x
$$

Now

$$
\begin{aligned}
\beta \lim _{\delta \rightarrow 1} \lim _{i \rightarrow \infty} \int_{\delta}^{1} v_{i}^{2}(x) d x & =\int_{0}^{1}\left(k f\left(u_{0}(x)\right)-\theta\right) v_{0}(x) d x-\beta \int_{0}^{1} v_{0}^{2}(x) d x \\
& =\int_{0}^{1}\left(k f\left(u_{0}(x)\right)-\theta-\beta v_{0}(x)\right) v_{0}(x) d x>0
\end{aligned}
$$

Thus $v_{i}(1) \rightarrow \infty$ as $i \rightarrow \infty$. The proof of Theorem 3.3 is complete.
4. Time-dependent solutions. In this section, we study the global existence and boundedness of solutions of (1.5) ( $\beta=0$ allowed and hence the Malthusian case included). Some estimates proved in the process will be useful in the study of the stability of the trivial steady state $(1,0)$ in the next section.

The local existence and uniqueness of the solution of (1.5) with the initial condition

$$
\begin{equation*}
u(x, 0)=u_{0}(x), v(x, 0)=v_{0}(x) \tag{4.1}
\end{equation*}
$$

follow from [Am 1, Am 2].
Theorem 4.1 (local existence). Extend $f$ and $\phi$ so that

$$
f \in C^{3}(\mathbb{R}) \quad \text { and } \quad \phi \in C^{5}(\mathbb{R})
$$

(i) For any $u_{0}, v_{0} \in H^{1}(0,1)$, there exists a unique maximal solution $(u(x, t)$, $v(x, t))$ defined on $[0,1] \times\left[0, T_{\left(u_{0}, v_{0}\right)}\right)$ with $0<T_{\left(u_{0}, v_{0}\right)} \leq \infty$ such that

$$
\begin{aligned}
(u(\cdot, t), v(\cdot, t)) & \in C\left(\left[0, T_{\left(u_{0}, v_{0}\right)}\right), H^{1}(0,1) \times H^{1}(0,1)\right), \\
(u, v) & \in C_{\mathrm{loc}}^{2+2 \epsilon, 1+\epsilon}\left([0,1] \times\left(0, T_{\left(u_{0}, v_{0}\right)}\right)\right)
\end{aligned}
$$

for any $0<\epsilon<\frac{1}{4}$.
(ii) Let $\varphi\left(t,\left(u_{0}, v_{0}\right)\right)$ be the unique solution described above. Then $\varphi$ is a $C^{0,1}-$ map from $\left\{(t,(u, v)) \mid(u, v) \in H^{1}(0,1) \times H^{1}(0,1), 0<t<T_{(u, v)}\right\}$ to $H^{1}(0,1) \times H^{1}(0,1)$.
(iii) If $\|(u, v)(\cdot, t)\|_{L^{\infty}(0,1)}$ is bounded for $t \in\left[\delta, T_{\left(u_{0}, v_{0}\right)}\right)$, $\delta$ small, then $T_{\left(u_{0}, v_{0}\right)}=$ $\infty$, i.e., $(u, v)$ is global in time. Furthermore, $(u, v) \in C^{\rho}\left([\delta, \infty), C^{2(1-\sigma)}[0,1] \times\right.$ $\left.C^{2(1-\sigma)}[0,1]\right)$ for any $0 \leq \rho \leq \sigma \leq 1$.

Proof. Let $w=1-u$. Then (1.5) is written as follows:

$$
\left\{\begin{array}{l}
\binom{w}{v}_{t}=\left[A(w, v)\binom{w}{v}_{x}\right]_{x}+\binom{f(1-w) v}{(k f(1-w)-\theta-\beta v) v},  \tag{4.2}\\
A(w, v)\binom{w}{v}_{x}+H(x)\binom{w}{v}=0 \text { at } x=0,1,
\end{array}\right.
$$

where

$$
A(w, v)=\left(\begin{array}{cc}
1 & 0 \\
\chi \phi^{\prime}(1-w) v & \lambda
\end{array}\right), H(x)=\left(\begin{array}{cc}
h x & 0 \\
0 & 0
\end{array}\right) .
$$

Since the eigenvalues of $A$ are positive, (4.2) is "normally parabolic" [Am 1]. Then (i) and (ii) follow from [Am 1, Theorems 7.3 and 9.3]. (iii) follows from [Am 2, Theorem 5.2] because (4.2) is a "triangular system."

Proposition 4.2 (positivity). Suppose in Theorem $4.1,1 \geq u_{0} \geq 0, v_{0}>0$ on $[0,1]$. Then $1>u>0$ and $v>0$ on $[0,1] \times[0, T), T=T_{\left(u_{0}, v_{0}\right)}$.

REMARK 4.3. Later we shall handle the case $v_{0} \geq 0$ (see the discussion preceding Theorem 4.8).

Proof. Since $(u(\cdot, t), v(\cdot, t)) \in C\left([0, T), H^{1}(0,1) \times H^{1}(0,1)\right) \subset C([0, T), C[0,1] \times$ $C[0,1])$, if $v>0$ on $[0,1] \times[0, T)$ is untrue, then there exists $\left(x_{0}, t_{0}\right) \in[0,1] \times(0, T)$ such that $v\left(x_{0}, t_{0}\right)=0, v(x, t)>0$ for $(x, t) \in[0,1] \times\left[0, t_{0}\right) . v$ obviously satisfies

$$
\left\{\begin{array}{l}
v_{t}=\lambda v_{x x}+b(x, t) v_{x}+c(x, t) v,(x, t) \in[0,1] \times(0, T)  \tag{4.3}\\
\lambda v_{x}=d(x, t) v \text { at } x=0,1
\end{array}\right.
$$

where $b, c$, and $d(x, t)$ are continuous on $[0,1] \times(0, T)$. If $x_{0} \in(0,1)$, then by the strong maximum principle, $v \equiv 0$ on $[0,1] \times\left[0, t_{0}\right]$, which is impossible. On the other hand, if $x_{0}$ is either 0 or 1 , then by the boundary condition in (4.3), $v_{x}\left(x_{0}, t_{0}\right)=0$. This also is impossible by the Hopf boundary point lemma. We have thus shown $v>0$ on $[0,1] \times[0, T)$. Now observe that $\underline{u} \equiv 0$ and $\bar{u} \equiv 1$ are strict lower and upper solutions of the $u$-equation with the boundary condition in (1.5), because $v>0$. By the comparison principle, $0<u<1$ on $[0,1] \times(0, T)$. Proposition 4.2 is proved.

We now proceed to establish the $L^{\infty}$-bound of $v$ under the condition on the initial value $\left(u_{0}, v_{0}\right)$ as in Proposition 4.2. Then in light of (iii) of Theorem 4.1, the global existence of the solution of (1.5) and (4.1) follows. The $L^{\infty}$-bound of $v$ will be obtained through series of lemmas.

Lemma 4.4. Suppose $\left(u_{0}, v_{0}\right)$ satisfies the condition in Theorem 4.1 and Proposition 4.2. Let $(u, v)$ be the unique (positive) solution of (1.5) and (4.1). Then

$$
\begin{equation*}
\int_{0}^{1} v(x, t) d x \leq \int_{0}^{1}\left(v_{0}(x)+k u_{0}(x)\right) d x+k(h+\theta) / \theta, 0 \leq t<T \tag{4.4}
\end{equation*}
$$

where $T=T_{\left(u_{0}, v_{0}\right)}$.
Proof. Let $\bar{u}(t)=\int_{0}^{1} u(x, t) d x, \bar{v}(t)=\int_{0}^{1} v(x, t) d x$. Integrating (1.5) on [0, 1$]$, we have that for $0<t<T$,

$$
\begin{aligned}
\bar{u}^{\prime}(t) & =-\int_{0}^{1} f(u) v d x+h(1-u(1, t)) \leq-\int_{0}^{1} f(u) v d x+h \\
\bar{v}^{\prime}(t) & \leq k \int_{0}^{1} f(u) v d x-\theta \bar{v}(t) \leq k h-k \bar{u}^{\prime}(t)-\theta \bar{v}(t) \\
& \leq-k \bar{u}^{\prime}(t)-\theta(\bar{v}(t)+k \bar{u}(t))+k h+\theta k
\end{aligned}
$$

Thus

$$
\bar{v}(t)+k \bar{u}(t) \leq e^{-\theta t}(\bar{v}(0)+k \bar{u}(0))+(k h+\theta k)\left(1-e^{-\theta t}\right) / \theta .
$$

This completes the proof of Lemma 4.4.
Lemma 4.5. Under the condition on $\left(u_{0}, v_{0}\right)$ in Lemma 4.4 for any small $\delta>0$, we have

$$
\int_{0}^{1} v^{2}(x, t) d x \leq 2 \int_{0}^{1} v^{2}(x, \delta) d x+\mu, \delta \leq t<T
$$

where $T=T\left(u_{0}, v_{0}\right)$ and $\mu$ is a positive constant depending on all the constants in (1.5), $f, \phi, v_{0}$, and $\|u(x, \delta)\|_{H^{2}(0,1)}$.

Proof. We shall use "energy estimates" to get the $L^{2}$-bound for $v$. But because of the chemotactic flux term in the $v$-equation, we first need to estimate the $L^{2}$-norm of $u_{x}$.

For $2>p>1$, let $X=L^{p}(0,1), \Delta=\frac{d^{2}}{d x^{2}}$ with domain $D(\Delta)=W^{2, p}(0,1) \cap$ $\left\{u^{\prime}(0)=0=u^{\prime}(1)+h u(1)\right\}$. Then $\Delta$ generates a linear analytic semigroup $e^{t \Delta}$ on the Banach space $X$. Since the spectrum of $\Delta$ lies on the negative real line, away from 0 , $\left\|e^{t \Delta}\right\| \leq c e^{-a t}$ for $t \geq 0$ and for some positive constant $a[H$, Thm. 1.3.4]. Also, the fractional space $X^{\alpha} \hookrightarrow H^{1}(0,1)$ if $\alpha>\left(\frac{1}{2}+\frac{1}{p}\right) / 2[\mathrm{H}, \mathrm{Thm} .1 .6 .1]$. We take $p$ close to 1 so $\alpha$ can be taken close to $3 / 4$. By [H, Thm. 1.4.3], $\left\|e^{t \Delta}\right\|_{\alpha} \leq C_{\alpha} t^{-\alpha} e^{-a t}$. Let $w=1-u$; then $w$ is the classical solution of

$$
\left\{\begin{array}{l}
w_{t}=w_{x x}+f(u) v, x \in[0,1], \delta \leq t<T  \tag{4.5}\\
w_{x}(0, t)=0=w_{x}(1, t)+h w(1, t) \\
w(x, \delta)=1-u(x, \delta)
\end{array}\right.
$$

Therefore $w$ satisfies the following variation of constants formula:

$$
w(\cdot, t)=e^{(t-\delta) \Delta}(1-u(\cdot, \delta))+\int_{\delta}^{t} e^{(t-s) \Delta} f(u(\cdot, s)) v(\cdot, s) d s, \delta \leq t<T
$$

Now for $\delta \leq t<T$,

$$
\begin{aligned}
\left\|u_{x}(\cdot, t)\right\|_{L^{2}(0,1)} \leq & \|w(\cdot, t)\|_{H^{1}(0,1)} \leq\|w(\cdot, t)\|_{X^{\alpha}} \\
\leq & \left\|e^{(t-\delta) \Delta}(1-u(\cdot, \delta))\right\|_{X^{\alpha}}+\int_{\delta}^{t}\left\|e^{(t-s) \Delta} f(u(\cdot, s)) v(\cdot, s)\right\|_{X^{\alpha}} d s \\
\leq & c e^{-a(t-\delta)}\|1-u(\cdot, \delta)\|_{X^{\alpha}} \\
& \quad+\int_{\delta}^{t} c_{\alpha}(t-s)^{-\alpha} e^{-a(t-s)}\|f(u(\cdot, s)) v(\cdot, s)\|_{X} d s
\end{aligned}
$$

By the Hölder's inequality,

$$
\|v(\cdot, s)\|_{X}=\|v(\cdot, s)\|_{L^{p}(0,1)} \leq(\bar{v}(s))^{\frac{2-p}{p}}\left(\int_{0}^{1} v^{2}(x, s) d x\right)^{\frac{p-1}{p}}
$$

Let $K(t)=\max _{\delta \leq s \leq t} \int_{0}^{1} v^{2}(x, s) d x$. The above estimates together with Lemma 4.4 imply that for $\delta \leq t<T$,

$$
\begin{equation*}
\left\|u_{x}(\cdot, t)\right\|_{L^{2}(0,1)} \leq c_{1}+c_{2}(K(t))^{\frac{p-1}{p}} \tag{4.6}
\end{equation*}
$$

where $c_{1}$ depends on $\|u(\cdot, \delta)\|_{H^{2}(0,1)}$, and $c_{2}$ on $f, v_{0}, k, h$, and $\theta$.
In the following, we use these inequalities:

$$
\begin{gather*}
a^{r} b^{1-r} \leq r a+(1-r) b \quad(\text { Young's inequality) }  \tag{4.7}\\
\|v\|_{L^{\infty}(0,1)} \leq c\left(\bar{v}+\bar{v}^{1 / 3}\left(\int_{0}^{1} v_{x}^{2} d x\right)^{1 / 3}\right)  \tag{4.8}\\
\int_{0}^{1} v^{2} d x \leq \varepsilon \int_{0}^{1} v_{x}^{2} d x+\left(c \varepsilon^{-1 / 2}+1\right) \bar{v}^{2} \tag{4.9}
\end{gather*}
$$

(Garliardo-Ladyzenskaya-Nirenberg inequality).
(For (4.8) and (4.9), see [LSU, Thm. 2.2 and Remark 2.1].)
We now multiply $v$ to the $v$-equation in (1.5) and integrate by parts on $[0,1]$. We obtain that for $\delta \leq t<T$,

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t} \int_{0}^{1} v^{2}(x, t) d x \\
& \leq-\int_{0}^{1}\left(\lambda v_{x}-\chi \phi^{\prime}(u) u_{x} v\right) v_{x} d x+\int_{0}^{1} k f(u) v^{2} d x \\
& \leq-\lambda \int_{0}^{1} v_{x}^{2} d x+\chi \int_{0}^{1}\left(\phi^{\prime}(u) v\right) u_{x} v_{x} d x+k f(1) \int_{0}^{1} v^{2} d x \\
& \stackrel{(4.8)}{\leq}-\lambda \int_{0}^{1} v_{x}^{2} d x+c_{3}\left(\bar{v}+\bar{v}^{1 / 3}\left(\int_{0}^{1} v_{x}^{2}\right)^{1 / 3}\right)\left(\int_{0}^{1} u_{x}^{2} d x\right)^{1 / 2}\left(\int_{0}^{1} v_{x}^{2} d x\right)^{1 / 2} \\
& +k f(1) \int_{0}^{1} v^{2} d x \\
& \stackrel{(4.7)}{\leq}-\lambda \int_{0}^{1} v_{x}^{2} d x+\frac{\lambda}{4} \int_{0}^{1} v_{x}^{2} d x+\frac{1}{\lambda} c_{3}^{2} \bar{v}^{2} \int_{0}^{1} u_{x}^{2} d x \\
& +c_{3} \bar{v}^{1 / 3}\left(\int_{0}^{1} u_{x}^{2} d x\right)^{1 / 2}\left(\int_{0}^{1} v_{x}^{2} d x\right)^{5 / 6}+k f(1) \int_{0}^{1} v^{2} d x, \\
& \stackrel{(4.7)}{\leq} \frac{-3 \lambda}{4} \int_{0}^{1} v_{x}^{2} d x+\frac{c_{3}^{2} \bar{v}^{2}}{\lambda} \int_{0}^{1} u_{x}^{2} d x+\frac{\lambda}{4} \int_{0}^{1} v_{x}^{2} d x \\
& +c_{4} \bar{v}^{2}\left(\int_{0}^{1} u_{x}^{2} d x\right)^{3}+k f(1) \int_{0}^{1} v^{2} d x, \\
& \leq-\frac{\lambda}{2} \int_{0}^{1} v_{x}^{2} d x+c_{5} \bar{v}^{2}+c_{5} \bar{v}^{2}\left(\int_{0}^{1} u_{x}^{2} d x\right)^{3}+k f(1) \int_{0}^{1} v^{2} d x, \\
& \stackrel{(4.9)}{\leq}-\frac{\lambda}{2 \varepsilon}\left(\int_{0}^{1} v^{2} d x-\left(c \varepsilon^{-1 / 2}+1\right) \bar{v}^{2}\right)+c_{5} \bar{v}^{2}+c_{5} \bar{v}^{2}\left(\int_{0}^{1} u_{x}^{2} d x\right)^{3} \\
& +k f(1) \int_{0}^{1} v^{2} d x, \\
& =\left(k f(1)-\frac{\lambda}{2 \varepsilon}\right) \int_{0}^{1} v^{2} d x+c_{6} \bar{v}^{2}+c_{5} \bar{v}^{2}\left(\int_{0}^{1} u_{x}^{2} d x\right)^{3} \text {. }
\end{aligned}
$$

Taking $\varepsilon=\lambda /(3 k f(1))$ and using (4.6), we have

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t} \int_{0}^{1} v^{2}(x, t) d x & \leq \frac{-k f(1)}{2} \int_{0}^{1} v^{2} d x+c_{6} \bar{v}^{2}+c_{5} \bar{v}^{2}\left(c_{1}+c_{2}(K(t))^{(p-1) / p}\right)^{6} \\
& \leq \frac{-k f(1)}{2} \int_{0}^{1} v^{2} d x+c_{7} \bar{v}^{2}+c_{8} \bar{v}^{2}(K(t))^{6(p-1) / p}
\end{aligned}
$$

for which it follows that for $\delta \leq t<T$,

$$
\int_{0}^{1} v^{2}(x, t) d x \leq \int_{0}^{1} v^{2}(x, \delta) d x+c_{9}\left(1+(K(t))^{6(p-1) / p}\right)
$$

Thus

$$
K(t) \leq \int_{0}^{1} v^{2}(x, \delta) d x+c_{9}\left(1+(K(t))^{6(p-1) / p}\right)
$$

Now we take $p>1$ but close to 1 such that $6(p-1) / p<1$. Lemma 4.5 follows.
Lemma 4.6. Let the initial value $\left(u_{0}, v_{0}\right)$ be as in Lemma 4.4. Then

$$
\left\|u_{x}(\cdot, t)\right\|_{L^{\infty}(0,1)} \leq L, \delta \leq t<T
$$

where the constant $L$ depends on the items that $\mu$ in Lemma 4.5 also depends on, plus the $L^{2}$-norm of $v(x, \delta)$.

Proof. Take $p=2$ at the beginning of the proof of Lemma 4.5. Then $X^{\alpha} \hookrightarrow$ $C^{\nu}[0,1]$, where $\nu$ is any number in $\left(0,2 \alpha-\frac{1}{2}\right)$. Take $\alpha=7 / 8$ so $\nu$ can be taken to be 1. Since $w=1-u$ satisfies the variation of constants formula below (4.5),

$$
\begin{aligned}
& \left\|u^{\prime}\right\|_{C[0,1]} \leq\|w(\cdot, t)\|_{X^{\alpha}} \\
& \leq c e^{-a(t-\delta)}\|1-u(\cdot, \delta)\|_{X^{\alpha}}+\int_{\delta}^{t} c_{\alpha}(t-s)^{-\alpha} e^{-a(t-s)}\|f(u(\cdot, s)) v(\cdot, s)\|_{X} d s, \\
& \stackrel{(\text { Lemma 4.5) }}{\leq} c e^{-a(t-\delta)}\|1-u(\cdot, \delta)\|_{X^{\alpha}} \\
& +\left(2 \int_{0}^{1} v^{2}(x, \delta) d x+\mu\right) f(1) c_{\alpha} \int_{\delta}^{t}(t-s)^{-\alpha} e^{-a(t-s)} d s,
\end{aligned}
$$

for $\delta \leq t<T$. This completes the proof of Lemma 4.6.
Lemma 4.7. Let the initial value $\left(u_{0}, v_{0}\right)$ be as in Lemma 4.4. Then $\|v(\cdot, t)\|_{L^{\infty}} \leq$ $c, \delta \leq t<T$, where constant $c$ depends on all items that $L$ in Lemma 4.6 also depends on, plus $\|v(\cdot, \delta)\|_{L^{\infty}(0,1)}$.

Proof. We use the Moser-Alikakos iteration [A]. For $s \geq 2$, multiplying the $v$ equation in (1.5) by $v^{s-1}$ and integrating on $[0,1]$ by parts, we have

$$
\begin{gathered}
\frac{1}{s} \frac{d}{d t} \int_{0}^{1} v^{s}(x, t) d x \leq-\lambda(s-1) \int_{0}^{1} v_{x}^{2} v^{s-2} d x+(s-1) \chi \int_{0}^{1} \phi^{\prime}(u) u_{x} v^{s-1} v_{x} d x \\
\quad+k f(1) \int_{0}^{1} v^{s} d x \\
\begin{array}{c}
(\text { Lemma } \\
\leq
\end{array} \frac{-4 \lambda(s-1)}{s^{2}} \int_{0}^{1}\left(v^{s / 2}\right)_{x}^{2} d x+c_{1} \int_{0}^{1} v^{s / 2}\left|\left(v^{s / 2}\right)_{x}\right| d x \\
+k f(1) \int_{0}^{1} v^{s} d x
\end{gathered}
$$

Thus

$$
\begin{aligned}
& \frac{d}{d t} \int_{0}^{1} v^{s}(x, t) d x \leq \frac{-4 \lambda(s-1)}{s} \int_{0}^{1}\left(v^{s / 2}\right)_{x}^{2} d x+c_{1} s\left(\int_{0}^{1} v^{s} d x\right)^{1 / 2}\left(\int_{0}^{1}\left(v^{s / 2}\right)_{x}^{2} d x\right)^{1 / 2} \\
&+k f(1) s \int_{0}^{1} v^{s} d x \\
& \leq-2 \lambda \int_{0}^{1}\left(v^{s / 2}\right)_{x}^{2} d x+\lambda \int_{0}^{1}\left(v^{s / 2}\right)_{x}^{2} d x+\frac{c_{1}^{2} s^{2}}{4 \lambda} \int_{0}^{1} v^{s} d x \\
&+k f(1) s \int_{0}^{1} v^{s} d x \\
& \leq-\lambda \int_{0}^{1}\left(v^{s / 2}\right)_{x}^{2} d x+c_{2} s^{2} \int_{0}^{1} v^{s} d x \\
& \begin{array}{l}
(4.9) \\
\leq \\
\leq
\end{array} \\
& \leq-c_{2} s^{2} \int_{0}^{1} v^{s} d x+c_{4} s^{3}\left(\int_{0}^{1} v^{s / 2} d x\right)^{2}\left(\operatorname{taking} \varepsilon=\frac{\left(c_{3} \varepsilon^{-1 / 2}+1\right)}{2 c_{2} s^{2}}\right)
\end{aligned}
$$

From this, we have that for $\delta \leq t<T$,

$$
\begin{align*}
& \frac{d}{d t}\left(e^{c_{2} s^{2} t} \int_{0}^{1} v^{s}(x, t) d x\right) \leq c_{4} s^{3} e^{c_{2} s^{2} t} \sup _{\delta \leq t<T}\left(\int_{0}^{1} v^{s / 2}(x, t) d x\right)^{2} \\
& \quad \int_{0}^{1} v^{s}(x, t) d x \leq\|v(\cdot, \delta)\|_{L^{\infty}(0,1)}^{s}+c_{5} s \sup _{\delta \leq t<T}\left(\int_{0}^{1} v^{s / 2}(x, t) d x\right)^{2} \tag{4.10}
\end{align*}
$$

Let $M(s)=\max \left(\|v(\cdot, \delta)\|_{L^{\infty}(0,1)}, \sup _{\delta \leq t<T}\left(\int_{0}^{1} v^{s}(x, t) d x\right)^{1 / s}\right)$. Then (4.10) implies

$$
\begin{equation*}
M(s) \leq\left(c_{6} s\right)^{1 / s} M(s / 2) \text { for } s \geq 2 \tag{4.11}
\end{equation*}
$$

Taking $s=2^{k}, k=1,2, \ldots$, we obtain

$$
\begin{aligned}
M\left(2^{k}\right) & \leq c_{6}^{\frac{1}{2^{k}}} 2^{\frac{k}{2^{k}}} M\left(2^{k-1}\right) \\
& \leq c_{6}^{\frac{1}{2^{k}}+\cdots+1} 2^{\frac{k}{2^{k}}+\cdots+\frac{1}{2}} M(1)
\end{aligned}
$$

Sending $k \rightarrow \infty$, we have that for $\delta \leq t<T$,

$$
\begin{aligned}
\|v(\cdot, t)\|_{L^{\infty}(0,1)} & \leq \lim _{k \rightarrow \infty} M\left(2^{k}\right) \\
& \leq c_{7} M(1)
\end{aligned}
$$

This completes the proof of Lemma 4.7.
Now, by (iii) of Theorem 4.1, the solution $(u, v)$ of (1.5) and (4.1) is global in $t$, provided that $\left(u_{0}, v_{0}\right)$ satisfies the conditions in Theorem 4.1 and Proposition 4.2, i.e., $u_{0}, v_{0} \in H^{1}(0,1), 1 \geq u_{0} \geq 0, v_{0}>0$ on $[0,1]$. We point out that we can actually allow $v_{0} \geq 0, \not \equiv 0$ on $[0,1]$. To see this, we take a sequence $v_{0 n}$ in $H^{1}(0,1)$ with $v_{0 n}>0$ on $[0,1]$ and $v_{0 n} \rightarrow v_{0}$ in $H^{1}(0,1)$. Let $\left(u_{n}, v_{n}\right)$ be the global positive solutions of
(1.5) and (4.1) (with $v_{0}$ replaced by $v_{0 n}$ ). Then by (ii) of Theorem 4.1, for $x \in[0,1]$, $0 \leq t<T_{\left(u_{0}, v_{0}\right)},\left(u_{n}(x, t), v_{n}(x, t)\right) \rightarrow(u(x, t), v(x, t))$. Thus $1 \geq u \geq 0, v \geq 0$. By the strong maximum principle and the Hopf boundary point lemma, $1>u>0, v>0$ on $[0,1] \times\left(0, T_{\left(u_{0}, v_{0}\right)}\right)$. Note that the condition $1 \geq u_{0} \geq 0, v_{0}>0$ was required in Lemmas 4.4-4.7 only for the reason of ensuring $1>u>0, v>0$. Thus in the present situation, Lemmas $4.4-4.7$ still apply and hence $T\left(u_{0}, v_{0}\right)=\infty$.

We have thus shown the main result of this section.
THEOREM 4.8 (global existence and boundedness). For any $u_{0}, v_{0} \in H^{1}(0,1)$ satisfying $1 \geq u_{0} \geq 0, v_{0} \geq 0, \not \equiv 0$ on $[0,1]$, (1.5) and (4.1) have a unique positive global solution $(u, v)$ such that
(i) $(u(\cdot, t), v(\cdot, t)) \in C\left([0, \infty), H^{1}(0,1) \times H^{1}(0,1)\right),(u, v) \in C_{\mathrm{loc}}^{2+2 \varepsilon, 1+\varepsilon}([0,1] \times$ $[0, \infty)$ );
(ii) $0<u<1, v>0$ and is bounded on $[0,1] \times[0, \infty)$.
5. Stability and instability of steady states. The first result of this section deals with the stability of the trivial steady state $(u, v)=(1,0)$ of (1.5) (again $\beta=0$ is allowed so that both Malthusian and logisitc cases are included).

THEOREM 5.1. (i) Suppose $k f(1) \leq \theta$. Then in $L^{\infty}$-topology $(u, v)=(1,0)$ attracts every positive solution of (1.5) whose initial value $(u(x, 0), v(x, 0))=\left(u_{0}(x), v_{0}(x)\right)$ satisfies the condition in Theorem 4.8. Furthermore, if $k f(1)<\theta$, then $\|v(\cdot, t)\|_{L^{\infty}} \leq$ $C \exp ((k f(1)-\theta) t),\|1-u(\cdot, t)\|_{L^{\infty}} \leq C \exp (-\min (a, \theta-k f(1)) t), t \geq 0$, where $a$ is any number less than the first eigenvalue $\alpha$ of $-d^{2} / d x^{2}$ with the boundary condition $u^{\prime}(0)=0=u^{\prime}(1)+h u(1)$; if $k f(1)=\theta$ and $\beta>0$, then $\|v(\cdot, t)\|_{L^{\infty}} \leq \frac{C}{\beta t+1}$, $\|1-u(\cdot, t)\|_{L^{\infty}} \leq \frac{C}{\beta t+1}, t \geq 0$.
(ii) Suppose $k f(1)>\theta$. Then $(u, v)=(1,0)$ is unstable in the $L^{\infty}$-topology.

Proof of (i). Consider first the case $k f(1)<\theta$. Let $z=e^{(\theta-k f(1)) t} v$. Then

$$
\left\{\begin{array}{l}
z_{t} \leq\left(\lambda z_{x}-\chi \phi^{\prime}(u) u_{x} z\right)_{x}  \tag{5.1}\\
\lambda z_{x}-\chi \phi^{\prime}(u) u_{x} z=0 \text { at } x=0,1, \\
z(x, 0)=v_{0}(x)
\end{array}\right.
$$

Integrating (5.1) on $[0,1]$, we see that

$$
\int_{0}^{1} z(x, t) d x \leq \int_{0}^{1} v_{0}(x) d x, t \geq 0
$$

This and the proof of Lemma 4.7 imply that $\|z(\cdot, t)\|_{L^{\infty}} \leq$ const $C$, i.e., $\|v(\cdot, t)\|_{L^{\infty}} \leq$ $C \exp ((k f(1)-\theta) t), t \geq 0$. We now use the comparison principle to obtain a decay rate for $\|1-u(\cdot, t)\|_{L^{\infty}}$. Observe $1-u$ is a subsolution of

$$
\left\{\begin{array}{l}
w_{t}=w_{x x}+C \exp ((k f(1)-\theta) t)  \tag{5.2}\\
w_{x}(0, t)=0=w_{x}(1, t)+h w(1, t) \\
w(x, 0)=1-u_{0}(x)
\end{array}\right.
$$

Define $\bar{w}(x, t)=K \psi(x) e^{-\min (a, \theta-k f(1)) t}$, where $K>0$ is a constant, $\psi$ is a first eigenfunction of $-d^{2} / d x^{2}$ with the boundary condition $u^{\prime}(0)=0=u^{\prime}(1)+h u(1)$. Since $\psi(x)>0$ on $[0,1]$, we see for a large enough $K, \bar{w}$ is a supersolution of (5.2). By the comparison principle, $0 \leq 1-u(x, t) \leq \bar{w}(x, t), x \in[0,1], t \geq 0$. Hence $\|1-u(\cdot, t)\|_{L^{\infty}} \leq C \exp (-\min (a, \theta-k f(1)) t), t \geq 0$.

Now we consider the case $k f(1)=\theta, \beta>0$. Integrating the $v$-equation in (1.5) gives

$$
\bar{v}^{\prime}(t) \leq-\beta \int_{0}^{1} v^{2}(x, t) d x \leq-\beta \bar{v}^{2}(t), t \geq 0
$$

So

$$
\begin{equation*}
\bar{v}(t) \leq \frac{C}{\beta t+1}, t \geq 0 \tag{5.3}
\end{equation*}
$$

Let $z(x, t)=(\beta t+1) v(x, t)$. Then

$$
\left\{\begin{array}{l}
z_{t} \leq\left(\lambda z_{x}-\chi \phi^{\prime}(u) u_{x} z\right)_{x}+\beta z  \tag{5.4}\\
\lambda z_{x}-\chi \phi^{\prime}(u) u_{x} z=0 \text { at } \quad x=0,1, \\
z(x, 0)=v_{0}(x)
\end{array}\right.
$$

Again, (5.3) and the proof of Lemma 4.7 imply that $\|z(\cdot, t)\|_{L^{\infty}} \leq$ const $C$, i.e., $\|v(\cdot, t)\|_{L^{\infty}} \leq C /(\beta t+1), t \geq 0$. By a comparison argument as above, we also have $\|1-u(\cdot, t)\|_{L^{\infty}} \leq C /(\beta t+1), t \geq 0$.

Next, we consider the case $k f(1)=\theta, \beta=0$. Integrating the $v$-equation in (1.5) and using the fact that $k f(u)-\theta=k f(u)-k f(1) \leq-k \min _{\eta \in[0,1]} f^{\prime}(\eta)(1-u)$, we have

$$
\begin{equation*}
\bar{v}^{\prime}(t) \leq-C \int_{0}^{1}(1-u(x, t)) v(x, t) d x, t \geq 0 \tag{5.5}
\end{equation*}
$$

Because of the global boundedness of $v$, we have

$$
\begin{equation*}
\int^{\infty} \int_{0}^{1}(1-u(x, t)) v(x, t) d x d t<\infty \tag{5.6}
\end{equation*}
$$

Let $w=1-u$. By the $u$-equation in (1.5), we obtain

$$
\frac{1}{2} \frac{d}{d t} \int_{0}^{1} w^{2}(x, t) d x \leq-h w^{2}(1, t)-\int_{0}^{1} w_{x}^{2}(x, t) d x+C \int_{0}^{1} w(x, t) v(x, t) d x .
$$

This and (5.6) imply

$$
\begin{equation*}
\int^{\infty} w^{2}(1, t) d t<\infty, \int^{\infty} \int_{0}^{1} w_{x}^{2}(x, t) d x d t<\infty . \tag{5.7}
\end{equation*}
$$

By the second part of (iii) of Theorem 4.1, $w(1, t)$ and $\int_{0}^{1} w_{x}^{2}(x, t) d x$ are uniformly continuous on $[0, \infty)$ and hence by (5.7), w(1,t) $\rightarrow 0$ and $\int_{0}^{1} w_{x}^{2}(x, t) d x \rightarrow 0$ as $t \rightarrow \infty$. Now

$$
|w(x, t)-w(1, t)| \leq \int_{0}^{1}\left|w_{x}(x, t)\right| d x \leq\left(\int_{0}^{1} w_{x}^{2}(x, t) d x\right)^{1 / 2} \rightarrow 0
$$

as $t \rightarrow 0$. Thus $\|1-u(\cdot, t)\|_{L^{\infty}} \rightarrow 0$ as $t \rightarrow \infty$.
We proceed to show $\|v(\cdot, t)\|_{L^{\infty}} \rightarrow 0$ as $t \rightarrow \infty$. Since $\bar{v}^{\prime}(t)+k \bar{u}^{\prime}(t)=k h(1-$ $u(1, t))-\theta \bar{v}(t)$ and since $\bar{v}(t)$ is decreasing (see (5.5)), $\bar{v}(t) \rightarrow 0$ as $t \rightarrow \infty$. By the $v$-equation in (1.5) again,

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t} \int_{0}^{1} v^{2}(x, t) d x & \leq-\lambda \int_{0}^{1} v_{x}^{2}(x, t) d x+\chi \int_{0}^{1} \phi^{\prime}(u) u_{x} v v_{x} d x \\
& \leq-\frac{\lambda}{2} \int_{0}^{1} v_{x}^{2}(x, t) d x+C \int_{0}^{1} u_{x}^{2}(x, t) d x
\end{aligned}
$$

Then the global boundedness of $v$ and (5.7) imply

$$
\begin{equation*}
\int^{\infty} \int_{0}^{1} v_{x}^{2}(x, t) d x d t<\infty \tag{5.8}
\end{equation*}
$$

By the second part of (iii) of Theorem 4.1 again, $\int_{0}^{1} v_{x}^{2}(x, t) d x$ is uniformly continuous on $[0, \infty)$ and hence by (5.8), we have $\int_{0}^{1} v_{x}^{2}(x, t) d x \rightarrow 0$ as $t \rightarrow \infty$. Now

$$
|v(x, t)-\bar{v}(t)| \leq\left(\int_{0}^{1} v_{x}^{2}(x, t) d x\right)^{1 / 2} \rightarrow 0
$$

and thus $\|v(\cdot, t)\|_{L^{\infty}} \rightarrow 0$ as $t \rightarrow \infty$.
Proof of (ii) of Theorem 5.1. Let $N_{\delta}$ be the neighborhood of the trivial steady state $(1,0)$ consisting of $(u, v)$ such that $\|1-u\|_{L^{\infty}}+\|v\|_{L^{\infty}}<\delta$. We want to show that for a small $\delta>0$, the solution $(u(\cdot, t), v(\cdot, t))$ of (1.5) always leaves $N_{\delta}$ in finite time no matter how close the initial value $\left(u_{0}, v_{0}\right)$ is to $(1,0)$ (assuming $\left(u_{0}, v_{0}\right)$ satisfies the condition in Theorem 4.8). If this is not true, then for a small $\delta>0$,

$$
k f(u(x, t))-\theta-\beta v(x, t) \geq(k f(1)-\theta) / 2, x \in[0,1], t \geq 0
$$

Thus by integrating the $v$-equation in (1.5), we have

$$
\frac{d}{d t} \int_{0}^{1} v(x, t) d x \geq \frac{(k f(1)-\theta)}{2} \int_{0}^{1} v(x, t) d x, t \geq 0
$$

This obviously makes it impossible for $(u(\cdot, t), v(\cdot, t))$ to stay in $N_{\delta}$ forever. This completes the proof of Theorem 5.1.

Next we wish to establish the asymptotic stability of the positive steady states of (1.5) (again $\beta=0$ is allowed) when $\theta$ less than but close to $k f(1)$. By the proof of Theorem 3.1, (1.5) has a unique positive steady state $(u(s, x), v(s, x)), 0<s<\varepsilon$, such that $k f(1)-\theta=\mu(s), u(s, \cdot)=1-s\left(K_{1} f(1)+\psi_{1}(s)\right), v(s, \cdot)=s\left(1+\psi_{2}(s)\right)$. Recall that $\mu(0)=0<\mu^{\prime}(0), \psi_{1}(0)=\psi_{2}(0)=0$.

Theorem 5.2. For $\theta$ less than but close to $k f(1)$, the unique positive solution of (1.5) $\left(\beta=0\right.$ allowed) is exponentially asymptotically stable in the $H^{1}(0,1)$ topology.

Proof. Linearize (1.5) at $(u(s, \cdot), v(s, \cdot))$. By the principle of the linearized stability ([S, Thm. 8.6], [D, Thm. 5.2]), we only need to show the negativeness of the real part of the eigenvalues $\eta$ of the linearized elliptic problem

$$
\left\{\begin{array}{l}
u^{\prime \prime}-f^{\prime}(u(s, \cdot)) v(s, \cdot) u-f(u(s, \cdot)) v=\eta u  \tag{5.9}\\
{\left[\lambda v^{\prime}-\chi \phi^{\prime \prime}(u(s, \cdot)) u^{\prime}(s, \cdot) v(s, \cdot) u-\chi \phi^{\prime}(u(s, \cdot)) v(s, \cdot) u^{\prime}\right.} \\
\left.\quad-\chi \phi^{\prime}(u(s, \cdot)) u^{\prime}(s, \cdot) v\right]^{\prime}+(k f(u(s, \cdot))-k f(1)-\beta v(s, \cdot)) v \\
\quad+\left(k f^{\prime}(u(s, \cdot)) u-\beta v\right) v(s, \cdot)+\mu(s) v=\eta v, \\
u^{\prime}(0)=0=u^{\prime}(1)+h u(1), \\
\lambda v^{\prime}-\chi \phi^{\prime \prime}(u(s, x)) u^{\prime}(s, x) v(s, x) u-\chi \phi^{\prime}(u(s, x)) v(s, x) u^{\prime} \\
\quad-\chi \phi^{\prime}(u(s, x)) u^{\prime}(s, x) v=0 \text { at } x=0,1 .
\end{array}\right.
$$

Multiplying $u^{*}$ and $v^{*}$ (the conjugates of $u$ and $v$ ) to the $u$-equation and $v$-equation in (5.9), respectively, then integrating by parts, we see that (a) the real part of the eigenvalues is bounded above uniformly with respect to small $s>0$; (b) the imaginary
part of the eigenvalues in any fixed vertical strip on the plane is bounded uniformly with respect to small $s>0$.

Then since the set of the eigenvalues is discrete, there is an eigenvalue, denoted by $\eta(s)$, whose real part is the largest. We wish to show $\operatorname{Re} \eta(s)<0$ for all small $s>0$. Suppose otherwise; then $\operatorname{Re} \eta(s) \geq 0$ along a subsequence $s \rightarrow 0$. Now by the above discussion, $\eta(s)$ is bounded and hence we can assume $\eta(s) \rightarrow \eta_{0}$ as $s \rightarrow 0$, where $\operatorname{Re} \eta_{0} \geq 0$.

We claim $\eta_{0}=0$. Denote the eigenvector corresponding to $\eta(s)$ by ( $\widetilde{u}(s, \cdot), \widetilde{v}(s, \cdot)$ ) which is normalized: $\|\widetilde{u}(s, \cdot)\|_{L^{2}(0,1)}^{2}+\|\widetilde{v}(s, \cdot)\|_{L^{2}(0,1)}^{2}=1$. By the elliptic regularity theory, after passing to a subsequence, $(\widetilde{u}(s), \widetilde{v}(s)) \rightarrow\left(\widetilde{u}_{0}, \widetilde{v}_{0}\right)$ in $C^{2}([0,1])$ as $s \rightarrow 0$. $\left(\widetilde{u}_{0}, \widetilde{v}_{0}\right)$ is nonzero and satisfies

$$
\left\{\begin{array}{l}
\widetilde{u}_{0}^{\prime \prime}-f(1) \widetilde{v}_{0}=\eta_{0} \widetilde{u}_{0} \\
\lambda \widetilde{v}_{0}^{\prime \prime}=\eta_{0} \widetilde{v}_{0} \\
\widetilde{u}_{0}^{\prime}(0)=0=\widetilde{u}_{0}^{\prime}(1)+h \widetilde{u}_{0}(1) \\
\widetilde{v}_{0}^{\prime}(0)=0=\widetilde{v}_{0}^{\prime}(1)
\end{array}\right.
$$

Thus $\eta_{0}=0$ and $\left(\widetilde{u}_{0}, \widetilde{v}_{0}\right)=\left(-K_{1} f(1), 1\right) /\left(1+\left\|K_{1} f(1)\right\|_{L^{2}}^{2}\right)$.
We now renormalize $(\widetilde{u}(s), \widetilde{v}(s))$ so that it converges to $\left(-K_{1} f(1), 1\right)$ in $C^{2}([0,1])$ as $s \rightarrow 0$. Since $\int_{0}^{1}(k f(u(s, x))-k f(1)-\beta v(s, x)+\mu(s)) v(s, x) d x=0$, we have (" $\bullet$ " meaning differentiation in $s$-variable),

$$
\begin{align*}
& \int_{0}^{1}\left(k f^{\prime}(u(s, x)) \dot{u}(s, x)-\beta \dot{v}(s, x)+\mu^{\prime}(s)\right) v(s, x) d x \\
& \quad+\int_{0}^{1}(k f(u(s, x))-k f(1)-\beta v(s, x)+\mu(s)) \dot{v}(s, x) d x=0 . \tag{5.10}
\end{align*}
$$

Integrating the $v$-equation in (5.9) (with $\eta=\eta(s),(u, v)=(\widetilde{u}(s), \widetilde{v}(s))$, we have

$$
\begin{align*}
& \int_{0}^{1}\left(k f^{\prime}(u(s, x)) \widetilde{u}(s, x)-\beta \widetilde{v}(s, x)\right) v(s, x) d x \\
& \quad+\int_{0}^{1}(k f(u(s, x))-k f(1)+\mu(s)-\beta v(s, x)) \widetilde{v}(s, x) d x  \tag{5.11}\\
& =\eta(s) \int_{0}^{1} \widetilde{v}(s, x) d x
\end{align*}
$$

Comparing (5.11) with (5.10), we have

$$
\eta(s)(1+o(1))=o(s)-\mu^{\prime}(s) s(1+o(1))=s\left(-\mu^{\prime}(0)+o(1)\right)
$$

Since $\mu^{\prime}(0)>0, \operatorname{Re} \eta(s)<0$ for small $s>0$, contradicting our assumption $\operatorname{Re} \eta(s) \geq 0$. Theorem 5.2 is proved.
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#### Abstract

A local convergence theorem for spline wavelet expansions is proved. This theorem relates the finiteness of the quadratic variation of the expansion with the local convergence of the expansion on sets of positive measure. A stability property of these expansions is one of the key points in the proof.
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1. Introduction. The principal purpose of this paper is to prove a local convergence theorem for spline wavelet expansions, using a combination of techniques from martingale theory and wavelet analysis. In particular, we show that the notion of a stopping time may be adapted to these wavelet expansions.

The Haar functions are the point of departure for this discussion. The Haar series may be viewed as the sequence of partial sums of orthogonal elements from the multiresolution analysis generated by the dilations and translations of $\chi_{[0,1]}(x)$, the indicator function of the unit interval. On the other hand, this sequence of partial sums forms a martingale with respect to the filtration of $\sigma$-fields generated by the (dyadic) dilations and (integer) translations of $\chi_{[0,1]}$. This coincidence is unique: no other multiresolution analysis generates martingales in a similar fashion. The following theorem concerning Haar functions is proved by martingale methods [3] (see also [5]).

Theorem A. Let $f=\left(f_{0}, f_{1}, \ldots\right)$ be the sequence of partial sums of a Haar series on $[0,1]$. Then the following sets are equivalent, i.e., they differ by at most a set of Lebesgue measure zero:

$$
\begin{aligned}
& A=\left\{x: f^{*}(x):=\sup _{n}\left|f_{n}(x)\right|<\infty\right\} ; \\
& B=\left\{x: S^{2}(f)(x):=\sum_{0}^{\infty}\left(f_{n}(x)-f_{n-1}(x)\right)^{2}<\infty\right\} ; \\
& C=\left\{x: \lim \sup f_{n}(x)=\liminf f_{n}(x)\right\} .
\end{aligned}
$$

This theorem is not true for other martingales, in general. Some additional stability condition must be assumed. The goal of this paper is to extend this local convergence theorem for a class of wavelet expansions satisfying a stability condition. This class includes the series arising from polynomial spline wavelets. The precise statement of the theorem, together with the stability condition, is given below.

[^25]2. Notation. We will use a multiresolution analysis $V=\left\{V_{j} ;-\infty<j<\infty\right\}$ generated by a compactly supported, continuous (pre)scale function $\phi(x)$. That is, we require that $\phi$ have a nonzero integral, that it satisfy a dilation equation of the form
\[

$$
\begin{equation*}
\phi(x)=\sum_{k=0}^{N} p_{k} \phi(2 x-k) \tag{a}
\end{equation*}
$$

\]

and that

$$
\begin{equation*}
\sum a_{n}^{2} \cong\left\|\sum a_{k} \phi(x-k)\right\|_{2}^{2} \tag{b}
\end{equation*}
$$

(the translates of $\phi$ are a Riesz basis). Linear combinations of the translates of $\phi$ form a subspace of $L^{2}(\mathbf{R})$; the $L^{2}$-closure of this subspace is denoted by $V_{0}$. Dyadic dilations of functions in $V_{0}$ form a closed subspace of $L^{2}(\mathbf{R})$, denoted by $V_{j}\left(f(\cdot) \in V_{j}\right.$ iff $\left.f\left(2^{-j}.\right) \in V_{0}\right)$. If $V_{j} \subset V_{j+1}$ for all integers $j$ it then follows that the increasing sequence of subspaces $\left\{V_{j}\right\}$ exhausts $L^{2}(\mathbf{R})$ (see [6, Chapter 2, p. 48]). Let $P_{j}$ be the orthogonal projection operator from $L^{2}$ onto $V_{j}$.

A special case of a multiresolution analysis of this type is the one generated by $\phi(x)=\chi_{[0,1]}(x)$. In this case, the projections $P_{j}$ are conditional expectations, and a sequence $P_{j}(f)(x)$ forms a martingale. To distinguish this special case, we use $D_{0}$ to denote the set of all linear combinations of translates $\chi_{[0,1]}(\cdot-k), k \in \mathbf{Z}$, and $D=\left\{D_{j} ;-\infty<j<\infty\right\}$ to denote the set of $2^{j}$-dilates of elements of $D_{0}: D_{j}=\{f:$ $\left.f\left(2^{-j} x\right) \in D_{0}\right\}$. A stopping time $\tau(x)$ is a function with values in $\mathbf{Z}_{+} \cup\{\infty\}$, such that the indicator function of $\{x: \tau(x)=j\}$ belongs to $D_{j}$.
3. Prewavelets with compact support. In this paper we assume that $\phi$ is supported in the interval $[0, N]$. This implies the existence of a prewavelet $\psi$ having compact support. By this, we mean a function $\psi \in V_{0}$ such that $\psi(2 x-2 k), k \in \mathbf{Z}$, is a Riesz basis in the orthogonal complement of $V_{0}$ in $V_{1}$, usually written as $W_{0}$. The function $\psi(2 \cdot)$ is necessarily of the form

$$
\psi(2 x)=\sum_{-N+1}^{2 N-1} c_{k} \phi(2 x-k)
$$

and since $\psi(2 \cdot) \in W_{0}$, we have

$$
\int \phi(x) \bar{\psi}(2 x) d x=\sum_{-N+1}^{2 N-1} \bar{c}_{k} \int \phi(x) \overline{\phi(2 x-k)} d x=0
$$

If we set

$$
e_{k}=\int \phi(x) \overline{\phi(2 x-k)} d x
$$

one solution to this equation is given by $c_{k}=(-1)^{k} \bar{e}_{1-k}$; the products $\bar{c}_{k} e_{k}$ and $\bar{c}_{1-k} e_{1-k}$ have opposite signs and equal magnitudes and so cancel in pairs. The function $\psi(2 x)$ is compactly supported on the interval $[-N+1,3 N-1]$ since $e_{k} \equiv 0$ if $k \notin[-N+1,2 N-1]$. It turns out that, with this choice, the translates $\psi(2 x-2 k)$, $k \in \mathbf{Z}$, form a Riesz basis for $W_{0}$ (see [6]). (We pause here to note that our notation
is slightly different from the usual custom, where $\psi(x)$ is taken to be a function in $W_{0}$, whose translates $\psi(x-k), k \in \mathbf{Z}$, form a Riesz basis. Our notation seems to us to make the exposition run more smoothly.) We shall also use the notions of dual prescale function and dual prewavelet (see Chui [2, Chapter 5, p. 170]). The dual prescale function $\tilde{\phi}$ is a function that belongs to $V_{0}$ and satisfies

$$
\int \phi(x-k) \overline{\tilde{\phi}(x)} d x=\delta_{0}(k)
$$

The dual prewavelet satisfies $\tilde{\psi}(2 x) \in W_{0}$ :

$$
\int \psi(2 x-2 k) \overline{\tilde{\psi}(2 x)} d x=\delta_{0}(k)
$$

We now impose an additional stability condition on the prescale function $\phi$.
Condition (M-Z). Given any measurable subset $E \subseteq[0,1]$, of measure greater than $\delta>0$, and any sequence $a_{k}, k=-N+1, \ldots, 0$, we have

$$
\sum_{k=-N+1}^{0}\left|a_{k}\right| \leq c(\delta) \sup _{x \in E}\left|\sum_{k=-N+1}^{0} a_{k} \phi(x-k)\right|,
$$

where $c(\delta)$ depends on $\delta$ but is otherwise independent of $E$.
Remarks. Since $\phi$ is assumed to be bounded, the inequality may be reversed at the expense of another constant. That is,

$$
c^{-1}(\delta) \sum_{k=-N+1}^{0}\left|a_{k}\right| \leq \sup _{x \in E}\left|\sum_{k=-N+1}^{0} a_{k} \phi(x-k)\right| \leq c \sum_{k=-N+1}^{0}\left|a_{k}\right|
$$

This "two-norm" condition is in the same spirit as a stability condition suggested by Marcinkiewicz and Zygmund in their study of convergence of series of independent random variables [8]. Their stability condition was introduced in a conditional form in [4] to prove a generalization of Theorem A. This conditional stability condition is the basis for the results in [1].

The Haar scale function $\chi_{[0,1]}(x)$ satisfies Condition (M-Z) in a vacuous way. On the other hand, if we take the $N$-fold convolution of $\chi_{[0,1]}$ with itself, we obtain a prescale function $\phi$ for the multiresolution analysis of polynomial splines of degree $N-1$. The translates $\phi(x-k), k=-N+1, \ldots, 0$, are linearly independent polynomials on $[0,1]$. Given $E \subseteq[0,1]$ of measure greater than $\delta>0$, we can find $x_{1}, \ldots, x_{N}$, $x_{i} \in E$, such that

$$
\min _{i, j}\left|x_{i}-x_{j}\right|=O_{N}(\delta)
$$

Now write

$$
\sum_{-N+1}^{0} a_{k} \phi(x-k)=\sum_{k=0}^{N-1} b_{k} x^{k}
$$

and compute the coefficients $b_{k}$ by using Cramer's rule on the Vandermonde determinant at the points $x_{1}, \ldots, x_{N}$. This gives an estimate for the $b$-sequence:

$$
\sum_{k=0}^{N-1}\left|b_{k}\right| \leq c(\delta) \sup _{x \in E}\left|\sum_{k=-N+1}^{0} a_{k} \phi(x-k)\right|
$$

and consequently, the same estimate for the $a$-sequence:

$$
\sum_{k=-N+1}^{0}\left|a_{k}\right| \leq c^{\prime}(\delta) \sup \left|\sum_{k=-N+1}^{0} a_{k} \phi(x-k)\right|
$$

Results. The principal result is as follows.
Theorem B. Suppose that $\phi$ is a prescale function that satisfies Condition (M-Z). Suppose that $f=\left(f_{j-1}, f_{j}, \ldots\right)$ is a sequence of functions such that

$$
P_{j}\left(f_{j+1}\right)=f_{j}
$$

for every $j \in \mathbf{Z}$. Then the following sets are equal almost everywhere (a.e.):

$$
\begin{aligned}
& A=\left\{x: f^{*}(x):=\sup _{j}\left|f_{j}(x)\right|<\infty\right\} \\
& B=\left\{x: S^{2}(f)(x)=\sum_{j=-\infty}^{\infty}\left(f_{j}(x)-f_{j-1}(x)\right)^{2}<\infty\right\} \\
& C=\left\{x: \overline{\lim } f_{j}(x)=\underline{\lim } f_{j}(x)<\infty\right\}
\end{aligned}
$$

(That is, the Lebesgue measure of the sets $A \triangle B, A \triangle C, C \triangle B$ vanishes.)
Proof. Before giving the details of the proof, let us outline the strategy. It is enough to prove the theorem with the sets $A, B, C$ restricted to any interval of unit length. Therefore, we assume that $A, B$, and $C$ are subsets of the unit interval. Given $\epsilon>0$, we may also assume that the measure of any one of these sets is greater than $1-\epsilon$. Both of these assumptions amount to an appropriate choice of an origin for the dilation scale. Since $f_{0} \in L^{2}(\mathbf{R})$, we have

$$
\begin{gathered}
\sup _{j \leq 0}\left|f_{j}(x)\right|<\infty \\
\sum_{j \leq 0}\left(f_{j}(x)-f_{j-1}(x)\right)^{2}<\infty
\end{gathered}
$$

(See [6].) Therefore, we restrict attention to $f_{j}(x), x \in[0,1]$, and $j \geq 0$. $\quad \square$
The basic idea of the proof is to introduce a (dyadic) stopping time $\tau=\tau_{\lambda}$ with the property that $\{\tau(x)=\infty\}$ (essentially) coincides with the set $A_{\lambda}$ (or $B_{\lambda}$ ) where $f^{*}(x) \leq \lambda$ (or $S(f)<\lambda$ ). Furthermore, the stopping time should be such that the stopped sequence $f_{\tau(\cdot) \wedge j}(\cdot)$ is uniformly bounded in $L^{2}(\mathbf{R})$. If it were true that the projections $P_{j}$ commute with the stopping time, i.e.,

$$
P_{j}\left(f_{\tau \wedge(j+1)}\right)=f_{\tau \wedge j}
$$

then the sequence $f^{\tau}=\left(f_{\tau \wedge 1}, f_{\tau \wedge 2}, \ldots\right)$ would satisfy

$$
S^{2}(f)(x)=S^{2}\left(f^{\tau}\right)(x)
$$

on $\{x: \tau(x)=\infty\}$. This would imply that $A_{\lambda} \subseteq B$ since

$$
\left\|S\left(f^{\tau}\right)\right\|_{2}=\sup _{j}\left\|f_{\tau \wedge j}\right\|_{2}<\infty
$$

The commutation hypothesis (that $P_{j}$ commute with all dyadic stopping times) is equivalent to assuming that the $P_{j}$ are dyadic conditional expectations. In this case, the sequence $f_{j}$ is forced to be a martingale. Since those sequences we deal with here are not martingales, we cannot prove the theorem in this way. Nevertheless, the strategy may be rescued from obvious failure. The proof is carried out by an inductive procedure that involves a number of details. In order to clarify the description, we proceed in steps.

Step 1 . We now prove that $A \subseteq B$, assuming that $A \subseteq[0,1]$ and that meas $(A)>$ $1-\epsilon$. Here $\epsilon>0$ is assumed to be small, subject to constraints that will become clear as the discussion unfolds. Since $f_{0}(x)$ is restricted to the unit interval, we may write

$$
f_{0}(x)=\sum_{j=-N+1}^{0} a_{j} \phi(x-j)
$$

Choose $\lambda>0$ and define

$$
A_{\lambda}^{c}:=\left\{x: \sup _{j \geq 0}\left|f_{j}(x)\right|>\lambda\right\}
$$

Then $A_{\lambda}^{c}$ satisfies $A_{\lambda}^{c} \supset A^{c}$, and if $\lambda$ is large enough, we will have

$$
\operatorname{meas}\left(A_{\lambda}^{c}\right) \leq 2 \epsilon
$$

We construct a covering of $A_{\lambda}^{c}$ by dyadic intervals, defined by means of a stopping time $\gamma(x)$ relative to the dyadic multiresolution analysis $D$. This stopping time will be modified by subsequent considerations before we are finished.

Step 2 . We wish to project the characteristic function of the set $A_{\lambda}^{c}$ onto the space $D_{j}$; let $g_{j}$ be this projection. The function $g_{j}$ is just the average of the characteristic function of $A_{\lambda}^{c}$ over each dyadic interval of length $2^{-j}$. The sequence $g_{j}, j \geq 0$, is a dyadic martingale. Define

$$
\gamma(x)=\inf \left\{j: g_{j}(x) \geq 1 / 2\right\}, \quad \text { where } \gamma(x)=\infty \text { if this set is empty. }
$$

By Doob's maximal inequality, applied to the sequence $g_{j}, j \geq 0$, we have

$$
\text { meas }\{x: \gamma(x)<\infty\} \leq 2 \operatorname{meas}\left(A_{\lambda}^{c}\right) \leq 4 \epsilon
$$

The stopping time $\gamma(x)$ determines a family of disjoint subintervals of $[0,1]$ defined by $\{x: \gamma(x)=j\}$. These intervals are unions of dyadic intervals of length $2^{-j}$. A connected union of maximal length is called a component of $\{x: \gamma(x)=j\}$.

Step 3. Starting with level $n_{1}=\inf _{x} \gamma(x)$, the components of $\left\{x: \gamma(x)=n_{1}\right\}$ are divided into three classes: The first class consists of all components of length less than $N \cdot 2^{-n_{1}}$. The second class consists of all components of length greater than or equal to $N \cdot 2^{-n_{1}}$ but less than $8 N \cdot 2^{-n_{1}}$. The third class consists of components of length greater than or equal to $8 \cdot N \cdot 2^{-n_{1}}$. We modify the intervals of the second class by extending them, to the right, by a union of dyadic intervals such that the total length of the enlarged interval (the component plus the added intervals) equals $8 N \cdot 2^{-n_{1}}$. The entire set of intervals obtained in this way may again be divided into two components: (a) short components of length less than $N \cdot 2^{-n_{1}}$ and (b) the remaining components of length greater than or equal to $8 N \cdot 2^{-n_{1}}$. We modify the stopping time $\gamma(x)$ to obtain another one, $\tau(x)$, in the following ways: (a) $\tau(x)=n_{1}$
for points in any component containing the point $x=0$ or $x=1$ if such a component exists. (b) $\tau(x)=n_{1}$ for points in the long components (of length greater than or equal to $8 \cdot N 2^{-n_{1}}$ ). (c) On the remaining points, $\tau(x)>n_{1}$ and will be defined by the inductive process. To recapitulate, we have enlarged the set $\left\{x: \gamma(x)=n_{1}\right\}$ to obtain a new set of components. The measure of the enlarged set is no greater than nine times the measure of the components of $\left\{x: \gamma(x)=n_{1}\right\}$ of intermediate length. The stopping time $\tau(x)=n_{1}$ on the "long" components and on the components, if they exist, containing $x=0$ or $x=1$. The "short" components of the enlarged set are those that do not contain $x=0$ or $x=1$ and whose length does not exceed $N \cdot 2^{-n_{1}}$.

Step 4. We now continue the induction as follows: Consider the set of short components, just cited, together with the set $\left\{x: \gamma(x)=n_{1}+1\right\}$. We combine the short components of the set $\left\{x: \gamma(x)=n_{1}\right\}$ and those components of the set $\{x$ : $\left.\gamma(x)=n_{1}+1\right\}$ that do not belong to the set $\left\{x: \tau(x)=n_{1}\right\}$. The union of these two sets is a collection of dyadic intervals of length $2^{-\left(n_{1}+1\right)}$. The components of this set are sorted into three categories as before: those of length less than $N \cdot 2^{-\left(n_{1}+1\right)}$, those of intermediate length, from $N \cdot 2^{-\left(n_{1}+1\right)}$ to $8 N \cdot 2^{-\left(n_{1}+1\right)}$, and those of length greater than or equal to $8 N \cdot 2^{-\left(n_{1}+1\right)}$. The components of intermediate length are enlarged so that they have length exactly $8 N \cdot 2^{-\left(n_{1}+1\right)}$. (This enlargement is made simply by adjoining adjacent dyadic intervals, of length $2^{-\left(n_{1}+1\right)}$, to the right of the component in question. The new component may overlap some of the set $\left\{x: \tau(x)=n_{1}\right\}$, as well as other components of $\left\{x: \gamma(x) \leq n_{1}+1\right\}$ not contained in $\left\{x: \tau(x)=n_{1}\right\}$.) We now combine the short, enlarged, and long components of this set together with the components of the set $\left\{x: \tau(x)=n_{1}\right\}$. Since the components of $\left\{x: \tau(x)=n_{1}\right\}$ are all longer than $8 N \cdot 2^{-n_{1}}$, the components of the combined set are either longer than or equal to $8 \cdot N \cdot 2^{-\left(n_{1}+1\right)}$ or shorter than $N \cdot 2^{-\left(n_{1}+1\right)}$.

We now define $\tau(x)=n_{1}+1$ for points $x$ in a long component of the combined set if $\tau(x)$ has not been previously defined. We also define $\tau(x)=n_{1}+1$ if $x$ is in a component (long or short) that contains 0 or 1 and $\tau(x)$ has not been previously defined. Thus, the only components that remain are short and isolated; that is, they are of length less than $N \cdot 2^{-\left(n_{1}+1\right)}$ and lie in the interior of the complement of the long components and contain neither 0 nor 1 .

Step 5. The passage from $n_{1}$ to $n_{1}+1$ is indicative of the induction procedure. At the $n$th stage, the set $\{x: \tau(x)=n\}$ has been defined. The short components defined by the procedure are of length less than $N \cdot 2^{-n}$ and lie in the interior of the unit interval, separated from the long components by a distance of at least $2^{-n}$. These short components are a part of the set $\{x: \gamma(x) \leq n\}$.

The short components are combined with that part of the set $\{x: \gamma(x)=n+1\}$ that remains in the complement of $\{x: \tau(x) \leq n\}$ and are treated as in Step 3 to define the set $\{x: \tau(x)=n+1\}$.

Step 6. We now make a penultimate adjustment in the definition of $\tau(x)$. At each stage, if the set $\{x: \tau(x)=n\}$ produces complementary intervals belonging to the complement of $\{x: \tau(x) \leq n\}$ that are of length less than $8 N \cdot 2^{-n}$, we adjoin them to the set $\{x: \tau(x)=n\}$. (That is, we define $\tau(x)=n$ on these intervals also.) This addition will take place only if new points were added to the set $\{x: \tau(x)<n\}$ by additional stopping. A fixed component of $\{x: \tau(x)=n\}$ can have at most two "small" complementary contiguous intervals, and the components of $\{x: \tau(x)=n\}$ are at least of length $2^{-n}$. Therefore, this addition multiplies the measure of $\{x: \tau(x)=n\}$ by a factor no greater than $16 N$.

Step 7. It remains for us to estimate the measure of the set $\{x: \tau(x)<\infty\}$. First
of all, let us observe that $\tau(x)$ satisfies

$$
\gamma(x) \leq \tau(x) \leq \gamma(x)+\log _{2} N
$$

since any component of $\{x: \gamma(x)=n\}$ must be "long" or "intermediate" if the scale is $2^{-m}$, where $N \cdot 2^{-m} \leq 2^{-n}$. Finally, the enlargement procedure has been done in such a way that

$$
\text { meas }\{x: \tau(x)<\infty\} \leq 9 \text { meas }\{x: \gamma(x)<\infty\}=O(\epsilon)
$$

Step 8. Now let us give a preliminary definition of the stopped sequence $\tilde{f}_{j}^{\tau}$. As we pointed out above, the straightforward approach, where $\tilde{f}_{j}^{\tau}(x):=f_{j \wedge \tau(x)}(x)$, is not suitable. However, this procedure may be modified as follows: The sequence $f_{0}, f_{1}, \ldots, f_{n_{1}-1}$ is not altered. For the index $n_{1}$, we consider the intervals that are complementary to $\left\{x: \tau(x)=n_{1}\right\}$, that is, the set $\left\{x: \tau(x)>n_{1}\right\}$. A typical complementary interval (in $\left\{x: \tau(x)>n_{1}\right\}$ ) consists of a union of dyadic intervals of length $2^{-n_{1}}$. Each of these dyadic intervals may be classified by the stopping time $\gamma$ : on a given interval of length $2^{-n_{1}}, \gamma(\cdot) \equiv n_{1}$ or $\gamma(\cdot)>n_{1}$. By construction, the extreme left and right dyadic intervals (of the entire complementary interval) are of the latter type, where $\gamma(\cdot)>n_{1}$. The dyadic intervals in the interior may be of either type. However, the short components of $\left\{x: \gamma(x)=n_{1}\right\}$ are of length less than $N \cdot 2^{-n_{1}}$. The complementary interval may, of course, contain many such components, separated from each other by dyadic intervals where $\gamma(\cdot)>n_{1}$. Finally, the complementary interval contains neither endpoint $x=0$ nor $x=1$.

On a fixed complementary interval the function $f_{n_{1}}(x)$ may be represented as a finite sum $\tilde{f}_{n_{1}}^{\tau}$,

$$
\tilde{f}_{n_{1}}^{\tau}(x):=\sum_{k=\ell}^{r} a_{k} \phi\left(2^{n_{1}} x-k\right)
$$

Here we assume that the complementary interval has left endpoint $(\ell+N-1) \cdot 2^{-n_{1}}$ and right endpoint $(r+1) \cdot 2^{-n_{1}}$, so that the above is the shortest representation of $f_{n_{1}}(x)$ on the interval. The sum does not necessarily give the value of $f_{n_{1}}(x)$ outside the complementary interval, nor are we assured that the difference

$$
\begin{aligned}
\tilde{d}_{n_{1}}^{\tau}(x) & =\tilde{f}_{n_{1}}^{\tau}(x)-\tilde{f}_{n_{1}-1}(x) \\
( & \left.=\tilde{f}_{n_{1}}^{\tau}(x)-f_{n_{1}-1}(x)\right)
\end{aligned}
$$

belongs to the space $W_{n_{1}-1}$. However, we can assert that

$$
\max _{k \leq n_{1}}\left|\tilde{f}_{k}^{\tau}(x)\right| \leq O(\lambda)
$$

for all $x \in \mathbf{R}$. This is true because of Condition (M-Z). The argument is as follows: For $f_{k}^{\tau}=f_{k}, k<n_{1}$, on every dyadic interval of length $2^{-k}$, the (closed) subset of points $\left\{x: \sup _{j \geq 0}\left|f_{j}(x)\right| \leq \lambda\right\}$ contained in the dyadic interval has a proportion that is less than $1 / 2$. Condition (M-Z) then guarantees that

$$
\left|f_{k}(x)\right|=O(\lambda)
$$

uniformly in the dyadic interval. (See the Remarks after the statement of Condition (M-Z).) The argument for $\tilde{f}_{n_{1}}^{\tau}\left(=f_{n_{1}}\right.$ on the complementary interval) is similar but a
bit more complicated. The function $\left|\tilde{f}_{n_{1}}^{\tau}(x)\right|=O(\lambda)$ on any interval where $\gamma(x)>n_{1}$ for the reason just stated. On the stretches (short components) of length less than $N \cdot 2^{-n_{1}}$, where $\gamma(x)=n_{1}$, we cannot apply this argument directly. However, the values of $\tilde{f}_{n_{1}}^{\tau}(\cdot)$ in this stretch are majorized by a constant times the sum of the moduli of all coefficients $a_{k}$ that enter into the representation

$$
\tilde{f}_{n_{1}}^{\tau}(x)=\sum_{k=\ell}^{r} a_{k} \phi\left(2^{n_{1}} x-k\right)
$$

on this stretch. Because the stretch is short, the translates $\{k\}$ specific to this stretch also appear in the representation of the function $\tilde{f}^{\tau}$ on the dyadic intervals of length $2^{-n_{1}}, I_{0}$, and $I_{1}$, that bound the stretch. (Some translates are associated with $I_{0}$, some are associated with $I_{1}$.) On each interval $I_{i}, i=0,1$, we know that $\gamma(\cdot)>n_{1}$, so that $\left|\tilde{f}_{n_{1}}^{\tau}(x)\right|=O(\lambda)$ on these intervals. By Condition (M-Z), the sum of the moduli of the corresponding coefficients is of the same order. On the stretch, $\left|\tilde{f}_{n_{1}}^{\tau}(x)\right|$ is also majorized, up to a constant, by the sum of all of these coefficients. Therefore, we may conclude that $\left|\tilde{f}_{n_{1}}^{\tau}(x)\right|=O(\lambda)$ on the entire complementary interval. The constants depend only on $N$, the bound on $|\phi(x)|$, and the constants from Condition (M-Z).

Outside the complementary interval, we claim that $\tilde{f}_{n_{1}}^{\tau}(x)$ satisfies the same estimate. In fact, the support of any sum

$$
\tilde{f}_{n_{1}}^{\tau}(x)=\sum_{k=\ell}^{r} a_{k} \phi\left(2^{n_{1}} x-k\right)
$$

contained in an interval consisting of the complementary interval, together with two intervals, to the left and right, of the complementary interval. Since $\phi\left(2^{n_{1}} x\right)$ has support on $\left[0, N \cdot 2^{-n_{1}}\right]$, the additional intervals are at most of length $(N-1) 2^{-n_{1}}$. However, we know that the intervals where $\tau(x)=n_{1}$ are of length at least $8 N \cdot 2^{-n_{1}}$, so the supports of the sums defining $\tilde{f}_{n_{1}}^{\tau}$ are disjoint. Since $\left|\tilde{f}_{n_{1}}(x)\right|=O(\lambda)$ on each complementary interval, Condition (M-Z) implies that this estimate holds on the entire support. Therefore, $\left|\tilde{d}_{n_{1}}^{\tau}\right|=O(\lambda)$ also.

Step 9. As noted above, the difference

$$
\tilde{d}_{n_{1}}^{\tau}(x)=\tilde{f}_{n_{1}}^{\tau}(x)-\tilde{f}_{n_{1}-1}^{\tau}(x)
$$

belongs to $V_{n_{1}}$, but not necessarily to $W_{n_{1}-1}$, the orthogonal complement of $V_{n_{1}-1}$ in $V_{n_{1}}$, even though it represents $d_{n_{1}}$ on each complementary interval. To remedy this, our strategy will be to obtain an expression for the difference $\tilde{d}_{n_{1}}^{\tau}(x)$ in terms of the prewavelets $\psi\left(2^{n_{1}} x-2 k\right)$ and to estimate the magnitude of the new representation. The stopping time $\tau$ will be altered again to obtain another stopping time $\rho$, such that the measure of $\{x: \rho(x)<\infty\}$ is larger than that of $\{x: \tau(x)<\infty\}$ by a fixed multiple. With this stopping time, the difference $f_{n_{1}}^{\rho}-f_{n_{1}-1}^{\rho}$ will be contained in $W_{n_{1}-1}$. The procedure will then be carried out for $n \geq n_{1}$, and we will be able to estimate the quantity $\sup _{n}\left\|f_{n}^{\rho}\right\|_{2}$.

On each complementary interval, $\tilde{d}_{n_{1}}^{\tau}(x)$ has a representation

$$
\tilde{d}_{n_{1}}^{\tau}(x)=\sum_{k=\ell}^{r} e_{k} \phi\left(2^{n_{1}} x-k\right)
$$

with possibly different $\ell, r$. The supports of these sums are disjoint for the reasons cited above. Each sum composing $\tilde{d}_{n_{1}}^{\tau}$ may be restricted to a function that belongs
to $W_{n_{1}-1}$. In fact, the original difference

$$
\begin{aligned}
d_{n_{1}}(x) & =f_{n_{1}}(x)-f_{n_{1}-1}(x) \\
& =\sum_{s} b_{2 s} \psi\left(2^{n_{1}} x-2 s\right)
\end{aligned}
$$

belongs to $W_{n_{1}-1}$ by assumption. We define $d_{n}^{\tau}(x)$ as the sum

$$
d_{n_{1}}^{\tau}(x)=\sum_{m} b_{2 m} \psi\left(2^{n_{1}} x-2 m\right)
$$

where the indicated sum is taken over indices $2 m, \ell+N-1 \leq 2 m \leq r-(2 N-1)$. With this definition, $d_{n_{1}}^{\tau}$ belongs to $W_{n_{1}-1}$ and its support is contained in the support of $\tilde{d}_{n_{1}}^{\tau}$.
(a) Since each complementary interval is at least of length $8 N \cdot 2^{-n_{1}}(r-\ell \geq 9 N-1)$ and the support of $\psi\left(2^{n_{1}} x\right)$ is contained in an interval of length $(4 N-2) 2^{-n_{1}}$, the sums are nonempty.
(b) Furthermore, the supports of the various sums corresponding to disjoint complementary intervals are disjoint, because of the support remark above.
(c) The coefficients $\left|b_{2 m}\right|=O(\lambda)$. In fact,

$$
b_{2 m}=\int d_{n_{1}}^{\tau}(x) \overline{\tilde{\psi}\left(2^{n_{1}} x-2 m\right)} d x
$$

where $\tilde{\psi}\left(2^{n_{1}} x-2 m\right)$ is the dual wavelet, acting as a linear functional of $W_{n_{1}-1} \subset V_{n_{1}}$. As a function on $V_{n_{1}}, \tilde{\psi}\left(2^{n_{1}} x-2 m\right)$ may be expressed as a linear combination of translates of the dual prescale function $\tilde{\phi}$. To estimate $b_{2 m}$, it is enough to restrict the translates $\tilde{\phi}\left(2^{n_{1}} x-k\right)$ to those indices $k$ such that $\phi\left(2^{n_{1}} x-k\right)$ is contained in the support of $\psi\left(2^{n_{1}} x-2 m\right)$. There are at most $3 N-1$ such translates, and we have

$$
\begin{aligned}
\left|e_{k}\right| & =\left|\int d_{n_{1}}^{\tau}(x) \tilde{\phi}\left(2^{n_{1}} x-k\right) d x\right| \\
& =O(\lambda)
\end{aligned}
$$

Therefore, $\left|b_{2 m}\right|=O(\lambda)$ also, since $b_{2 m}$ is a linear combination of at most $3 N-1$ coefficients $e_{k}$.
(d) We recall that, on a fixed complementary interval,

$$
\tilde{d}_{n_{1}}^{\tau}(x)=\sum_{k=\ell}^{r} e_{k} \phi\left(2^{n_{1}} x-k\right)
$$

represents the difference $f_{n_{1}}^{\tau}-f_{n_{1}-1}^{\tau}$ on the complementary interval, but not necessarily outside this interval, where $\tilde{d}_{n_{1}}^{\tau}(x)$ has its support. The total support of $\sum_{k=\ell}^{r} e_{k} \phi\left(2^{n_{1}} x-k\right)$ consists of two intervals of length $(N-1) 2^{-n_{1}}$, to the left and right of the complementary interval. Because the representation of

$$
d_{n_{1}}^{\tau}(x)=\sum b_{2 m} \psi\left(2^{n_{1}} x-2 m\right)
$$

involves the function $\psi\left(2^{n_{1}} x\right)$, whose support is an interval of length $(4 N-2) 2^{-n_{1}}$, we need $(2 N-1)$ translates to represent a function on intervals of length $2 \cdot 2^{-n_{1}}$.

On the other hand, in order to obtain the estimate $\left|b_{2 m}\right|=O(\lambda)$ we are only allowed translates $2 m \leq r-(2 N-1)$. All of this means that the sum

$$
d_{n_{1}}^{\tau}(x)=\sum_{k=\ell}^{r} b_{2 m} \psi\left(2^{n_{1}} x-2 m\right)
$$

represents $d_{n_{1}}(x)$ for all $x$ in the complementary interval except possibly at the two extremes of the interval: we must exclude intervals no longer than $(3 N) 2^{-n_{1}}$ on the left and an interval of length $(2 N) 2^{-n_{1}}$ on the right. The measure of the exceptional points $\left\{x: d_{n_{1}}^{\tau}(x) \neq d_{n_{1}}(x)\right\}$ is the sum of contributions from each complementary interval. Each such contribution is at most $5 N \cdot 2^{-n_{1}}$, and as such, the total measure of the exceptional set is less than at most $5 N$ times the measure of $\left\{x: \tau(x)=n_{1}\right\}$. We use these exceptional intervals to define a modification $\rho$ of the stopping time $\tau$. Each component of $\left\{x: \tau(x)=n_{1}\right\}$ is expanded to include an interval of length $(3 N) 2^{-n_{1}}$ on the right (the left extreme of the complementary interval) and an interval of length $(2 N) \cdot 2^{-n_{1}}$ on the left (the right extreme of the complementary interval). Since each complementary interval is of length at least $(8 N) 2^{-n_{1}}$, we have diminished, but not eliminated, any complementary interval. The expanded component becomes a component of $\left\{x: \rho(x)=n_{1}\right\}$.

Step 10. We repeat this procedure for each $n>n_{1}$. On each component of the set $\{x: \tau(x)>n\}$, the analysis made in Steps 7, 8, and 9 may be applied. The functions $\tilde{f}_{n}^{\tau}(x)$ and $d_{n}^{\tau}(x)$ satisfy the same estimates. That is, $\left|\tilde{f}_{n}^{\tau}(x)\right|=O(\lambda)$ and $\left|d_{n}^{\tau}(x)\right|=O(\lambda)$.

Now let us write

$$
f_{n}^{\tau}(x)=f_{0}(x)+\sum_{k=1}^{n} d_{k}^{\tau}(x) .
$$

The functions $d_{n}^{\tau}(x)=d_{n}(x)$ except on a set of measure comparable to the measure of the set $\{x: \tau(x) \leq n\}$. We prove this by induction, as follows: For $n=n_{1}$, we have shown that $d_{n_{1}}^{\tau}(x)=d_{n_{1}}(x)$ except on the set $\left\{x: \rho(x)=n_{1}\right\}$. Now fix a complementary interval of the set $\left\{x: \tau(x)=n_{1}\right\}$ (which contains a complementary interval of $\left.\left\{x: \rho(x)=n_{1}\right\}\right)$. There are two cases to consider: (i) The set $\{x$ : $\left.\tau(x)=n_{1}+1\right\}$ does not intersect the fixed complementary interval. (ii) The set $\left\{x: \tau(x)=n_{1}+1\right\}$ does intersect, creating a smaller complementary interval (or intervals).

In case (i), the difference $d_{n_{1}+1}^{\tau}(x)=d_{n_{1}+1}(x)$ except on intervals of length $(3 N) 2^{-\left(n_{1}+1\right)}$ and $(2 N) 2^{-\left(n_{1}+1\right)}$ on the left and right extremes of the complementary interval. However, these exceptional intervals are already contained in the complement of $\left\{x: \rho(x)=n_{1}\right\}$, so that no adjustment is needed in this case. The same is true for any $n>n_{1}$ as long as the set $\{x: \tau(x)=n\}$ does not intersect the complementary interval of $\left\{x: \tau(x)=n_{1}\right\}$. In other words, $d_{n}^{\tau}(x)=d_{n}(x)$ except on the set $\left\{x: \rho(x)=n_{1}\right\} \cap\{x: \tau(x)>n\}$.

In case (ii), the set $\left\{x: \tau(x)=n_{1}+1\right\}$ intersects the complementary interval of $\left\{x: \tau(x)=n_{1}\right\}$, creating a complementary interval (or intervals) to the set $\{x:$ $\left.\tau(x) \leq n_{1}+1\right\}$. In this case, we expand the components of $\left\{x: \tau(x)=n_{1}+1\right\}$ on the left and right by $(2 N) 2^{-\left(n_{1}+1\right)}$ and $(3 N) 2^{-\left(n_{1}+1\right)}$, respectively, if these components disconnect the complementary interval of $\left\{x: \tau(x)=n_{1}\right\}$. If the component of $\left\{x: \tau(x)=n_{1}+1\right\}$ does not disconnect (e.g., it falls, for example, at the right end of the complementary interval) we expand unilaterally (on the left, in the example).

This expansion process creates a new set of exceptional points $\left\{x: \rho(x)=n_{1}+1\right\}$, whose measure is comparable to the measure of $\left\{x: \tau(x)=n_{1}+1\right\}$.

We continue this process for all $n>n_{1}$, and so define the stopping time $\rho$.
Step 11. Now we stop the sequence $f_{n}^{\tau}, n \geq 0$, using the stopping time $\rho$ in the same way as in Step 8. At the level $n$, the complementary intervals of $\{x: \rho(x) \leq n\}$ are isolated and for each interval we define

$$
f_{n}^{\rho}(x)=\sum_{s=\ell}^{r} b_{2 s} \psi\left(2^{n} x-2 s\right)
$$

As in Step 8 we take the shortest sum, so that $f_{n}^{\rho}(x)=f_{n}(x)$ on the complementary interval. The coefficients $b_{2 s}$ are, of course, the same as those in the expansion of $d_{n}^{\tau}$. The new differences are denoted $d_{n}^{\rho}$.

We may now estimate the $\sup _{n}\left\|f_{n}^{\rho}\right\|_{2}$ as follows: On the set $\{x: \rho(x)=\infty\} \subset$ $\{x: \tau(x)=\infty\}$,

$$
\left(f^{\rho}\right)^{*}(x)=\left(\tilde{f}^{\tau}\right)^{*}(x)=O(\lambda)
$$

as indicated in Step 10.
Therefore it remains for us to estimate $\left(f^{\rho}\right)^{*}(x)$ on the set $\{x: \rho(x)<\infty\}$. This set is a union of disjoint sets $\{x: \rho(x)=n\}, n=n_{1}, n_{1}+1, \ldots ;$ we estimate $\left(f^{\rho}\right)^{*}$ on each of these sets. Each set $\{x: \rho(x)=n\}$ is itself a union of components $I_{n}^{j}$, each of which is at least of length $2^{-n}$. (Recall that a component of $\{x: \rho(x)=n\}$ contains a component of $\{x: \tau(x)=n\}$ of length less than $N \cdot 2^{-n}$ that is either contiguous with a component of $\{x: \tau(x) \leq n-1\}$, of length greater than $8 \cdot N \cdot 2^{-(n-1)}$, or is an "endpoint interval," one that contains zero or one. Since we are restricting attention to $[0,1]$, the endpoint components may be considered to have infinite length. Otherwise, any component of $\{x: \tau(x)=n\}$ (and $\{x: \rho(x)=n\}$ ) has length greater than or equal to $8 \cdot N \cdot 2^{-n}$.) By construction,

$$
\max _{k<n}\left|f_{k}^{\rho}(x)\right|=O(\lambda)
$$

so that it is necessary to estimate the magnitude of sums

$$
\left|\sum_{k=n}^{m} d_{k}^{\rho}(x)\right|, \quad m=n, n+1, \ldots
$$

on a fixed component of $\{x: \rho(x)=n\}$. Each of the differences

$$
\left|d_{n+k}^{\rho}\right|=O(\lambda), \quad k=0,1, \ldots
$$

Now consider that part of the support of $d_{n+k}^{\rho}$ that lies in the component $I_{n}^{j}$ of $\{x: \rho(x)=n\}$ under examination.
(a) If $k>4 \log _{2} N$ (so that $N \cdot 2^{-(n+k)}<2^{-n}$ ), then that part of the support of $d_{n+k}^{\rho}$ that intersects the component interval $I_{n}^{j}$, is contained in at most two disjoint intervals, each of length $N \cdot 2^{-(n+k)}$, lying at either end of the component interval $I_{n}^{j}$. Thus, the supports of $d_{n+k}^{\rho}$ form a decreasing sequence of sets within each component of $\{x: \rho(x)=n\}$. Therefore, we may majorize

$$
\sum_{k>\log _{2} 4 N}\left|d_{n+k}^{\rho}(x)\right|
$$

in terms of the relative distance function $\Delta_{n}^{j}(x)$, defined on each component $I_{n}^{j}$ of $\{x: \rho(x)=n\}$ : Let $\left|I_{n}^{j}\right|$ be the length of $I_{n}^{j}$ and

$$
\frac{\Delta_{n}^{j}(x)=\operatorname{distance}\left(x, \text { complement of } I_{n}^{j}\right)}{\left|I_{n}^{j}\right|}
$$

The above considerations lead us to the estimate

$$
\sum_{k>\log _{2} 4 N}\left|d_{n+k}^{\tau}(x)\right|=O(\lambda)\left|\log _{2} \Delta_{n}^{j}(x)\right|
$$

for $x \in I_{n}^{j}$.
(b) If $k \leq \log _{2} 4 N$, the best estimate is simply

$$
\left|d_{n+k}^{\rho}(x)\right|=O(\lambda)
$$

With these estimates, we may estimate $\left\|\left(f^{\rho}\right)^{*}\right\|_{2}$ as follows: On each component $I_{n}^{j}$,

$$
\begin{aligned}
\left|\left(f^{\rho}\right)^{*}(x)\right|^{2} & \leq O\left(\lambda^{2}\right)+\left(\sum_{k \geq n}\left|d_{k}^{\rho}(x)\right|\right)^{2} \\
& \leq O\left(\lambda^{2}\right)\left[1+\log _{2}^{2}(N)+\log _{2}^{2} \Delta_{n}^{j}(x)\right]
\end{aligned}
$$

Therefore

$$
\int_{I_{n}^{j}}\left|\left(f^{\rho}\right)^{*}(x)\right|^{2} d x=O\left(\lambda^{2}\right)\left|I_{n}^{j}\right|+O\left(\lambda^{2}\right) \int_{I_{n}^{j}} \log _{2}^{2} \Delta_{n}^{j}(x) d x
$$

The last integral is estimated by the quantity

$$
\left(\int_{0}^{1} \log _{2}^{2}|x|^{-1} d x\right)\left|I_{n}^{j}\right| .
$$

If we sum these estimates over $j$ and $n$, we obtain

$$
\begin{aligned}
\int\left|\left(f^{\rho}\right)^{*}(x)\right|^{2} d x & =\int_{\{\rho(x)<\infty\}}+\int_{\{\rho(x)=\infty\}}\left|\left(f^{\rho}\right)^{*}(x)\right|^{2} \\
& =O\left(\lambda^{2}\right)
\end{aligned}
$$

Step 12. The stopped sequence $f_{n}^{\rho}(x), n \geq 0$, agrees with the original sequence $f_{n}(x), n \geq 0$ except for points in a set of measure comparable to the measure of $\{x: \rho(x)<\infty\}$. This set has small measure (less than $O(\epsilon))$. Furthermore, the estimate given in the previous step shows that $\left\|\left(f^{\rho}\right)^{*}\right\|_{2}=O(\lambda)$, and $f_{n}^{\rho}, n \geq 0$, satisfies the property $P_{n} f_{n+1}^{\rho}=f_{n}^{\rho}$. Therefore

$$
\begin{aligned}
\left\|S\left(f^{\rho}\right)\right\|_{2} & =\sup _{n}\left\|f_{n}^{\rho}\right\|_{2} \\
& \leq\left\|\left(f^{\rho}\right)^{*}\right\|_{2} \\
& =O(\lambda)
\end{aligned}
$$

Since $S\left(f^{\tau}\right)(x)=S(f)(x)$ on the set where $f_{n}^{\rho}(x) \equiv f_{n}(x), n=0,1, \ldots$, we may conclude that meas $(B \backslash A)=O(\epsilon)$. Furthermore, it is known that $L^{2}$-bounded wavelet expansions converge a.e. in this context (see [7]), so that meas $(B \backslash A)=0$.

Step 13. The entire procedure may be repeated using $B$ as the initial set. The conclusion of this argument is meas $(A \backslash B)=0$, and the proof of Theorem B is now complete.
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#### Abstract

We show that if $\phi$ is a continuous, minimally supported prescale function, then its translates are linearly independent on any set of positive measure in the unit interval. This generalizes results of Y. Meyer and P. G. Lemarié.

This result implies that a stability condition, introduced by Gundy and Kazarian for the study of local convergence of spline wavelet expansions, is satisfied for all expansions arising from multiresolution analyses generated by such prescale functions $\phi$.
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1. Introduction. In [7], P. G. Lemarié proved that if a multiresolution analysis contains a compactly supported function, then it contains a minimal (pre)scale function. More specifically, there exists a function $\phi$ of compact support such that
(1) the integer translates, $\phi(\cdot-k), k \in \mathbf{Z}$, are a Riesz basis for the space $V_{0}$;
(2) every function in $V_{0}$ that is compactly supported may be written as a finite linear combination of translates of $\phi$.
(Throughout this paper, we will use the term "scale function" to mean the above, although some authors refer to this as "prescale function.") The most basic examples of minimal scale functions of this type are the $B$-splines and the compactly supported scale functions constructed by I. Daubechies [1]. An important property of these minimal-scale functions was first proved by Y. Meyer [10] for Daubechies' functions and subsequently stated by Lemarié [7] in the general case: The translates of $\phi$, restricted to the unit interval, form a linearly independent set.

The purpose of this paper is to prove the following stronger version of the above for a minimal scale function $\phi$ that is continuous on the unit interval: the translates of $\phi$ are linearly independent over any subset of positive measure contained in the unit interval. The stronger version is of interest because it may be used to obtain a local convergence theorem for multiresolution analyses with continuous minimal scale functions. The first version of this type of local convergence theorem was proved by Gundy and Kazarian [4] for a class of wavelet expansions that includes the spline wavelets. Their theorem assumed a stability condition (condition (M-Z) of [4]). It turns out that this stability condition is, in fact, a property of all multiresolution analyses with continuous minimal scale functions, as a consequence of the above strong linear independence of these functions.

[^26]2. Notation. We suppose that a multiresolution analysis is given. That is, we have a sequence of subspaces of $L^{2}(\mathbf{R}), V_{j}, j \in \mathbf{Z}$, such that $V_{j} \subset V_{j+1}$, and $f(\cdot) \in V_{j}$ iff $f\left(2^{-j}.\right) \in V_{0}$. Furthermore, we are given a function $\phi \in V_{0}$ such that the integer translates $\phi(\cdot-k)$ form a Riesz basis for $V_{0}$ : any function $f(\cdot) \in V_{0}$ has a representation
$$
f(x)=\sum a_{k} \phi(x-k)
$$
with
$$
\sum a_{k}^{2} \cong\|f\|_{2}^{2}, \quad \text { i.e., } \quad c \sum a_{k}^{2} \leq\|f\|_{2}^{2} \leq C \sum a_{k}^{2}, \quad 0<c<C
$$

If $\phi$ has a nonzero integral, then it follows that the increasing sequence of subspaces exhausts $L^{2}(\mathbf{R})$ (see [5, Chapter 2]). Let $P_{j}$ be the orthogonal projection operator from $L^{2}$ onto $V_{j}$.

Now we impose another restriction on the multiresolution analysis. We require that the space $V_{0}$ contains a nontrivial continuous function that is compactly supported. With this additional assumption, the techniques of Lemarié [7] may be used to show that there exists a minimally supported, real-valued, continuous function $\phi \in V_{0}$ such that every compactly supported function in $V_{0}$ admits a representation as a finite linear combination of integer translates of $\phi$. If we agree to normalize $\phi$ by setting its integral equal to one, then $\phi$ is unique, up to integer translates. (Our class of multiresolution analyses does include the spline wavelets, the compactly supported Daubechies wavelets, and those obtained from these classes by integration, as indicated in Lemarié [7].)
3. Linear independence of translates. In this section, we state the theorem on linear independence.

ThEOREM 1. Let $\phi$ be a continuous, minimal (pre)scale function supported on the interval $[0, N]$. Then the translates $\phi(\cdot+k), k=0, \ldots, N-1$, are linearly independent over any set of positive measure of the unit interval.

Remarks. As we noted above, this line of investigation was initiated by Y. Meyer [10] and pursued by P. G. Lemarié in [7]. These authors treated the case where the "set of positive measure" was the entire unit interval. Lemarié and Malgouyres [8] gave another simplified proof that showed that the translates were linearly independent on any subinterval of the unit interval. Finally, Lemarié [7] showed that this property characterizes minimal scale functions. Those authors made no continuity assumptions.

Proof. We give a proof by contradiction as follows: If the translates are linearly dependent over a set of positive measure, we show that they are dependent over a set of measure one in the unit interval. Since the function $\phi$ is continuous, this means that the translates of $\phi$ are dependent over the unit interval itself, thus contradicting the theorem of Meyer.

Throughout the proof, we will use matrices $\mathbf{P}_{0}$ and $\mathbf{P}_{1}$. To define these matrices, let us write the dilation equation for $\phi$ as

$$
\phi(x / 2)=\sum_{k=0}^{N} p_{k} \phi(x-k) \quad \text { with } \quad p_{0}, p_{N} \neq 0
$$

With this notation, let us define the $(N-1) \times(N-1)$ matrix $\mathbf{P}$ whose first row consists of the vector of odd numbered coefficients, $p_{2 k+1}$, followed by the appropriate number of zeros to give the vector $N-1$ components. The second row of $\mathbf{P}$ is defined in the same way, using the even numbered coefficients, $p_{2 k}$, followed by the appropriate
number of zeros. Third and fourth rows are obtained from the first two rows by a cyclic permutation of the indices: each entry is shifted to the right, with the final entry, a zero, moving to first position. This procedure is continued until $N-1$ rows are obtained. (Thus if $N=2 k$, the second row will contain the $k+1$ entries $p_{0}, p_{2}, \ldots, p_{2 k}$ followed by $k-2$ zeros. The last row will contain $k-1$ zeros followed by the $k$ coefficients $p_{1}, p_{3}, \ldots, p_{2 k-1}$. If $N=2 k+1$, then the last row of the matrix consists of $k-1$ zeros, followed by the $k+1$ entries $p_{0}, p_{2}, \ldots, p_{2 k}$.) Now define the two $N \times N$ matrices

$$
\mathbf{P}_{0}=\left(\begin{array}{cc}
p_{0} & \mathbf{p}_{t} \\
0 & \mathbf{P}
\end{array}\right) \quad \text { and } \quad \mathbf{P}_{1}=\left(\begin{array}{cc}
\mathbf{P} & 0 \\
\mathbf{p}_{b} & p_{N}
\end{array}\right)
$$

where $\mathbf{p}_{t}$ is the $N-1$ vector consisting of the even numbered $p_{k}$, starting with $p_{2}$, followed by the appropriate number of zeros; $\mathbf{p}_{b}$ consists of zeros followed by the coefficients $p_{k}$ where $k$ has the same parity as $N$, where the final entry of the vector $\mathbf{p}_{b}$ is the coefficient $p_{N-2}$.

The roles of $\mathbf{P}_{0}$ and $\mathbf{P}_{1}$ are as follows. Consider a general linear combination of translates $\sum c_{k} \phi(x+k)$. If we take into account fact that $\phi$ is supported on $[0, N]$ and restrict attention to $x \in[0,1]$, this sum is, in fact, finite and may be expressed as $\sum_{k=0}^{N-1} c_{k} \phi(x+k)$. If we apply the dilation equation to express each $\phi(\cdot+k)$ in terms of a sum of translates of $\phi(2 \cdot)$, the resulting double sum is a certain linear combination of translates of $\phi(2 x)$ and $\phi(2 x-1)$, depending on whether $x$ is in $\left[0, \frac{1}{2}\right]$ or in $\left[\frac{1}{2}, 1\right]$. The coefficients of this linear combination are given by the matrices $\mathbf{P}_{0}$ or $\mathbf{P}_{1}$, acting on the vector $\mathbf{c}=\left(c_{0}, \ldots, c_{N-1}\right)$. (These matrices are implicit in the reconstructiondecomposition schemes in the wavelet literature and appear explicitly in the $3 \times 3$ case in Daubechies [2, section 7.2].) Let $\boldsymbol{\Phi}(x)=(\phi(x), \phi(x+1), \ldots, \phi(x+N-1))^{t}$ for $x \in[0,1]$, and let $\epsilon_{k}(x), k=1,2, \ldots$, be the digits in the binary expansion of $x$. That is, $x=\sum \epsilon_{k} / 2^{k}$, with $\epsilon_{k}=0$ or $1, k \geq 1$. Let $T$ be the plus-one shift on the $\epsilon$-sequence: $T:\left(\epsilon_{1}, \epsilon_{2}, \ldots\right) \rightarrow\left(\epsilon_{2}, \epsilon_{3}, \ldots\right)$. We write $T x=\sum_{k=1}^{\infty} \epsilon_{k+1} / 2^{k}$. We summarize the above in the following lemma.

Lemma 1. For $\mathbf{c}=\left(c_{0}, c_{1}, \ldots, c_{N-1}\right)$ we have

$$
\mathbf{c} \circ \boldsymbol{\Phi}(x)=\left(\mathbf{P}_{\epsilon_{1}} \mathbf{c}^{t}\right) \circ \boldsymbol{\Phi}(T x) .
$$

More generally, for any $m$,

$$
\mathbf{c} \circ \boldsymbol{\Phi}(x)=\left(\mathbf{P}_{\epsilon_{1}} \cdots \mathbf{P}_{\epsilon_{m}} \mathbf{c}^{t}\right) \circ \boldsymbol{\Phi}\left(T^{m} x\right) .
$$

Proof. Recall that the support of $\phi(\cdot+m)$ is the interval $[-m,-m+N]$. For $x \in[0,1]$,

$$
\begin{aligned}
\mathbf{c} \circ \boldsymbol{\Phi}(x) & =\sum_{k=0}^{N-1} c_{k} \phi(x+k)=\sum_{k} c_{k}\left(\sum_{j} p_{j} \phi(2(x+k)-j)\right) \\
& =\sum_{m}\left(\sum_{k} c_{k} p_{2 k-m}\right) \phi(2 x+m)=\sum_{m}\left(\sum_{k} c_{k} p_{2 k-m}\right) \phi\left(T x+\epsilon_{1}+m\right)
\end{aligned}
$$

The inner sum is taken over all $k$ with the provision that $p_{2 k-m}=0$ if $2 k-m$ is not one of the integers $0,1, \ldots, N$. The outer sum with index $m$ changes according to whether $0<2 x \leq 1$ or $1<2 x \leq 2$, due to the support condition mentioned above. In the first case, when $\epsilon_{1}=0$, we have $0 \leq m \leq N-1$; in the second case, when $\epsilon_{1}=1$,
$0 \leq m+1 \leq N-1$. Thus, the transformation takes two forms, with matrices $\mathbf{P}_{0}$ and $\mathbf{P}_{1}$. The rest of Lemma 1 is easily proved by induction.

Fix $\mathbf{c}=\left(c_{0}, \ldots, c_{N-1}\right)$ and let $K_{\mathbf{c}}=\{x: \mathbf{c} \circ \boldsymbol{\Phi}(x)=0\}$. The continuity of $\boldsymbol{\Phi}(x)$ implies that $K_{\mathbf{c}}$ is closed. From now on, we assume that $\mathbf{c} \neq 0$ and that $K_{\mathbf{c}}$ has positive measure in $[0,1]$; we seek to contradict Meyer-Lemarié theorem [10], [7]. There are two cases to consider.

Case 1. There exists a finite sequence $\mathbf{P}_{\epsilon_{k}}, k=1, \ldots, m$, such that $\mathbf{P}_{\epsilon_{1}} \cdots \mathbf{P}_{\epsilon_{m}} \mathbf{c}^{t}=$ 0 . If this is the case, we have our contradiction since $\mathbf{c} \circ \boldsymbol{\Phi} \equiv 0$ on the dyadic interval

$$
\left\{x: \epsilon_{1}(x)=\epsilon_{1}, \ldots, \epsilon_{m}(x)=\epsilon_{m}\right\}
$$

Case 2. The vector $\mathbf{c}$ is such that $\mathbf{P}_{\epsilon_{1}} \cdots \mathbf{P}_{\epsilon_{m}} \mathbf{c}^{t} \neq 0$ for every finite sequence $\epsilon_{1}, \ldots, \epsilon_{m}$. In this case, we say that $\mathbf{c}$ is a "never zero" vector.

Lemma 2. Let c be a never zero vector. Then, for every $\eta, 0<\eta<1$, there exists a never zero vector $\mathbf{b}$ such that $m\left(K_{\mathbf{b}}\right)>1-\eta$.

Proof. Since $K_{\mathbf{c}}$ has positive measure, we can find a dyadic interval $I_{j}=\{x$ : $\left.\epsilon_{1}(x)=\epsilon_{1}, \ldots, \epsilon_{j}(x)=\epsilon_{j}\right\}$ such that $m\left(K_{\mathbf{c}} \cap I_{j}\right) / 2^{-j}>1-\eta$. This is a consequence of the fact that every Lebesgue measurable set may be approximated by a finite union of dyadic intervals. Set $\mathbf{b}=\mathbf{P}_{\epsilon_{1}} \cdots \mathbf{P}_{\epsilon_{j}} \mathbf{c}^{t}$. Then $T^{j}\left(K_{\mathbf{c}} \cap I_{j}\right) \subseteq K_{\mathbf{b}}$ by Lemma 1. The set $K_{\mathbf{b}}$ has measure greater than $1-\eta$ since $m\left(\left\{x: x=T^{j} y\right.\right.$ for some $\left.\left.y \in I_{j}\right\}\right)=1$. This proves Lemma 2.

Now set

$$
\mathcal{A}_{\mathbf{c}}=\left\{\mathbf{a} \in \mathbb{R}^{N}: \mathbf{a}=\frac{\mathbf{b}}{\|\mathbf{b}\|_{2}} \text { for some } \mathbf{b}=\mathbf{P}_{\epsilon_{1}} \cdots \mathbf{P}_{\epsilon_{j}} \mathbf{c}, \quad j \in \mathbf{Z}\right\}
$$

By Lemma 2, we have

$$
\sup _{\mathbf{a} \in \mathcal{A}_{\mathbf{c}}} m\left(K_{\mathbf{a}}\right)=1
$$

Now we claim that there is an $\mathbf{a} \in \mathbf{R}^{N}$ with $\|\mathbf{a}\|_{2}=1$ such that $m\left(K_{\mathbf{a}}\right)=1$. To this end, we topologize the class $\mathcal{K}$ of all nonempty compact subsets of $[0,1]$ with the Hausdorff metric $\rho$ :

$$
\rho(A, B)=\sup _{x \in[0,1]}|d(x, A)-d(x, B)|
$$

where $d(x, D)=\inf \{|x-y|: y \in D\}$. This metric is equivalent to

$$
\sigma(A, B)=\inf \left\{\epsilon>0, A \subset V_{\epsilon}(B) \text { and } B \subset V_{\epsilon}(A)\right\}
$$

where $V_{\epsilon}(D)=\{z \in[0,1]: d(z, D)<\epsilon\}$. It is known that $(\mathcal{K}, \rho)$ is a compact metric space. A complete discussion of these facts may be found in Kornum [6, section 6.2].

Let $\left\{K_{\mathbf{a}_{n}}\right\}$ be a sequence of sets in $\mathcal{K}$ such that $m\left(K_{\mathbf{a}_{n}}\right)$ tends to one. From this sequence we may extract a convergent subsequence $\left\{K_{\mathbf{a}_{n_{k}}}\right\}$ with limit $K$. Since $\left\|\mathbf{a}_{n_{k}}\right\|_{2}=1$, we may extract a convergent subsequence of $\mathbf{a}_{n_{k}}$, call it $\left\{\mathbf{a}_{n}\right\}$, so that finally, we obtain sequences $K_{\mathbf{a}_{n}} \rightarrow K$ and $\mathbf{a}_{n} \rightarrow \mathbf{a}$. Since $E \rightarrow m(E)$ is an uppersemicontinuous function on $(\mathcal{K}, \rho)$, that is if $E_{n} \rightarrow E$ then $\lim m\left(E_{n}\right) \leq m(E)$, it follows that $m(K)=1$. Second, we claim that $K \subset K_{\mathbf{a}}$. Since $K_{\mathbf{a}_{n}} \rightarrow K$, we have

$$
\sup _{y \in[0,1]}\left|d(y, K)-d\left(y, K_{\mathbf{a}_{n}}\right)\right| \rightarrow 0
$$

Therefore, if $x \in K, d\left(x, K_{\mathbf{a}_{n}}\right) \rightarrow 0$. Choose $x_{n} \in K_{\mathbf{a}_{n}}$ so that $\left|x-x_{n}\right|=d\left(x, K_{\mathbf{a}_{n}}\right)$. Then, by the Cauchy-Schwarz inequality and the definition of $K_{\mathbf{a}}$,

$$
\begin{aligned}
|\mathbf{a} \circ \Phi(x)| & \leq\left|\left(\mathbf{a}-\mathbf{a}_{n}\right) \circ \boldsymbol{\Phi}(x)\right|+\left|\mathbf{a}_{n} \circ\left(\boldsymbol{\Phi}(x)-\boldsymbol{\Phi}\left(x_{n}\right)\right)\right|+\left|\mathbf{a}_{n} \circ \boldsymbol{\Phi}\left(x_{n}\right)\right| \\
& \leq\left\|\mathbf{a}-\mathbf{a}_{n}\right\|_{2} \cdot\|\boldsymbol{\Phi}(x)\|_{2}+\left\|\boldsymbol{\Phi}(x)-\boldsymbol{\Phi}\left(x_{n}\right)\right\|_{2} .
\end{aligned}
$$

Since both terms on the right tend to zero, we have the inclusion $K \subset K_{\mathbf{a}}$. Therefore, $m\left(K_{\mathbf{a}}\right)=1$.
4. Local convergence of wavelet expansions. In [3], the following local convergence theorem is proved for Haar series, using martingale methods.

ThEOREM A. Let $\left\{f_{j}\right\}$ be a sequence of functions such that
(a) $f_{j} \in V_{j}$ where $\left\{V_{j}\right\}$ is the Haar multiresolution analysis;
(b) $P_{j}\left(f_{j+1}\right)(x)=f_{j}(x)$ for $j \geq 0$.

Set $f(x)=\left(f_{0}(x), f_{1}(x), \ldots\right)$ and let $S(f)(x)=\left(\sum\left(f_{j+1}(x)-f_{j}(x)\right)^{2}+f_{0}^{2}(x)\right)^{1 / 2}$; $f^{*}(x)=\sup _{j}\left|f_{j}(x)\right|$. Then, the following sets are equivalent almost everywhere (a.e.):
(a) $\left\{x: \lim _{j \rightarrow \infty} f_{j}(x)\right.$ exists and is finite $\}$;
(b) $\{x: S(f)(x)<+\infty\}$;
(c) $\left\{x: f^{*}(x)<\infty\right\}$.

Gundy and Kazarian [4] extended this local convergence theorem to the class of multiresolution analyses arising from the basic splines. In fact, the proof did not appear to use properties specific to the spline family. The basic stability condition essential to the proof is a two-norm condition, reminiscent of a condition first proposed by Marcinkiewicz and Zygmund [9] in their study of series of independent random variables. This condition, called condition (M-Z), is as follows: Let $\phi$ be a compactly supported scale function, supported on $[0, N]$. We suppose that, for every $\delta, 0<\delta<1$, there exist constants $B_{\delta}$ and $C_{\delta}$ such that for every measurable subset $E \subset[0,1]$ of measure greater than $\delta$ and any sequence $a_{k} ; k=0,1, \ldots, N-1$, we have

$$
\begin{aligned}
C_{\delta} \sum_{k=0}^{N-1}\left|a_{k}\right| & \leq \sup _{x \in E}\left|\sum_{k=0}^{N-1} a_{k} \phi(x+k)\right| \\
& \leq B_{\delta} \sum_{k=0}^{N-1}\left|a_{k}\right|
\end{aligned}
$$

The constants $B_{\delta}, C_{\delta}$ depend only on $\phi$ and $\delta$. The condition holds for the class of $B$-spline scale functions, as pointed out in [4]. However, the scope of the condition was not known and was left as an open problem in [4]. The following proposition we label as a corollary of Theorem 1.

Corollary 1. Let $\left\{V_{j}\right\}$ be a multiresolution analysis such that $V_{0}$ contains a continuous function of compact support. Then the minimal scale function $\phi$ satisfies condition (M-Z).

Before proving the corollary, we state the following theorem, in which we use the definitions in Theorem A.

Theorem 2 (Theorem B of [4]). Let $\left\{V_{j}\right\}$ be a multiresolution analysis that contains a continuous function of compact support. Then the following sets are equivalent a.e.:
(a) $\left\{x: \lim _{j \rightarrow \infty} f_{j}(x)\right.$ exists and is finite $\}$;
(b) $\{x: S(f)(x)<+\infty\}$;
(c) $\left\{x: f^{*}(x)<\infty\right\}$.

Proof of Corollary 1. Notice that $B_{\delta}$ may be taken to be $\|\phi\|_{\infty}$. Since $\phi$ is continuous on $[0,1]$, the issue is to show the existence of $C_{\delta}$ that is uniform over all sets $E \subset[0,1]$ of measure greater than $\delta$. First, observe that, since the translates of $\phi$ are linearly independent over $E$ (Theorem 1), there is a constant $C(E)>0$, such that

$$
C(E) \sum_{k=0}^{N-1}\left|a_{k}\right| \leq \sup _{x \in E}\left|\sum_{k=0}^{N-1} a_{k} \phi(x+k)\right|
$$

This follows from the fact that the right-hand side defines a norm on $\mathbf{R}^{N}$ : the linear independence of the translates of $\phi$ on the set $E$ guarantees that the right-hand side is strictly positive on $\mathbf{R}^{N} \backslash\{0\}$. Since the left-hand side is also a norm, the existence of a constant is assured by the equivalence of norms on finite dimensional spaces. Now we must show that

$$
\inf \{C(E): m(E) \geq \delta\}>0
$$

It is enough to show this for closed sets. To this end, we show that $C:(\mathcal{K}, \rho) \rightarrow \mathbf{R}$ defined by

$$
C(E)=\inf _{\mathbf{a} \neq 0} \sup _{x \in E} \frac{|\mathbf{a} \circ \mathbf{\Phi}(x)|}{\|\mathbf{a}\|_{1}}
$$

is a continuous function. Let $\epsilon>0$ be given, and let $\left\{A_{n}\right\}$ be a sequence of sets converging to $A$ in $\mathcal{K}$. The function $\boldsymbol{\Phi}$ is uniformly continuous on $[0,1]$; that is,

$$
\|\boldsymbol{\Phi}(x)-\boldsymbol{\Phi}(y)\|_{2} \leq \epsilon
$$

whenever $|x-y| \leq \eta(\epsilon)$. Let $n_{0}$ be an integer such that

$$
A_{n} \subset V_{\eta}(A) \quad \text { and } \quad A \subset V_{\eta}\left(A_{n}\right)
$$

for all $n \geq n_{0}$. Notice that

$$
C(A) \leq C\left(\overline{V_{\eta}\left(A_{n}\right)}\right)
$$

and that, by continuity, there exists $x=x(n, \eta, \mathbf{a}) \in \overline{V_{\eta}\left(A_{n}\right)}$ such that

$$
C\left(\overline{V_{\eta}\left(A_{n}\right)}\right)=\inf _{\mathbf{a} \neq 0} \frac{|\mathbf{a} \circ \boldsymbol{\Phi}(x)|}{\|\mathbf{a}\|_{1}} .
$$

Choose $y=y(n, \eta, \mathbf{a}) \in A_{n}$ so that $|x-y| \leq \eta(\epsilon)$. Then

$$
\begin{aligned}
C\left(\overline{V_{\eta}\left(A_{n}\right)}\right) & \leq \inf _{\mathbf{a} \neq 0}\left(\frac{\|\mathbf{a}\|_{2}}{\|\mathbf{a}\|_{1}}\|\mathbf{\Phi}(x)-\boldsymbol{\Phi}(y)\|_{2}+\frac{|\mathbf{a} \circ \boldsymbol{\Phi}(y)|}{\|\mathbf{a}\|_{1}}\right) \\
& \leq \inf _{\mathbf{a} \neq 0}\left(\frac{\|\mathbf{a}\|_{2}}{\|\mathbf{a}\|_{1}} \epsilon+\sup _{y \in A_{n}} \frac{|\mathbf{a} \circ \boldsymbol{\Phi}(y)|}{\|\mathbf{a}\|_{1}}\right) \\
& \leq \inf _{\mathbf{a} \neq 0}\left(\epsilon+\sup _{y \in A_{n}} \frac{|\mathbf{a} \circ \boldsymbol{\Phi}(y)|}{\|\mathbf{a}\|_{1}}\right) \\
& =\epsilon+C\left(A_{n}\right) .
\end{aligned}
$$

If we reverse the roles of $A_{n}$ and $A$ in the above argument, we see that $C\left(A_{n}\right) \leq$ $C(A)+\epsilon$. Thus, $C$ is continuous on $\mathcal{K}$.

The collection $\{E \in \mathcal{K}: m(E) \geq \delta\}$ is a closed set in $\mathcal{K}$ since $m(\cdot)$ is uppersemicontinuous on $(\mathcal{K}, \rho)$. Therefore, by continuity of $C$, there exists an $E_{0} \in \mathcal{K}$, $m\left(E_{0}\right) \geq \delta$ such that $C\left(E_{0}\right) \leq C(E)$ for all $E \in \mathcal{K}$ with $m(E) \geq \delta$. Now, by the compactness of the unit sphere in $\ell_{1}^{N}$, there exists an a such that

$$
C\left(E_{0}\right)=\sup _{x \in E_{0}} \frac{|\mathbf{a} \circ \boldsymbol{\Phi}(x)|}{\|\mathbf{a}\|_{1}}
$$

By Theorem 1, $C\left(E_{0}\right)>0$.
5. Concluding remarks. The quadratic variation functional $S(f)$ of Theorem 2 is invariant under changes of scale functions $\phi$ for $V_{0}$ and $\psi$ for $V_{1}: S(f)$ is defined from the sequence of projections $\left\{P_{j}\right\}$ without specific reference to the choice of scale function. However, $S(f)$ is an "incomplete" square function in the sense that if the prewavelet family $\left\{\psi\left(2^{j} \cdot-k\right)\right\}$ is orthogonalized in $k$ to obtain a family $\left\{\tilde{\psi}\left(2^{j} \cdot-k\right)\right\}$ that is orthonormal in both variables $j, k \in \mathbf{Z}$, then one could consider a quadratic variation functional $\mathbf{S}(f)(x)=\left(\sum_{j, k}\left(a_{j, k} \tilde{\psi}\left(2^{j} x-k\right)\right)^{2}\right)^{1 / 2}$. If we have a multiresolution analysis that admits a compactly supported, continuous orthonormal family $\left\{\tilde{\psi}\left(2^{j} \cdot-k\right)\right\}$, then one can show that $S(f)$ and $\mathbf{S}(f)$ are finite on the same set, up to a set of measure zero. The proof of this fact follows the same lines as the proof in [4]. Since the details are given there, we will not repeat them here.

Acknowledgments. P. Hitczenko would like to thank R. F. Gundy, R. Wilson, and the Departments of Mathematics and Statistics at Rutgers University for their hospitality.

## REFERENCES

[1] I. Daubechies, Orthonormal bases of compactly supported wavelets, Comm. Pure Appl. Math., 41 (1988), pp. 909-996.
[2] I. Daubechies, Ten Lectures on Wavelets, CBMS-NSF Regional Conf. Ser. in Appl. Math. 61, SIAM, Philadelphia, PA, 1992.
[3] R. F. Gundy, Martingale theory and the pointwise convergence of certain orthogonal series, Trans. Amer. Math. Soc., 124 (1966), pp. 228-248.
[4] R. F. Gundy and K. Kazarian, Stopping times and local convergence for spline wavelet expansions, SIAM J. Math. Anal, 31 (2000), pp. 561-573.
[5] E. Hernández and G. Weiss, A First Course on Wavelets, CRC Press, Boca Raton, FL, 1996.
[6] P. Kornum, Construction of Borel Measures on Metric Spaces, Matematisk Institut, Aarhus Universitet, Aarhus, Denmark, 1980.
[7] P. G. Lemarié, Fonctions à support compact dans les analyses multi-résolutions, Rev. Mat. Iberoamericana, 7 (1991), pp. 157-182.
[8] P. G. Lemarié and G. Malgouyres, Support des fonctions de base dans une analyse multirésolution, C. R. Acad. Sci. Paris Sér. I Math., 313 (1991), pp. 377-380.
[9] J. Marcinkiewicz and A. Zygmund, Sur les fonctions indépendentes, Fund. Math., 29 (1937), pp. 60-90.
[10] Y. Meyer, Ondelettes sur l'intervalle, Rev. Mat. Iberoamericana, 7 (1991), pp. 115-133.
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#### Abstract

We consider a monotone operator of the form $A u=-\operatorname{div}(a(x, D u))$, with $\Omega \subseteq \mathbf{R}^{n}$ and $a: \Omega \times \mathbf{M}^{M \times N} \rightarrow \mathbf{M}^{M \times N}$, acting on $W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right)$. For every sequence $\left(\Omega_{h}\right)$ of open subsets of $\Omega$ and for every $f \in W^{-1, p^{\prime}}\left(\Omega, \mathbf{R}^{M}\right), 1 / p+1 / p^{\prime}=1$, we study the asymptotic behavior, as $h \rightarrow+\infty$, of the solutions $u_{h} \in W_{0}^{1}\left(\Omega_{h}, \mathbf{R}^{M}\right)$ of the systems $A u_{h}=f$ in $W^{-1, p^{\prime}}\left(\Omega_{h}, \mathbf{R}^{M}\right)$, and we determine the general form of the limit problem.
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1. Introduction. In this paper we study the asymptotic behavior of the solutions of elliptic nonlinear systems, of $M$ equations and $N$ variables, on varying domains with Dirichlet boundary conditions. Namely, let $\Omega$ be a bounded open subset of $\mathbf{R}^{N}$ and let $1<p<+\infty$. We regard $A$ as a vector monotone operator defined from $W^{1, p}\left(\Omega, \mathbf{R}^{M}\right)$ to $W^{-1, p^{\prime}}\left(\Omega, \mathbf{R}^{M}\right)$, mapping $u \in W^{1, p}\left(\Omega, \mathbf{R}^{M}\right)$ in $A u=-\operatorname{div}(a(x, D u)) \in W^{-1, p^{\prime}}\left(\Omega, \mathbf{R}^{M}\right)$. The function $a: \Omega \times \mathbf{M}^{M \times N} \mapsto \mathbf{M}^{M \times N}$ is a Carathéodory function which satisfies the standard assumptions of strong monotonicity and Hölder continuity (see conditions (i)-(iv) in section 5). Given an arbitrary sequence of open subsets $\Omega_{n}$ of $\Omega$ and given an arbitrary $f \in W^{-1, p^{\prime}}\left(\Omega, \mathbf{R}^{M}\right)$, we consider the solutions $u_{n}$ of the following systems with Dirichlet boundary condition

$$
\begin{equation*}
u_{n} \in W_{0}^{1, p}\left(\Omega_{n}, \mathbf{R}^{M}\right), \quad A u_{n}=f \quad \text { in } \Omega_{n} . \tag{1.1}
\end{equation*}
$$

We set $u_{n}=0$ in $\Omega \backslash \Omega_{n}$ and regard the sequence $\left(u_{n}\right)$ as a sequence in $W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right)$. Our results describe the asymptotic behavior of $\left(u_{n}\right)$ as $n \rightarrow \infty$ and characterize the limit function as the solution of a variational "limit problem."

The main result of this paper is given by the following compactness theorem.
Theorem 1.1. Let $\Omega_{n}$ be an arbitrary sequence of open subsets of $\Omega$. Then there exist a subsequence of $\Omega_{n}$, still denoted by $\Omega_{n}$, a measure $\mu$ in the class $\mathcal{M}_{0}^{p}(\Omega)$ of positive Borel measures not charging set of p-capacity zero, and a vector function $F: \Omega \times \mathbf{R}^{M} \rightarrow \mathbf{R}^{M}$, such that for every $f \in W^{-1, p^{\prime}}\left(\Omega, \mathbf{R}^{M}\right)$ the sequence $\left(u_{n}\right)$ of solutions of problems (1.1) converges weakly in $W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right)$ to the solution $u$ of the variational problem

$$
\left\{\begin{array}{l}
u \in W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega, \mathbf{R}^{M}\right),  \tag{1.2}\\
\int_{\Omega} a(x, D u) D v d x+\int_{\Omega} F(x, u) v d \mu=\langle f, v\rangle \\
\forall v \in W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega, \mathbf{R}^{M}\right) .
\end{array}\right.
$$

[^27]By $L_{\mu}^{p}\left(\Omega, \mathbf{R}^{M}\right)$ we denote the standard $L^{p}$ spaces with respect to the measure $\mu$. Note that in this general case the usual "extra term" is given by $\int_{\Omega} F(x, u) v d \mu$.

The problem considered in the present paper has been studied, under various degree of generality, by many authors, with several approaches and in different frameworks. Most of the known results are given under assumptions involving the geometry or the capacity of the closed sets $\Omega \backslash \Omega_{n}$, which in general imply that the measure $\mu$ in the limit problem is a Radon measure (see, for instance, [20], [22], and [7] for the linear case, and [24], [25], [26], [27], [21], and [3], for monotone operators).

The class $\mathcal{M}_{0}^{p}(\Omega)$ described above also includes measures which take the value $+\infty$ on large families of sets; in this way, Dirichlet problems in subdomains of $\Omega$ can be written in the form (1.2) for a suitable choice of $\mu$. Indeed, it is easy to see that, if $E$ is a closed subset of $\Omega$ and the measure $\mu$ is defined by

$$
\mu(B)= \begin{cases}0 & \text { if } C_{p}(B \cap E)=0  \tag{1.3}\\ +\infty & \text { otherwise }\end{cases}
$$

for every Borel subset $B$ of $\Omega$, where $C_{p}$ denotes the $p$-capacity, then problem (1.2) is equivalent to

$$
u \in W_{0}^{1, p}\left(\Omega \backslash E, \mathbf{R}^{M}\right), \quad A u=f \quad \text { in } \Omega \backslash E .
$$

In view of the latter remark, the compactness result above will be proved in a more general formulation (see Theorem 6.4) for a sequence of problems of the type

$$
\left\{\begin{array}{l}
u_{n} \in W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega, \mathbf{R}^{M}\right),  \tag{1.4}\\
\int_{\Omega} a\left(x, D u_{n}\right) D v d x+\int_{\Omega} F_{n}\left(x, u_{n}\right) v d \mu_{n}=\langle f, v\rangle \\
\forall v \in W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega, \mathbf{R}^{M}\right),
\end{array}\right.
$$

which for a suitable choice of $\left(\mu_{n}\right)$ in $\mathcal{M}_{0}^{p}(\Omega)$ reduce to (1.1), and includes also Schrödinger systems with positive oscillating potentials. A further motivation for the study of problem (1.4) is given by the recent applications to a relaxed formulation of some optimal design problems (see, for instance, [2]).

The compactness result in the setting of (1.4) was first proved for the scalar case $M=1$, using $\Gamma$-convergence techniques, in [13] and [14] when $p=2$ and $A$ is a symmetric linear elliptic operator, and in [10] if $A$ is $p-1$ homogeneous, under the assumption that it is the subdifferential of a convex functional. These results were generalized using Tartar's energy method in [11] for the general scalar linear case, and subsequently for the nonlinear case under an assumption of homogeneity of order $p-1$ for the operator $A$ (see [15] and [16]). In these cases the extra term which appears in the limit problem is proved to be of the form $\int_{\Omega}|u|^{p-2} u v, d \mu$. The case of systems is much less investigated. Previous results have been obtained only in the framework of linear symmetric elliptic operators in [18]. Further reference on this subject can be found in the book [9] and in the papers [11] and [16], which contain a wide bibliography.

Our result provides a description of the limiting behavior of sequences of Dirichlet boundary value problems not only for monotone operators of Leray-Lions type, but also covering the case of systems related to linear possibly nonsymmetric operators or nonlinear homogeneous operators, which were not included in previous results. The proof follows the lines of [3], where Theorem 1.1 is obtained in the scalar case, under
some additional assumptions on the sequence $\left(\Omega_{n}\right)$ which imply in particular that the measure $\mu$ in the limit problem is bounded. The idea of the proof is essentially to compare our sequence of problems with a sequence of model problems for which the behavior is known (for instance scalar problems with the $p$-Laplace operator).

In section 2 we recall some preliminary results and notation and in section 3 we state some known results in the study of the asymptotic behavior of scalar problems with the $p$-Laplace operator.

Section 4 is dedicated to a careful study of the behavior of a sequence of "correctors" for the $p$-Laplace operator, as introduced in [16]. In section 5 we state the problem and we prove, following the line of [1] and [16], that a sequence of solutions of problems (1.4) which converges weakly in $W^{1, p}\left(\Omega, \mathbf{R}^{M}\right)$ converges also strongly in $W^{1, r}\left(\Omega, \mathbf{R}^{M}\right)$ for every $r<p$ (see Proposition 5.4). In section 6 we prove the compactness result. In section 7 we prove a correctors result, in the general context of nonlinear monotone vector operators. Indeed, the sequence of gradients $\left(D u_{n}\right)$ of solutions of problems (1.1) converges to $D u$ a priori only weakly in $L^{p}$ by Theorem 1.1. Hence to obtain a strong convergence it is necessary to add a further sequence which depends only on the limit function $u$. The construction of such a sequence is provided by Theorem 7.1 and is new also in the case of linear systems. For previous correctors results, see, e.g., [7], [11], [3]. Section 8 is devoted to the analysis of some special cases. In particular we obtain a simpler form for the extra term and for the correctors in the linear case and in the homogeneous case, in agreement with the previous scalar results. The structure of the extra term is proved to depend only on the asymptotic behavior of the function $a(x, \xi)$ for $\xi \rightarrow \infty$ (see section 9 ). In the last section our result is applied also to the treatment of asymptotic problems in a class of pseudomonotone operators. The extension to the general pseudomonotone operators for the scalar case can be found in [5]. Throughout the paper we treat in detail only the case $p \geq 2$. The case $1 \leq p<2$ can be treated in a similar way, after proper modification on the growth and coerciveness hypotheses for the operator $A$. The changes in the proofs can easily be performed using Proposition 3.2 of [17].
2. Notation and preliminaries. Let $N$ and $M$ be two positive integers, $N \geq 2$; by $\mathbf{M}^{M \times N}$ we denote the space of $M \times N$ real matrices.

Let $\Omega$ be a bounded open subset of $\mathbf{R}^{N}$. We denote by $W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right)$ and $W^{1, p}\left(\Omega, \mathbf{R}^{M}\right), 1<p<+\infty$, the usual Sobolev spaces (of $\mathbf{R}^{M}$-valued functions) and by $W^{-1, p^{\prime}}\left(\Omega, \mathbf{R}^{M}\right), 1 / p^{\prime}+1 / p=1$, the dual of $W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right)$. By $W_{c}^{1, p}\left(\Omega, \mathbf{R}^{M}\right)$ and $W_{\mathrm{loc}}^{1, p}\left(\Omega, \mathbf{R}^{M}\right)$ we denote respectively the space of all functions in $W^{1, p}\left(\Omega, \mathbf{R}^{M}\right)$ with compact support in $\Omega$ and the space of all functions which belong to $W^{1, p}\left(U, \mathbf{R}^{M}\right)$ for every open set $U \subset \subset \Omega$. When $p=2$ we adopt the standard notation $H^{1}\left(\Omega, \mathbf{R}^{M}\right)$, $H_{0}^{1}\left(\Omega, \mathbf{R}^{M}\right)$, and $H^{-1}\left(\Omega, \mathbf{R}^{M}\right)$.

By $L_{\mu}^{p}\left(\Omega, \mathbf{R}^{M}\right), 1 \leq p \leq+\infty$, we denote the usual Lebesgue space with respect to the measure $\mu$. If $\mu$ is the Lebesgue measure, we use the standard notation $L^{p}\left(\Omega, \mathbf{R}^{M}\right)$.

When we consider space of scalar functions $(M=1)$, we omit $\mathbf{R}^{M}$ in the notations above.

Let $u \in W^{1, p}(\Omega)$ and $k \in \mathbf{R}$. By $T_{k} u$ we shall denote the truncation at the level $k$ which is the function in $W^{1, p}(\Omega)$ defined by $T_{k} u=(-k) \wedge u \vee k$.

Let $A$ be an open set in $\mathbf{R}^{N}, u: A \rightarrow \mathbf{R}^{M}$ and $a, b \in \mathbf{R}$; we shall denote by $\{a \leq|u| \leq b\}_{A}$ the set of all $x \in A$ such that $a \leq|u(x)| \leq b$. When $A=\Omega$ we shall omit $\Omega$ in the notation above.

We shall use $o_{m, n}$ (respectively, $o_{n}$ ) to denote a sequence of real numbers such that $\lim _{m \rightarrow \infty} \lim _{n \rightarrow \infty} o_{m, n}=0$ (respectively, $\lim _{n \rightarrow \infty} o_{n}=0$ ).

If $E \subseteq \Omega$, the (harmonic) p-capacity of $E$ in $\Omega$, denoted by $C_{p}(E)$, is defined as the infimum of

$$
\int_{\Omega}|D u|^{p} d x
$$

over the set of all functions $u \in W_{0}^{1, p}(\Omega)$ such that $u \geq 1$ almost everywhere (a.e.) in a neighborhood of $E$.

We say that a property $\mathcal{P}(x)$ holds $p$-quasi everywhere (abbreviated as $p$-q.e.) in a set $E$ if it holds for all $x \in E$ except for a subset $N$ of $E$ of $p$-capacity zero. The expression $\mu$-almost everywhere (abbreviated as $\mu$-a.e.) refers, as usual, to the analogous property for a Borel measure $\mu$.

A function $u: \Omega \rightarrow \mathbf{R}^{M}$ is said to be p-quasi continuous if for every $\varepsilon>0$ there exists a set $A \subseteq \Omega$, with $C_{p}(A)<\varepsilon$, such that the restriction of $u$ to $\Omega \backslash A$ is continuous.

It is well known that every $u \in W^{1, p}\left(\Omega, \mathbf{R}^{M}\right)$ has a $p$-quasi continuous representative, which is uniquely defined up to a set of $p$-capacity zero. In the following we shall always identify $u$ with its $p$-quasi continuous representative, so that the pointwise values of a function $u \in W^{1, p}\left(\Omega, \mathbf{R}^{M}\right)$ are defined $p$-q.e. in $\Omega$.

A subset $A$ of $\Omega$ is said to be p-quasi open in $\Omega$ if for every $\varepsilon>0$ there exists an open subset $A_{\varepsilon}$ of $\Omega$, with $C_{p}\left(A_{\varepsilon}\right)<\varepsilon$, such that $A \cup A_{\varepsilon}$ is open. It is easy to see that if a function $u: \Omega \rightarrow \mathbf{R}$ is $p$-quasi continuous, then the set $\{u>c\}$ is $p$-quasi open for every $c \in \mathbf{R}$. For all these properties of $p$-quasi continuous representatives of Sobolev functions we refer to [28, Chapter 3].

By a nonnegative Borel measure in $\Omega$ we mean a countably additive set function defined in the Borel $\sigma$-field of $\Omega$ and with values in $[0,+\infty]$. By a nonnegative Radon measure in $\Omega$ we mean a nonnegative Borel measure which is finite on every compact subset of $\Omega$. We shall always identify a nonnegative Borel measure with its completion.

We say that a Radon measure $\nu$ on $\Omega$ belongs to $W^{-1, p^{\prime}}(\Omega)$ if there exists $f \in$ $W^{-1, p^{\prime}}(\Omega)$ such that

$$
\begin{equation*}
\langle f, \varphi\rangle=\int_{\Omega} \varphi d \nu \quad \forall \varphi \in C_{0}^{\infty}(\Omega) \tag{2.1}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle$ denotes the duality pairing between $W^{-1, p^{\prime}}(\Omega)$ and $W_{0}^{1, p}(\Omega)$. We shall always identify $f$ and $\nu$. Note that, by the Riesz theorem, for every positive functional $f \in W^{-1, p^{\prime}}(\Omega)$, there exists a Radon measure $\nu$ such that (2.1) holds.

We denote by $\mathcal{M}_{0}^{p}(\Omega)$ the class of all Borel measures which vanish on the sets of $p$-capacity zero and satisfy the following condition:

$$
\mu(B)=\inf \{\mu(A): A \text { p-quasi open, } B \subseteq A \subseteq \Omega\}
$$

for every Borel set $B \subseteq \Omega$. It is well known that every Radon measure which belongs to $W^{-1, p^{\prime}}(\Omega)$ belongs also to $\mathcal{M}_{0}^{p}(\Omega)$ (see $[28$, section 4.7]).
3. Preliminary results on the relaxed Dirichlet problem with the $p$ Laplace operator. Let $\Omega$ be a bounded open subset of $\mathbf{R}^{N}, N \geq 2$. Let $2 \leq p<+\infty$ and let $\mu \in \mathcal{M}_{0}^{p}(\Omega)$. In the following we shall consider the space $W_{0}^{1, p}(\Omega) \cap L_{\mu}^{p}(\Omega)$ of all functions $u \in W_{0}^{1, p}(\Omega)$ such that $\int_{\Omega}|u|^{p} d \mu<+\infty$. With the norm

$$
\|u\|_{W_{0}^{1, p}(\Omega) \cap L_{\mu}^{p}(\Omega)}=\left(\int_{\Omega}|D u|^{p} d x+\int_{\Omega}|u|^{p} d \mu\right)^{\frac{1}{p}}
$$

the space $W_{0}^{1, p}(\Omega) \cap L_{\mu}^{p}(\Omega)$ is a reflexive Banach space.
Let $f$ be a functional belonging to $\left(W_{0}^{1, p}(\Omega) \cap L_{\mu}^{p}(\Omega)\right)^{\prime}$ (the dual space of $W_{0}^{1, p}(\Omega) \cap$ $\left.L_{\mu}^{p}(\Omega)\right)$ and let us consider the following variational problem:

$$
\left\{\begin{array}{l}
u \in W_{0}^{1, p}(\Omega) \cap L_{\mu}^{p}(\Omega)  \tag{3.1}\\
\int_{\Omega}|D u|^{p-2} D u D v d x+\int_{\Omega}|u|^{p-2} u v d \mu=\langle f, v\rangle \\
\forall v \in W_{0}^{1, p}(\Omega) \cap L_{\mu}^{p}(\Omega)
\end{array}\right.
$$

Since the operator from $W_{0}^{1, p}(\Omega) \cap L_{\mu}^{p}(\Omega)$ to $\left(W_{0}^{1, p}(\Omega) \cap L_{\mu}^{p}(\Omega)\right)^{\prime}$ mapping $u \in W_{0}^{1, p}(\Omega) \cap$ $L_{\mu}^{p}(\Omega)$ to the functional defined by $\int_{\Omega}|D u|^{p-2} D u D v d x+\int_{\Omega}|u|^{p-2} u v d \mu$ for every $v \in W_{0}^{1, p}(\Omega) \cap L_{\mu}^{p}(\Omega)$ is a maximal monotone operator and the space $W_{0}^{1, p}(\Omega) \cap L_{\mu}^{p}(\Omega)$ is reflexive, we get that there exists a unique solution $u$ of problem (3.1).

Remark 3.1. It is easy to see that the dual of $W_{0}^{1, p}(\Omega) \cap L_{\mu}^{p}(\Omega),\left(W_{0}^{1, p}(\Omega) \cap\right.$ $\left.L_{\mu}^{p}(\Omega)\right)^{\prime}$, coincides with $W^{-1, p^{\prime}}(\Omega)+L_{\mu}^{p^{\prime}}(\Omega)$, so that, in particular, an element of the space $W^{-1, p^{\prime}}(\Omega)$ can be seen as an element of $\left(W_{0}^{1, p}(\Omega) \cap L_{\mu}^{p}(\Omega)\right)^{\prime}$. In what follows, with a slight abuse of notation, $\langle f, v\rangle$ will denote the duality pairing between $\left(W_{0}^{1, p}(\Omega) \cap L_{\mu}^{p}(\Omega)\right)^{\prime}$ and $W_{0}^{1, p}(\Omega) \cap L_{\mu}^{p}(\Omega)$, in the general case $f \in\left(W_{0}^{1, p}(\Omega) \cap L_{\mu}^{p}(\Omega)\right)^{\prime}$, and the duality pairing between $W^{-1, p^{\prime}}(\Omega)$ and $W_{0}^{1, p}(\Omega)$, in the case $f \in W^{-1, p^{\prime}}(\Omega)$.

Many results similar to those given in the linear case (comparison principle, compactness, etc.) have been proved by Dal Maso and Murat (see [16] and [15]) for nonlinear problems of the type (3.1) (in general for nonlinear homogeneous operators).

Proposition 3.2. Let $f_{1}, f_{2} \in W^{-1, p^{\prime}}(\Omega)$ and let $\mu_{1}, \mu_{2} \in \mathcal{M}_{0}^{p}(\Omega)$. Let $u_{1}$, $u_{2} \in W_{0}^{1, p}(\Omega)$ be the solutions of problem (3.1) corresponding to $f_{1}, \mu_{1}$ and to $f_{2}, \mu_{2}$. If $0 \leq f_{1} \leq f_{2}$ and $\mu_{2} \leq \mu_{1}$ in $\Omega$, then $0 \leq u_{1} \leq u_{2} p$-q.e. in $\Omega$.

Proof. See [15, Proposition 2.7].
In the space $\mathcal{M}_{0}^{p}(\Omega)$ it is possible to introduce a notion of convergence relative to the $p$-Laplace operator, $\Delta_{p} u=\operatorname{div}\left(|D u|^{p-2} D u\right)$.

DEFINITION 3.3. Let $\left(\mu_{n}\right)$ be a sequence of measures of $\mathcal{M}_{0}^{p}(\Omega)$ and let $\mu \in$ $\mathcal{M}_{0}^{p}(\Omega)$. We say that $\left(\mu_{n}\right) \gamma^{-\Delta_{p}}$-converges to the measure $\mu$ if, for every $f \in W^{-1, p^{\prime}}(\Omega)$, the sequence $\left(u_{n}\right)$ of solutions of problems

$$
\left\{\begin{array}{l}
u_{n} \in W_{0}^{1, p}(\Omega) \cap L_{\mu_{n}}^{p}(\Omega)  \tag{3.2}\\
\int_{\Omega}\left|D u_{n}\right|^{p-2} D u_{n} D v d x+\int_{\Omega}\left|u_{n}\right|^{p-2} u_{n} v d \mu_{n}=\langle f, v\rangle \\
\forall v \in W_{0}^{1, p}(\Omega) \cap L_{\mu_{n}}^{p}(\Omega)
\end{array}\right.
$$

converges weakly in $W_{0}^{1, p}(\Omega)$ to the solution $u$ of problem (3.1).
THEOREM 3.4. Every sequence of measures in $\mathcal{M}_{0}^{p}(\Omega)$ contains a $\gamma^{-\Delta_{p}}$-convergent subsequence.

Proof. See [10, Theorem 2.1] or [15, Theorem 6.5].
Many properties of the measure $\mu \in \mathcal{M}_{0}^{p}(\Omega)$ can be studied by means of the
solution $w$ of the problem

$$
\left\{\begin{array}{l}
w \in W_{0}^{1, p}(\Omega) \cap L_{\mu}^{p}(\Omega)  \tag{3.3}\\
\int_{\Omega}|D w|^{p-2} D w D v d x+\int_{\Omega}|w|^{p-2} w v d \mu=\int_{\Omega} v d x \\
\forall v \in W_{0}^{1, p}(\Omega) \cap L_{\mu}^{p}(\Omega)
\end{array}\right.
$$

By the comparison principle (Proposition 3.2), the function $w$ is bounded in $L^{\infty}(\Omega)$ by a constant which does not depend on $\mu$ (see [15, section 2$]$ ) and satisfies $w \geq 0$ $p$-q.e. in $\Omega$.

ThEOREM 3.5. Let $\mu \in \mathcal{M}_{0}^{p}(\Omega)$, let $w$ be the solution of problem (3.3) and let $\nu=1+\Delta_{p} w$ in the sense of $W^{-1, p^{\prime}}(\Omega)$. Then $\nu$ is a nonnegative Radon measure of $W^{-1, p^{\prime}}(\Omega)$ and

$$
\begin{equation*}
\nu(B \cap\{w>0\})=\int_{B} w^{p-1} d \mu \tag{3.4}
\end{equation*}
$$

for every Borel set $B \subseteq \Omega$. Reciprocally, we have

$$
\mu(B)= \begin{cases}\int_{B} \frac{1}{w^{p-1}} d \nu & \text { if } C_{p}(B \cap\{w=0\})=0 \\ +\infty & \text { if } C_{p}(B \cap\{w=0\})>0\end{cases}
$$

for any Borel set $B \subseteq \Omega$.
Proof. See [15, Theorem 5.1] and [11, Proposition 3.4] for the linear case.
The next proposition gives two density results which will be useful in what follows.
Proposition 3.6. Let $\mu \in \mathcal{M}_{0}^{p}(\Omega)$ and let $w$ the solution of problem (3.3). Then
(a) the set $\left\{w \psi: \psi \in C_{0}^{\infty}(\Omega)\right\}$ is dense in $W_{0}^{1, p}(\Omega) \cap L_{\mu}^{p}(\Omega)$ and hence in $W_{\mathrm{loc}}^{1, p}(\Omega) \cap L_{\mu}^{p}(\Omega)$.
(b) the set $\Lambda$ of all functions of the form $w \sum_{i=1}^{l} a_{i} 1_{K_{i}}$ where $a_{i} \in \mathbf{R}$ and $K_{i}$ are closed subsets of $\Omega$ such that $w=0 \mu$-a.e. on $K_{i} \cap K_{j}$, with $i \neq j$, is dense in $L_{\mu}^{p}(\Omega)$.
Proof. The proof of part (a) is given in [15, Proposition 5.5]. In order to prove part (b), we consider the measure $\lambda=w^{p} \mu$. Since $w$ belongs to $L_{\mu}^{p}(\Omega)$, the measure $\lambda$ is a Borel bounded measure and therefore the set of all step functions of the form $\sum_{i=1}^{l} a_{i} 1_{K_{i}}$, where $a_{i} \in \mathbf{R}$ and $K_{i}$ are closed subsets of $\Omega$ such that, for $i \neq j$, $\lambda\left(K_{i} \cap K_{j}\right)=0$, is dense in $L_{\lambda}^{p}(\Omega)$. If $u$ belongs to $L_{\mu}^{p}(\Omega)$, then $u / w$ belongs to $L_{\lambda}^{p}(\Omega)$, and for every $\zeta \in \Lambda$ we have

$$
\int_{\Omega}\left|\zeta-\frac{u}{w}\right|^{p} d \lambda=\int_{\Omega}|w \zeta-u|^{p} d \mu
$$

which gives part (b).
Finally the solutions of problems (3.3) are useful to characterize the $\gamma^{-\Delta_{p}}$-convergence in $\mathcal{M}_{0}^{p}(\Omega)$. Let $\left(\mu_{n}\right)$ be a sequence of measures in $\mathcal{M}_{0}^{p}(\Omega)$, and let $w_{n}$ be the solutions of the problems

$$
\left\{\begin{array}{l}
w_{n} \in W_{0}^{1, p}(\Omega) \cap L_{\mu_{n}}^{p}(\Omega)  \tag{3.5}\\
\int_{\Omega}\left|D w_{n}\right|^{p-2} D w_{n} D v d x+\int_{\Omega}\left|w_{n}\right|^{p-2} w_{n} v d \mu_{n}=\int_{\Omega} v d x \\
\forall v \in W_{0}^{1, p}(\Omega) \cap L_{\mu_{n}}^{p}(\Omega)
\end{array}\right.
$$

The following result characterizes the $\gamma^{-\Delta_{p}}$-convergence in terms of the convergence of the functions $w_{n}$.

Theorem 3.7. The following conditions are equivalent:
(a) $\left(w_{n}\right)$ converges to $w$ weakly in $W_{0}^{1, p}(\Omega)$;
(b) $\left(\mu_{n}\right) \gamma^{-\Delta_{p}}$-converges to $\mu$.

Proof. See [15, Theorem 6.3] and [11, Theorem 4.3] for the linear case.
Remark 3.8. If $\left(\mu_{n}\right) \gamma^{-\Delta_{p}}$-converges to $\mu$, then the sequence $\left(w_{n}\right)$ converges to $w$ strongly in $W_{0}^{1, r}(\Omega)$ for every $1 \leq r<p$ and hence, a subsequence of $\left(D w_{n}\right)$ converges to $D w$ pointwise a.e. in $\Omega$ (see [15, Theorem 6.8]).
4. Sequences in the spaces $\boldsymbol{W}^{\mathbf{1 , p}} \cap \boldsymbol{L}_{\boldsymbol{\mu}_{n}}^{\boldsymbol{p}}$. In this section $\left(\mu_{n}\right)$ will be a sequence of $\mathcal{M}_{0}^{p}(\Omega)$ which $\gamma^{-\Delta_{p}}$-converges to a measure $\mu \in \mathcal{M}_{0}^{p}(\Omega)$. We shall use the sequence $\left(w_{n}\right)$ of the solutions of problems (3.5) to investigate the behavior of an arbitrary sequence $\left(u_{n}\right)$, with $u_{n} \in W^{1, p}(\Omega) \cap L_{\mu_{n}}^{p}(\Omega)$, which converges weakly in $W^{1, p}(\Omega)$. By Remark 3.8 we may assume that $\left(w_{n}\right)$ and $\left(D w_{n}\right)$, respectively, converge to $w$ and $D w$ pointwise a.e. in $\Omega$.

Let us prove some technical lemmas that will be useful in the remainder of this paper.

LEMmA 4.1. Let $\Omega^{\prime}$ be an open subset of $\Omega$. For every $\varphi \in W_{0}^{1, p}\left(\Omega^{\prime}\right) \cap L^{\infty}\left(\Omega^{\prime}\right)$ we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\int_{\Omega^{\prime}}\left|D w_{n}\right|^{p} \varphi d x+\int_{\Omega^{\prime}}\left|w_{n}\right|^{p} \varphi d \mu_{n}\right)=\int_{\Omega^{\prime}}|D w|^{p} \varphi d x+\int_{\Omega^{\prime}}|w|^{p} \varphi d \mu \tag{4.1}
\end{equation*}
$$

Proof. Let $\varphi \in W_{0}^{1, p}\left(\Omega^{\prime}\right) \cap L^{\infty}\left(\Omega^{\prime}\right)$ and let us extend $\varphi$ to $\Omega$ by setting $\varphi=0$ in $\Omega \backslash \Omega^{\prime}$. Thus $w_{n} \varphi$ belongs to $W_{0}^{1, p}(\Omega)$, and we can take it as test function in (3.3). Therefore by Remark 3.8 we obtain

$$
\begin{aligned}
\lim _{n \rightarrow \infty} & \left(\int_{\Omega^{\prime}}\left|D w_{n}\right|^{p} \varphi d x+\int_{\Omega^{\prime}}\left|w_{n}\right|^{p} \varphi d \mu_{n}\right) \\
& =\lim _{n \rightarrow \infty}\left(\int_{\Omega^{\prime}} w_{n} \varphi d x-\int_{\Omega^{\prime}}\left|D w_{n}\right|^{p-2} D w_{n} D \varphi w_{n} d x\right) \\
& =\int_{\Omega^{\prime}} w \varphi d x-\int_{\Omega}|D w|^{p-2} D w D \varphi w d x=\int_{\Omega^{\prime}}|D w|^{p} \varphi d x+\int_{\Omega^{\prime}}|w|^{p} \varphi d \mu
\end{aligned}
$$

which concludes the proof.
LEMMA 4.2. Let $\Omega^{\prime}$ be an open subset of $\Omega$. For every $\varphi, \psi \in W^{1, p}\left(\Omega^{\prime}\right) \cap L^{\infty}\left(\Omega^{\prime}\right)$, with $\varphi$ or $\psi$ in $W_{0}^{1, p}\left(\Omega^{\prime}\right)$, we have

$$
\begin{equation*}
\lim _{\substack{n \rightarrow \infty \\(4.2)}}\left(\int_{\Omega^{\prime}}\left|D\left(w_{n} \psi\right)\right|^{p} \varphi d x+\int_{\Omega^{\prime}}\left|w_{n} \psi\right|^{p} \varphi d \mu_{n}\right)=\int_{\Omega^{\prime}}|D(w \psi)|^{p} \varphi d x+\int_{\Omega^{\prime}}|w \psi|^{p} \varphi d \mu \tag{4.2}
\end{equation*}
$$

Proof. Let $\varphi, \psi \in W^{1, p}\left(\Omega^{\prime}\right) \cap L^{\infty}\left(\Omega^{\prime}\right)$, with $\varphi$ or $\psi$ in $W_{0}^{1, p}\left(\Omega^{\prime}\right)$. Since for every $\xi_{1}, \xi_{2} \in \mathbf{R}^{N}$ and for every $p \geq 2$ the following inequality holds

$$
\begin{equation*}
\left|\left|\xi_{1}\right|^{p}-\left|\xi_{2}\right|^{p}\right| \leq p\left(\left|\xi_{1}\right|+\left|\xi_{2}\right|\right)^{p-1}\left|\xi_{1}-\xi_{2}\right| \tag{4.3}
\end{equation*}
$$

we have

$$
\left|\left|\psi D w_{n}+w_{n} D \psi\right|^{p}-\left|\psi D w_{n}\right|^{p}\right| \leq p\left(\left|\psi D w_{n}+w_{n} D \psi\right|+\left|\psi D w_{n}\right|\right)^{p-1}\left|w_{n} D \psi\right|
$$

where by Remark 3.8 the left-hand side converges pointwise to $\| \psi D w+\left.w D \psi\right|^{p}-$ $|\psi D w|^{p} \mid$ and the right-hand side is uniformly integrable. Then $\left(\left|D\left(w_{n} \psi\right)\right|^{p}-\left|\psi D w_{n}\right|^{p}\right)$ converges to $|D(w \psi)|^{p}-|\psi D w|^{p}$ strongly in $L^{1}\left(\Omega^{\prime}\right)$. This implies that
$\int_{\Omega^{\prime}}\left|D\left(w_{n} \psi\right)\right|^{p} \varphi d x=\int_{\Omega^{\prime}}|D(w \psi)|^{p} \varphi d x-\int_{\Omega^{\prime}}|D w|^{p}|\psi|^{p} \varphi d x+\int_{\Omega^{\prime}}\left|D w_{n}\right|^{p}|\psi|^{p} \varphi d x+o_{n}$ and therefore the conclusion follows from Lemma 4.1.

Lemma 4.3. Let $\Omega^{\prime}$ be an open subset of $\Omega$, let $u \in W^{1, p}\left(\Omega^{\prime}\right) \cap L_{\mu}^{p}\left(\Omega^{\prime}\right)$, and let $\left(\psi_{m}\right)$ be a sequence of functions in $C_{0}^{\infty}\left(\Omega^{\prime}\right)$ such that $\left(w \psi_{m}\right)$ converges to $u$ strongly in $W_{\text {loc }}^{1, p}\left(\Omega^{\prime}\right) \cap L_{\mu}^{p}\left(\Omega^{\prime}\right)$. Then

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \lim _{n \rightarrow \infty}\left(\int_{\Omega^{\prime}}\left|D\left(w_{n} \psi_{m}-u\right)\right|^{p} \varphi d x+\int_{\Omega^{\prime}}\left|w_{n} \psi_{m}\right|^{p} \varphi d \mu_{n}\right)=\int_{\Omega^{\prime}}|u|^{p} \varphi d \mu \tag{4.4}
\end{equation*}
$$

for every $\varphi \in W_{c}^{1, p}\left(\Omega^{\prime}\right) \cap L^{\infty}\left(\Omega^{\prime}\right)$.
Proof. As in the proof of Lemma 4.2, $\left(\left|D\left(w_{n} \psi_{m}-u\right)\right|^{p}-\left|D\left(w_{n} \psi_{m}\right)\right|^{p}\right)$ converges to $\left|D\left(w \psi_{m}-u\right)\right|^{p}-\left|D\left(w \psi_{m}\right)\right|^{p}$ strongly in $L^{1}\left(\Omega^{\prime}\right)$ as $n \rightarrow \infty$. Let $\varphi \in W_{c}^{1, p}\left(\Omega^{\prime}\right) \cap L^{\infty}\left(\Omega^{\prime}\right) ;$ thus, by Lemma 4.2, we get

$$
\begin{aligned}
& \int_{\Omega^{\prime}}\left|D\left(w_{n} \psi_{m}-u\right)\right|^{p} \varphi d x+\int_{\Omega^{\prime}}\left|w_{n} \psi_{m}\right|^{p} \varphi d \mu_{n}=\int_{\Omega^{\prime}}\left(\left|D\left(w_{n} \psi_{m}-u\right)\right|^{p}-\left|D\left(w_{n} \psi_{m}\right)\right|^{p}\right) \varphi d x \\
& +\int_{\Omega^{\prime}}\left|D\left(w_{n} \psi_{m}\right)\right|^{p} \varphi d x+\int_{\Omega^{\prime}}\left|w_{n} \psi_{m}\right|^{p} \varphi d \mu_{n}=\int_{\Omega^{\prime}}\left(\left|D\left(w \psi_{m}-u\right)\right|^{p}-\left|D\left(w \psi_{m}\right)\right|^{p}\right) \varphi d x \\
& \quad+\int_{\Omega^{\prime}}\left|D\left(w \psi_{m}\right)\right|^{p} \varphi d x+\int_{\Omega^{\prime}}\left|w \psi_{m}\right|^{p} \varphi d \mu+o_{n}=\int_{\Omega^{\prime}}|u|^{p} \varphi d \mu+o_{m, n}
\end{aligned}
$$

The conclusion follows by taking the limit first as $n \rightarrow \infty$ and then as $m \rightarrow \infty$.
Let $\Omega^{\prime}$ be an open subset of $\Omega$. The following theorem shows that if a sequence $\left(u_{n}\right)$, with $u_{n} \in W^{1, p}\left(\Omega^{\prime}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}\right)$, converges weakly in $W^{1, p}\left(\Omega^{\prime}\right)$ to a function $u \in W^{1, p}\left(\Omega^{\prime}\right)$, and there exists a constant $C>0$ such that

$$
\begin{equation*}
\int_{\Omega^{\prime}}\left|u_{n}\right|^{p} d \mu_{n} \leq C \tag{4.5}
\end{equation*}
$$

for every $n \in \mathbf{N}$, then the function $u$ belongs to $L_{\mu}^{p}\left(\Omega^{\prime}\right)$.
THEOREM 4.4. Let $\left(u_{n}\right)$ be a sequence such that $u_{n} \in W^{1, p}\left(\Omega^{\prime}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}\right)$. Suppose that $\left(u_{n}\right)$ converges weakly in $W^{1, p}\left(\Omega^{\prime}\right)$ to some function $u$. Then

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left(\int_{\Omega^{\prime}}\left|D u_{n}\right|^{p} d x+\int_{\Omega^{\prime}}\left|u_{n}\right|^{p} d \mu_{n}\right) \geq \int_{\Omega^{\prime}}|D u|^{p} d x+\int_{\Omega^{\prime}}|u|^{p} d \mu \tag{4.6}
\end{equation*}
$$

In particular, if (4.5) holds, then $u \in W^{1, p}\left(\Omega^{\prime}\right) \cap L_{\mu}^{p}\left(\Omega^{\prime}\right)$.
The result of Theorem 4.4 can be obtained as a direct consequence of the $\Gamma$ convergence of the functionals $\int_{\Omega^{\prime}}\left|D u_{n}\right|^{p} d x+\int_{\Omega^{\prime}}\left|u_{n}\right|^{p} d \mu_{n}$ to the functional $\int_{\Omega^{\prime}}|D u|^{p} d x+$ $\int_{\Omega^{\prime}}|u|^{p} d \mu$ proved in [10]. For the sake of completeness we shall give an alternative proof of Theorem 4.4 which does not involve $\Gamma$-convergence theory. Before proving Theorem 4.4, let us prove two preliminary lemmas.

LEMMA 4.5. Let $\left(u_{n}\right)$ be a sequence such that $u_{n} \in W^{1, p}\left(\Omega^{\prime}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}\right)$ and such that (4.5) holds. Suppose that $\left(u_{n}\right)$ converges weakly in $W^{1, p}\left(\Omega^{\prime}\right)$ to some function $u$. Then $\{u=0\}_{\Omega^{\prime}} \supseteq\{w=0\}_{\Omega^{\prime}}$.

Proof. Taking into account the decomposition $u_{n}=u_{n}^{+}-u_{n}^{-}$, where $u_{n}^{+}$and $u_{n}^{-}$ denote respectively the positive and the negative part of $u_{n}$, it is not restrictive to assume $u_{n} \geq 0$-q.e. in $\Omega^{\prime}$.

We shall prove first the result in the special case where the functions $u_{n}$ and $u$ belong to $W_{0}^{1, p}\left(\Omega^{\prime}\right)$, and we shall suppose, also, that there exists a constant $K>0$ such that $u_{n} \leq K p$-q.e. in $\Omega^{\prime}$ and hence $u \leq K p$-q.e. in $\Omega^{\prime}$.

For every $m \in \mathbf{N}$ let us consider the sequence $\left(u_{n}^{m}\right)$ of the solutions of the problems

$$
\left\{\begin{array}{l}
u_{n}^{m} \in W_{0}^{1, p}\left(\Omega^{\prime}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}\right)  \tag{4.7}\\
\int_{\Omega^{\prime}}\left|D u_{n}^{m}\right|^{p-2} D u_{n}^{m} D v d x+\int_{\Omega^{\prime}}\left|u_{n}^{m}\right|^{p-2} u_{n}^{m} v d \mu_{n} \\
\quad=m \int_{\Omega^{\prime}}\left(\left|u_{n}\right|^{p-2} u_{n}-\left|u_{n}^{m}\right|^{p-2} u_{n}^{m}\right) v d x \\
\forall v \in W_{0}^{1, p}\left(\Omega^{\prime}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}\right)
\end{array}\right.
$$

which, extended to $\Omega$ by setting $u_{n}^{m}=0$ in $\Omega \backslash \Omega^{\prime}$, are also the solutions of the following equivalent problems:

$$
\left\{\begin{array}{l}
u_{n}^{m} \in W_{0}^{1, p}(\Omega) \cap L_{\hat{\mu}_{n}}^{p}(\Omega)  \tag{4.8}\\
\int_{\Omega}\left|D u_{n}^{m}\right|^{p-2} D u_{n}^{m} D v d x+\int_{\Omega}\left|u_{n}^{m}\right|^{p-2} u_{n}^{m} v d \hat{\mu}_{n} \\
\quad=m \int_{\Omega}\left(\left|u_{n}\right|^{p-2} u_{n}-\left|u_{n}^{m}\right|^{p-2} u_{n}^{m}\right) v d x \\
\forall v \in W_{0}^{1, p}(\Omega) \cap L_{\hat{\mu}_{n}}^{p}(\Omega)
\end{array}\right.
$$

where $\hat{\mu}_{n}$ is the measure defined by

$$
\hat{\mu}_{n}(B)= \begin{cases}\mu_{n}(B) & \text { if } C_{p}\left(B \cap\left(\Omega \backslash \Omega^{\prime}\right)\right)=0 \\ +\infty & \text { if } C_{p}\left(B \cap\left(\Omega \backslash \Omega^{\prime}\right)\right)>0\end{cases}
$$

for any Borel set $B \subseteq \Omega$. By the comparison principle (Proposition 3.2) we have that

$$
\begin{equation*}
0 \leq u_{n}^{m} \leq m^{\frac{1}{p-1}} K w_{n} \quad \text { p-q.e. in } \Omega \tag{4.9}
\end{equation*}
$$

By taking in (4.7) $u_{n}^{m}-u_{n}$ as a test function we get

$$
\begin{gather*}
\int_{\Omega^{\prime}}\left(\left|D u_{n}^{m}\right|^{p-2} D u_{n}^{m}-\left|D u_{n}\right|^{p-2} D u_{n}\right) D\left(u_{n}^{m}-u_{n}\right) d x \\
+\int_{\Omega^{\prime}}\left(\left|u_{n}^{m}\right|^{p-2} u_{n}^{m}-\left|u_{n}\right|^{p-2} u_{n}\right)\left(u_{n}^{m}-u_{n}\right) d \mu_{n} \\
+m \int_{\Omega^{\prime}}\left(\left|u_{n}^{m}\right|^{p-2} u_{n}^{m}-\left|u_{n}\right|^{p-2} u_{n}\right)\left(u_{n}^{m}-u_{n}\right) d x  \tag{4.10}\\
=-\int_{\Omega^{\prime}}\left|D u_{n}\right|^{p-2} D u_{n} D\left(u_{n}^{m}-u_{n}\right) d x-\int_{\Omega^{\prime}}\left|u_{n}\right|^{p-2} u_{n}\left(u_{n}^{m}-u_{n}\right) d \mu_{n}
\end{gather*}
$$

Since for every $\xi_{1}, \xi_{2} \in \mathbf{R}^{N}$ and for every $p \geq 2$ we have

$$
\begin{equation*}
\left(\left|\xi_{1}\right|^{p-2} \xi_{1}-\left|\xi_{2}\right|^{p-2} \xi_{2}\right)\left(\xi_{1}-\xi_{2}\right) \geq 2^{2-p}\left|\xi_{1}-\xi_{2}\right|^{p} \tag{4.11}
\end{equation*}
$$

applying Young's inequality in (4.10) we get

$$
\begin{gathered}
2^{2-p} \int_{\Omega^{\prime}}\left|D\left(u_{n}^{m}-u_{n}\right)\right|^{p} d x+2^{2-p} \int_{\Omega^{\prime}}\left|u_{n}^{m}-u_{n}\right|^{p} d \mu_{n}+2^{2-p} m \int_{\Omega^{\prime}}\left|u_{n}^{m}-u_{n}\right|^{p} d x \\
\leq \frac{1}{\varepsilon^{p^{\prime}} p^{\prime}}\left(\int_{\Omega^{\prime}}\left|D u_{n}\right|^{p} d x+\int_{\Omega^{\prime}}\left|u_{n}\right|^{p} d \mu_{n}\right) \\
+\frac{\varepsilon^{p}}{p}\left(\int_{\Omega^{\prime}}\left|D\left(u_{n}^{m}-u_{n}\right)\right|^{p} d x+\int_{\Omega^{\prime}}\left|u_{n}^{m}-u_{n}\right|^{p} d \mu_{n}\right)
\end{gathered}
$$

where $\varepsilon>0$ is an arbitrary real number. Since $\left(u_{n}\right)$ is bounded in $W_{0}^{1, p}\left(\Omega^{\prime}\right)$ and (4.5) holds, by choosing $\varepsilon$ small enough we obtain that there exists a constant $C>0$ such that

$$
\begin{equation*}
\int_{\Omega^{\prime}}\left|D\left(u_{n}^{m}-u_{n}\right)\right|^{p} d x+m \int_{\Omega^{\prime}}\left|u_{n}^{m}-u_{n}\right|^{p} d x \leq C \tag{4.12}
\end{equation*}
$$

By (4.12) we have that the sequence $\left(u_{n}^{m}\right)$ is bounded in $W_{0}^{1, p}\left(\Omega^{\prime}\right)$, uniformly in $m$ and $n$. Then for every $m \in \mathbf{N}$ there exists a subsequence of $\left(u_{n}^{m}\right)$ (we can choose the subsequence independent of $m$ ) which converges to a function $u^{m}$ weakly in $W_{0}^{1, p}\left(\Omega^{\prime}\right)$. By the weak lower semicontinuity of the norm, the sequence $\left(u^{m}\right)$ is also bounded in $W_{0}^{1, p}\left(\Omega^{\prime}\right)$. Moreover by (4.12) we get

$$
\int_{\Omega^{\prime}}\left|u^{m}-u\right|^{p} d x=\lim _{n \rightarrow \infty} \int_{\Omega^{\prime}}\left|u_{n}^{m}-u_{n}\right|^{p} d x \leq \frac{C}{m}
$$

and hence $\left(u^{m}\right)$ converges weakly to $u$ in $W_{0}^{1, p}\left(\Omega^{\prime}\right)$. By (4.9) we have that $\left|u^{m}\right| \leq$ $m^{1 /(p-1)} K w p$-q.e. in $\Omega^{\prime}$ and hence $u^{m}$ belongs to the set $\mathcal{K}=\left\{v \in W_{0}^{1, p}\left(\Omega^{\prime}\right): v=\right.$ $0 p$-q.e. in $\left.\{w=0\}_{\Omega^{\prime}}\right\}$. Since $\mathcal{K}$ is convex and closed in $W_{0}^{1, p}\left(\Omega^{\prime}\right)$, it is weakly closed. Therefore $u \in \mathcal{K}$ and hence $\{u=0\}_{\Omega^{\prime}} \supseteq\{w=0\}_{\Omega^{\prime}}$.

Finally let us consider the general case where the sequence $\left(u_{n}\right)$ is not bounded in $L^{\infty}\left(\Omega^{\prime}\right)$ but $u_{n} \in W^{1, p}\left(\Omega^{\prime}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}\right)$, satisfies (4.5), and converges weakly in $W^{1, p}\left(\Omega^{\prime}\right)$ to $u$. Let $\Phi$ be a function in $W_{0}^{1, \infty}\left(\Omega^{\prime}\right)$, with $\Phi>0$ in $\Omega^{\prime}$, and for every $n \in \mathbf{N}$ let $T_{1} u_{n}$ be the truncation at the level 1 of $u_{n}$. Since $\Phi T_{1} u_{n} \in W_{0}^{1, p}\left(\Omega^{\prime}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}\right)$ and the sequence $\left(\Phi T_{1} u_{n}\right)$ satisfies (4.5), is bounded in $L^{\infty}\left(\Omega^{\prime}\right)$, and converges weakly in $W_{0}^{1, p}\left(\Omega^{\prime}\right)$ to $\Phi T_{1} u$, by the previous step we can conclude that $\left\{\Phi T_{1} u=0\right\}_{\Omega^{\prime}} \supseteq\{w=$ $0\}_{\Omega^{\prime}}$ and hence $\{u=0\}_{\Omega^{\prime}} \supseteq\{w=0\}_{\Omega^{\prime}}$.

LEMMA 4.6. Let $\left(v_{n}\right)$, with $v_{n} \in W^{1, p}\left(\Omega^{\prime}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}\right)$, be a sequence which converges to a function $v$ weakly in $W^{1, p}\left(\Omega^{\prime}\right)$, and suppose that there exists a constant $C>0$ such that

$$
\begin{equation*}
\int_{\Omega^{\prime}}\left|v_{n}\right|^{p} d \mu_{n} \leq C \tag{4.13}
\end{equation*}
$$

for every $n \in \mathbf{N}$. Then we have

$$
\begin{gather*}
\lim _{n \rightarrow \infty}\left(\int_{\Omega^{\prime}} \varphi\left|D\left(w_{n} \psi\right)\right|^{p-2} D\left(w_{n} \psi\right) D v_{n} d x+\int_{\Omega^{\prime}} \varphi\left|w_{n} \psi\right|^{p-2} w_{n} \psi v_{n} d \mu_{n}\right)  \tag{4.14}\\
\quad=\int_{\Omega^{\prime}} \varphi|D(w \psi)|^{p-2} D(w \psi) D v d x+\int_{\Omega^{\prime}} \varphi|w \psi|^{p-2} w \psi v d \mu
\end{gather*}
$$

for every $\psi \in W^{1, p}\left(\Omega^{\prime}\right) \cap L^{\infty}\left(\Omega^{\prime}\right)$ and for every $\varphi \in W_{0}^{1, p}\left(\Omega^{\prime}\right) \cap L^{\infty}\left(\Omega^{\prime}\right)$.

Proof. Let $\psi \in W^{1, p}\left(\Omega^{\prime}\right) \cap L^{\infty}\left(\Omega^{\prime}\right)$ and $\varphi \in W_{0}^{1, p}\left(\Omega^{\prime}\right) \cap L^{\infty}\left(\Omega^{\prime}\right)$. Since for every $p \geq 2$ the following inequality holds

$$
\begin{equation*}
\left|\left|\xi_{1}\right|^{p-2} \xi_{1}-\left|\xi_{2}\right|^{p-2} \xi_{2}\right| \leq(p-1)\left(\left|\xi_{1}\right|+\left|\xi_{2}\right|\right)^{p-2}\left|\xi_{1}-\xi_{2}\right| \tag{4.15}
\end{equation*}
$$

for every $\xi_{1}, \xi_{2} \in \mathbf{R}^{N}$, as in Lemma 4.2 , we can conclude that $\left(\left|D\left(w_{n} \psi\right)\right|^{p-2} D\left(w_{n} \psi\right)-\right.$ $\left.\left|\psi D w_{n}\right|^{p-2} \psi D w_{n}\right)$ converges to $|D(w \psi)|^{p-2} D(w \psi)-|\psi D w|^{p-2} \psi D w$ strongly in $L^{p^{\prime}}\left(\Omega^{\prime}, \mathbf{R}^{N}\right)$. Thus

$$
\begin{gather*}
\lim _{n \rightarrow \infty}\left(\int_{\Omega^{\prime}} \varphi\left|D\left(w_{n} \psi\right)\right|^{p-2} D\left(w_{n} \psi\right) D v_{n} d x-\int_{\Omega^{\prime}} \varphi\left|\psi D w_{n}\right|^{p-2} \psi D w_{n} D v_{n} d x\right) \\
=\int_{\Omega^{\prime}}\left(|D(w \psi)|^{p-2} D(w \psi)-|\psi D w|^{p-2} \psi D w\right) D v \varphi d x . \tag{4.16}
\end{gather*}
$$

In order to conclude the proof it is enough to show that

$$
\begin{gather*}
\lim _{n \rightarrow \infty}\left(\int_{\Omega^{\prime}} \varphi\left|\psi D w_{n}\right|^{p-2} \psi D w_{n} D v_{n} d x+\int_{\Omega^{\prime}} \varphi\left|w_{n} \psi\right|^{p-2} w_{n} \psi v_{n} d \mu_{n}\right) \\
=\int_{\Omega^{\prime}} \varphi|\psi D w|^{p-2} \psi D w D v d x+\int_{\Omega^{\prime}} \varphi|\psi|^{p-2} \psi v d \nu, \tag{4.17}
\end{gather*}
$$

where $\nu \in W^{-1, p^{\prime}}(\Omega)$ is the Radon measure defined in Theorem 3.5. Indeed, since by Lemma 4.5 we have that $\{v=0\}_{\Omega^{\prime}} \supseteq\{w=0\}_{\Omega^{\prime}}$, by (3.4) we get

$$
\int_{\Omega^{\prime}} \varphi|\psi|^{p-2} \psi v d \nu=\int_{\{w>0\}_{\Omega^{\prime}}} \varphi|\psi|^{p-2} \psi v d \nu=\int_{\Omega^{\prime}} \varphi w^{p-1}|\psi|^{p-2} \psi v d \mu ;
$$

therefore the conclusion follows from (4.16) and (4.17).
It remains to prove (4.17). Let us consider $\phi \in W_{0}^{1, \infty}\left(\Omega^{\prime}\right)$. Taking $\phi v_{n} \in$ $W_{0}^{1, p}\left(\Omega^{\prime}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}\right) \subset W_{0}^{1, p}(\Omega) \cap L_{\mu_{n}}^{p}(\Omega)$ as a test function in problem (3.5), and taking into account that $\nu=1+\Delta_{p} w$ in $W^{-1, p^{\prime}}(\Omega)$ (Theorem 3.5), we obtain

$$
\begin{gather*}
\lim _{n \rightarrow \infty} \int_{\Omega^{\prime}} \phi\left|D w_{n}\right|^{p-2} D w_{n} D v_{n} d x+\int_{\Omega^{\prime}} \phi\left|w_{n}\right|^{p-2} w_{n} v_{n} d \mu_{n} \\
=\lim _{n \rightarrow \infty} \int_{\Omega^{\prime}} \phi v_{n} d x-\int_{\Omega^{\prime}}\left|D w_{n}\right|^{p-2} D w_{n} D \phi v_{n} d x  \tag{4.18}\\
=\int_{\Omega^{\prime}} \phi v d x-\int_{\Omega^{\prime}}|D w|^{p-2} D w D \phi v d x=\int_{\Omega^{\prime}} \phi|D w|^{p-2} D w D v d x+\int_{\Omega^{\prime}} \phi v d \nu .
\end{gather*}
$$

We have to prove that (4.18) holds for every $\phi \in W_{0}^{1, p}\left(\Omega^{\prime}\right) \cap L^{\infty}\left(\Omega^{\prime}\right)$. Let $\phi \in$ $W_{0}^{1, p}\left(\Omega^{\prime}\right) \cap L^{\infty}\left(\Omega^{\prime}\right)$. Since $\nu$ is a Radon measure in $W^{-1, p^{\prime}}(\Omega)$, it is possible to construct a sequence ( $\phi_{m}$ ) of functions in $W_{0}^{1, \infty}\left(\Omega^{\prime}\right)$ bounded in $L^{\infty}\left(\Omega^{\prime}\right)$, which converges to $\phi$ a.e. and $\nu$-a.e. in $\Omega^{\prime}$. By (4.18) we have

$$
\begin{gather*}
\left.\left|\int_{\Omega^{\prime}} \phi\right| D w_{n}\right|^{p-2} D w_{n} D v_{n} d x+\int_{\Omega^{\prime}} \phi\left|w_{n}\right|^{p-2} w_{n} v_{n} d \mu_{n}-\int_{\Omega^{\prime}} \phi|D w|^{p-2} D w D v d x-\int_{\Omega^{\prime}} \phi v d \nu \mid \\
\leq\left.\left|\int_{\Omega^{\prime}}\left(\phi-\phi_{m}\right)\right| D w_{n}\right|^{p-2} D w_{n} D v_{n} d x+\int_{\Omega^{\prime}}\left(\phi-\phi_{m}\right)\left|w_{n}\right|^{p-2} w_{n} v_{n} d \mu_{n} \mid \\
\quad+\left.\left|\int_{\Omega^{\prime}}\left(\phi_{m}-\phi\right)\right| D w\right|^{p-2} D w D v d x+\int_{\Omega^{\prime}}\left(\phi_{m}-\phi\right) v d \nu \mid+o_{n} . \tag{4.19}
\end{gather*}
$$

By the dominated convergence theorem the limit as $m \rightarrow \infty$ of the second term in the right-hand side of (4.19) is zero. It remains to estimate the first term of the right-hand side of (4.19). Since $\left(\phi_{m}\right)$ is bounded in $L^{\infty}\left(\Omega^{\prime}\right)$, by Hölder's inequality, (4.13), and Lemma 4.1 we obtain

$$
\begin{gathered}
\left.\quad\left|\int_{\Omega^{\prime}}\left(\phi-\phi_{m}\right)\right| D w_{n}\right|^{p-2} D w_{n} D v_{n} d x+\int_{\Omega^{\prime}}\left(\phi-\phi_{m}\right)\left|w_{n}\right|^{p-2} w_{n} v_{n} d \mu_{n} \mid \\
\leq C\left(\int_{\Omega^{\prime}}\left|D w_{n}\right|^{p}\left|\phi-\phi_{m}\right|^{\frac{p}{(p-1)}} d x+\int_{\Omega^{\prime}}\left|w_{n}\right|^{p}\left|\phi-\phi_{m}\right|^{\frac{p}{(p-1)}} d \mu_{n}\right)^{\frac{p-1}{p}} \\
=C\left(\int_{\Omega^{\prime}}|D w|^{p}\left|\phi-\phi_{m}\right|^{\frac{p}{(p-1)}} d x+\int_{\Omega^{\prime}}|w|^{p}\left|\phi-\phi_{m}\right|^{\frac{p}{(p-1)}} d \mu\right)^{\frac{p-1}{p}}+o_{n}=o_{m, n},
\end{gathered}
$$

where $C$ is a positive constant independent of $n$ and $m$ and where for the last limit we used the dominated convergence theorem. Finally (4.17) follows immediately from (4.18) by choosing $\phi=\varphi|\psi|^{p-2} \psi$.

We are now in a position to prove Theorem 4.4.
Proof of Theorem 4.4. If $\liminf _{n \rightarrow \infty} \int_{\Omega^{\prime}}\left|u_{n}\right|^{p} d \mu_{n}=+\infty$, then inequality (4.6) is trivially satisfied; otherwise it is not restrictive to suppose that (4.5) holds. Let $\psi \in W^{1, p}\left(\Omega^{\prime}\right) \cap L^{\infty}\left(\Omega^{\prime}\right)$, and let $\varphi \in W_{0}^{1, p}\left(\Omega^{\prime}\right) \cap L^{\infty}\left(\Omega^{\prime}\right)$ with $\varphi \geq 0$. Since for every $\xi_{1}, \xi_{2} \in \mathbf{R}^{N}$, by the convexity of the function $|\cdot|^{p}$, the following inequality holds:

$$
\begin{equation*}
\left|\xi_{1}\right|^{p}-\left|\xi_{2}\right|^{p} \geq p\left|\xi_{2}\right|^{p-2} \xi_{2}\left(\xi_{1}-\xi_{2}\right) \tag{4.20}
\end{equation*}
$$

we have

$$
\begin{gathered}
\int_{\Omega^{\prime}} \varphi\left|D u_{n}\right|^{p} d x+\int_{\Omega^{\prime}} \varphi\left|u_{n}\right|^{p} d \mu_{n} \geq \int_{\Omega^{\prime}} \varphi\left|D\left(w_{n} \psi\right)\right|^{p} d x+\int_{\Omega^{\prime}} \varphi\left|w_{n} \psi\right|^{p} d \mu_{n} \\
+p \int_{\Omega^{\prime}}\left|D\left(w_{n} \psi\right)\right|^{p-2} D\left(w_{n} \psi\right) D\left(u_{n}-w_{n} \psi\right) \varphi d x+p \int_{\Omega^{\prime}}\left|w_{n} \psi\right|^{p-2} w_{n} \psi\left(u_{n}-w_{n} \psi\right) \varphi d \mu_{n}
\end{gathered}
$$

By Lemmas 4.2 and 4.6 we get

$$
\begin{gather*}
\liminf _{n \rightarrow \infty}\left(\int_{\Omega^{\prime}} \varphi\left|D u_{n}\right|^{p} d x+\int_{\Omega^{\prime}} \varphi\left|u_{n}\right|^{p} d \mu_{n}\right) \\
\geq \int_{\Omega^{\prime}} \varphi|D(w \psi)|^{p} d x+\int_{\Omega^{\prime}} \varphi|w \psi|^{p} d \mu  \tag{4.21}\\
+p \int_{\Omega^{\prime}}|D(w \psi)|^{p-2} D(w \psi) D(u-w \psi) \varphi d x+p \int_{\Omega^{\prime}}|w \psi|^{p-2} w \psi(u-w \psi) \varphi d \mu .
\end{gather*}
$$

Assume that $u \in L^{\infty}\left(\Omega^{\prime}\right)$. Let $\varepsilon>0$ and let us choose in (4.21) $\psi=\frac{u}{w \vee \varepsilon}$ and $\varphi=\phi R_{\varepsilon}(w)$, with $0 \leq \phi \leq 1, \phi \in W_{0}^{1, p}\left(\Omega^{\prime}\right) \cap L^{\infty}\left(\Omega^{\prime}\right)$, and $R_{\varepsilon}: \mathbf{R} \mapsto \mathbf{R}$ defined by

$$
R_{\varepsilon}(s)= \begin{cases}0 & \text { if } s \leq \varepsilon \\ \frac{s}{\varepsilon}-1 & \text { if } \varepsilon \leq s \leq 2 \varepsilon \\ 1 & \text { if } 2 \varepsilon \leq s<+\infty\end{cases}
$$

Since $w \psi=u p$-q.e. in $\{w>\varepsilon\}$ and $\phi R_{\varepsilon}(w)=0$-q.e. in $\{w \leq \varepsilon\}$, by (4.21) we have

$$
\begin{gathered}
\liminf _{n \rightarrow \infty}\left(\int_{\Omega^{\prime}}\left|D u_{n}\right|^{p} d x+\int_{\Omega^{\prime}}\left|u_{n}\right|^{p} d \mu_{n}\right) \\
\geq \int_{\Omega^{\prime} \cap\{w>\varepsilon\}} R_{\varepsilon}(w) \phi|D u|^{p} d x+\int_{\Omega^{\prime} \cap\{w>\varepsilon\}} R_{\varepsilon}(w) \phi|u|^{p} d \mu
\end{gathered}
$$

which, by the monotone convergence theorem, implies

$$
\begin{align*}
& \liminf _{n \rightarrow \infty}\left(\int_{\Omega^{\prime}}\left|D u_{n}\right|^{p} d x+\int_{\Omega^{\prime}}\left|u_{n}\right|^{p} d \mu_{n}\right)  \tag{4.22}\\
& \quad \geq \int_{\Omega^{\prime} \cap\{w>0\}} \phi|D u|^{p} d x+\int_{\Omega^{\prime} \cap\{w>0\}} \phi|u|^{p} d \mu
\end{align*}
$$

for every $\phi \in W_{0}^{1, p}\left(\Omega^{\prime}\right) \cap L^{\infty}\left(\Omega^{\prime}\right)$ with $0 \leq \phi \leq 1$. Since $D u=0$ a.e. in $\{u=0\}_{\Omega^{\prime}}$ and by Lemma $4.5\{u=0\}_{\Omega^{\prime}} \supseteq\{w=0\}_{\Omega^{\prime}}$, estimate (4.23) may be written as

$$
\liminf _{n \rightarrow \infty}\left(\int_{\Omega^{\prime}}\left|D u_{n}\right|^{p} d x+\int_{\Omega^{\prime}}\left|u_{n}\right|^{p} d \mu_{n}\right) \geq \int_{\Omega^{\prime}} \phi|D u|^{p} d x+\int_{\Omega^{\prime}} \phi|u|^{p} d \mu
$$

Thus, by the monotone convergence theorem, we deduce that $u \in L_{\mu}^{p}\left(\Omega^{\prime}\right)$ and (4.6) holds. If $u$ does not belong to $L^{\infty}\left(\Omega^{\prime}\right)$, it is enough to apply the previous step to the sequence of truncations $T_{k}\left(u_{n}\right)$ with $k \in \mathbf{N}$. Then we have

$$
\begin{gathered}
\liminf _{n \rightarrow \infty}\left(\int_{\Omega^{\prime}}\left|D u_{n}\right|^{p} d x+\int_{\Omega^{\prime}}\left|u_{n}\right|^{p} d \mu_{n}\right) \geq \liminf _{n \rightarrow \infty}\left(\int_{\Omega^{\prime}}\left|D T_{k}\left(u_{n}\right)\right|^{p} d x+\int_{\Omega^{\prime}}\left|T_{k}\left(u_{n}\right)\right|^{p} d \mu_{n}\right) \\
\geq \int_{\Omega^{\prime}}\left|D T_{k}(u)\right|^{p} d x+\int_{\Omega^{\prime}}\left|T_{k}(u)\right|^{p} d \mu
\end{gathered}
$$

We conclude the proof by the monotone convergence theorem, taking the limit as $k \rightarrow \infty$.
5. Relaxed Dirichlet problems with monotone operators. Let $A$ be the monotone operator defined from $W^{1, p}\left(\Omega, \mathbf{R}^{M}\right)$ to $W^{-1, p^{\prime}}\left(\Omega, \mathbf{R}^{M}\right)$, with $2 \leq p<+\infty$ and $M \geq 2$, mapping $u \in W^{1, p}\left(\Omega, \mathbf{R}^{M}\right)$ in $A u=-\operatorname{div}(a(x, D u)) \in W^{-1, p^{\prime}}\left(\Omega, \mathbf{R}^{M}\right)$, where $a: \Omega \times \mathbf{M}^{M \times N} \mapsto \mathbf{M}^{M \times N}$ is a Carathéodory function. We shall assume that the function $a$ satisfies the following conditions:
(i) there exists a constant $\alpha>0$ such that

$$
\left(a\left(x, \xi_{1}\right)-a\left(x, \xi_{2}\right)\right)\left(\xi_{1}-\xi_{2}\right) \geq \alpha\left|\xi_{1}-\xi_{2}\right|^{p}
$$

for every $\xi_{1}, \xi_{2} \in \mathbf{M}^{M \times N}$ and for a.e. $x \in \Omega$;
(ii) there exists a constant $\beta>0$ and a function $h \in L^{\frac{p}{p-2}}(\Omega)$ such that

$$
\left|a\left(x, \xi_{1}\right)-a\left(x, \xi_{2}\right)\right| \leq \beta\left(h(x)+\left(\left|\xi_{1}\right|+\left|\xi_{2}\right|\right)^{p-2}\right)\left|\xi_{1}-\xi_{2}\right|
$$

for every $\xi_{1}, \xi_{2} \in \mathbf{M}^{M \times N}$ and for a.e. $x \in \Omega$;
(iii) $a(x, 0)=0$ a.e. in $\Omega$.

These hypotheses imply in particular that the following conditions hold:
(iv) there exists a constant $\eta>0$ and a function $k \in L^{p^{\prime}}(\Omega)$ such that

$$
|a(x, \xi)| \leq k(x)+\eta|\xi|^{p-1}
$$

for every $\xi \in \mathbf{M}^{M \times N}$ and for a.e. $x \in \Omega$;
(v) $a(x, \xi) \xi \geq \alpha|\xi|^{p}$ for every $\xi \in \mathbf{M}^{M \times N}$ and a.e. $x \in \Omega$.

We shall see in section 10 that the results proved in what follows hold for a class of operators which satisfy more general conditions than (i)-(iv) above.

Given three positive constants $c_{1}, c_{2}$, and $\sigma$, with $0<\sigma \leq 1$, let us define the class $\mathcal{F}\left(c_{1}, c_{2}, \sigma\right)$ of all vector functions $F: \Omega \times \mathbf{R}^{M} \mapsto \mathbf{R}^{M}$ such that the following properties are satisfied:
(I) $F(x, s)$ is a Borel function;
(II) for every $s_{1}, s_{2} \in \mathbf{R}^{M}$ and for every $x \in \Omega$ we have

$$
\left(F\left(x, s_{1}\right)-F\left(x, s_{2}\right)\right)\left(s_{1}-s_{2}\right) \geq c_{1}\left|s_{1}-s_{2}\right|^{p}
$$

(III) for every $s_{1}, s_{2} \in \mathbf{R}^{M}$ and for every $x \in \Omega$ we have

$$
\left|F\left(x, s_{1}\right)-F\left(x, s_{2}\right)\right| \leq c_{2}\left(\left|s_{1}\right|+\left|s_{2}\right|\right)^{p-1-\sigma}\left|s_{1}-s_{2}\right|^{\sigma}
$$

(IV) $F(x, 0)=0$ for every $x \in \Omega$.

As consequence of properties (III) and (IV) we have that the function $F$ also satisfies
(V) $|F(x, s)| \leq c_{2}|s|^{p-1}$ for every $s \in \mathbf{R}^{M}$ and for every $x \in \Omega$,
and by properties (II) and (IV) we get
(VI) $F(x, s) s \geq c_{1}|s|^{p}$ for every $s \in \mathbf{R}^{M}$ and for every $x \in \Omega$.

In the following we shall fix a constant $L>0$ and we shall denote by $\mathcal{F}(L)$ the class $\mathcal{F}(\alpha, L, 1)$, where $\alpha$ is the positive constant which appears in condition (i) above.

From now on by $C$ we shall denote a positive constant, depending only on $\alpha, \beta$, $L$, and $p$, which can change from line to line.

Let $f \in W^{-1, p^{\prime}}\left(\Omega, \mathbf{R}^{M}\right)$, let $\left(\mu_{n}\right)$ be a sequence of $\mathcal{M}_{0}^{p}(\Omega)$, and let $F_{n} \in \mathcal{F}(L)$. Let us consider the following nonlinear systems with boundary Dirichlet condition:

$$
\left\{\begin{array}{l}
u_{n} \in W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega, \mathbf{R}^{M}\right),  \tag{5.1}\\
\int_{\Omega} a\left(x, D u_{n}\right) D v d x+\int_{\Omega} F_{n}\left(x, u_{n}\right) v d \mu_{n}=\langle f, v\rangle \\
\forall v \in W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega, \mathbf{R}^{M}\right) .
\end{array}\right.
$$

Since by Remark $3.1\langle f, \cdot\rangle$ is a functional in $\left(W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega, \mathbf{R}^{M}\right)\right)^{\prime}$, by assumptions (i)-(v) and (I)-(VI) the theory of monotone operators (see [23]) assures the existence of a unique solution $u_{n}$ of problem (5.1). From (v) and (VI), taking $u_{n}$ as a test function in (5.1), it is easy to see that the sequence $\left(u_{n}\right)$ is bounded in $W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right)$ for any choice of $\left(\mu_{n}\right)$ and $\left(F_{n}\right)$. Thus, up to a subsequence, the sequence ( $u_{n}$ ) converges weakly in $W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right)$ to some function $u \in W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right)$. Our goal is to find the variational problem satisfied by the function $u$. To this aim we shall consider special sequences of test functions $v_{n} \in W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega, \mathbf{R}^{M}\right)$ which converge weakly to some function $v \in W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega, \mathbf{R}^{M}\right)$, and we shall try to take the limit in problem (5.1). This is the energy method of L. Tartar.

In order to prove that the structure of the limit problem is local (i.e., it does not depend on the choice of the domain $\Omega$ and of the boundary data), in what follows, we shall consider a more general situation. Namely, we shall study the asymptotic behavior of an arbitrary sequence $\left(u_{n}\right)$ of solutions of the problems

$$
\left\{\begin{array}{l}
u_{n} \in W^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right),  \tag{5.2}\\
\int_{\Omega^{\prime}} a\left(x, D u_{n}\right) D v d x+\int_{\Omega^{\prime}} F_{n}\left(x, u_{n}\right) v d \mu_{n}=\left\langle f_{n}, v\right\rangle \\
\forall v \in W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right),
\end{array}\right.
$$

where $\Omega^{\prime}$ is an open subset of $\Omega, f_{n} \in\left(W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)\right)^{\prime}$. We do not require any boundary data for $u_{n}$, while we assume that the sequence $\left(u_{n}\right)$ is bounded
in $W^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$, which implies in particular that, up to a subsequence, $\left(u_{n}\right)$ converges weakly to some $u$ in $W^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$. For the sequence $\left(f_{n}\right)$, we shall assume a notion of convergence specified by the following definition.

DEFINITION 5.1. Let $\left(\mu_{n}\right)$ be a sequence of $\mathcal{M}_{0}^{p}(\Omega)$ which $\gamma^{-\Delta_{p}}$-converges to a measure $\mu$. Let $\left(f_{n}\right)$ be a sequence of functionals, with $f_{n} \in\left(W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap\right.$ $\left.L_{\mu_{n}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)\right)^{\prime}$, and let $f \in\left(W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)\right)^{\prime}$. We shall say that the sequence $\left(f_{n}\right)$ converges to $f$ in the sense of $\left(\mathcal{H}_{\Omega^{\prime}}\right)$ if the following condition is satisfied:
$\left(\mathcal{H}_{\Omega^{\prime}}\right)$ If $v \in W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right), v_{n} \in W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$ for every $n$, and $\left(v_{n}\right)$ converges to $v$ weakly in $W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$, then $\left\langle f_{n}, v_{n}\right\rangle \rightarrow$ $\langle f, v\rangle$.
The next lemma gives an estimate of the norm in $\left(W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)\right)^{\prime}$ of a sequence of functionals $\left(f_{n}\right)$ which converges in the sense of $\left(\mathcal{H}_{\Omega^{\prime}}\right)$, while Proposition 5.3 gives a local estimate of the norm in $L_{\mu_{n}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$ of the corresponding solutions $u_{n}$ of problem (5.2).

LEMMA 5.2. Let $f \in\left(W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)\right)^{\prime}$, and let $f_{n} \in\left(W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap\right.$ $\left.L_{\mu_{n}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)\right)^{\prime}$ for every $n$. If $\left(f_{n}\right)$ converges to $f$ in the sense of $\left(\mathcal{H}_{\Omega^{\prime}}\right)$, then $\left(\left\|f_{n}\right\|\right)$ converges to $\|f\|$, where the norm of $f_{n}$ (resp., $f$ ) is taken in the space $\left(W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)\right)^{\prime}\left(\right.$ resp.,$\left.\left(W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)\right)^{\prime}\right)$.

Proof. Let $\left(\zeta_{n}\right)$ be a sequence such that $\zeta_{n} \in W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$, with unit norm and $\left\|f_{n}\right\|=\left\langle f_{n}, \zeta_{n}\right\rangle$. Then, up to a subsequence, $\left(\zeta_{n}\right)$ converges weakly in $W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$ to some function $\zeta$, by Theorem $4.4 \zeta \in W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$, and $\|\zeta\| \leq 1$. Since $\left(f_{n}\right)$ converges in the sense of $\left(\mathcal{H}_{\Omega^{\prime}}\right)$ we have that

$$
\lim _{n \rightarrow \infty}\left\|f_{n}\right\|=\lim _{n \rightarrow \infty}\left\langle f_{n}, \zeta_{n}\right\rangle=\langle f, \zeta\rangle \leq\|f\|
$$

In order to prove the opposite inequality let us consider the function $\zeta$ such that $\zeta \in W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$, with unit norm, $\|f\|=\langle f, \zeta\rangle$, and let $\left(\psi_{m}\right)$ be a sequence in $C_{0}^{\infty}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$ such that $\left(w \psi_{m}\right)$ converges strongly to $\zeta$ in $W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap$ $L_{\mu}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$. By Lemma 4.2 we have that the norm in the space $W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap$ $L_{\mu_{n}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$ of the functions $w_{n} \psi_{m}$ converges to the norm of $w \psi_{m}$ in the space $W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$. Thus, since $\left(w_{n} \psi_{m}\right)$ converges weakly in $W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$ to $w \psi_{m}$, we have

$$
\begin{gathered}
\|f\|=\langle f, \zeta\rangle=\lim _{m \rightarrow \infty} \lim _{n \rightarrow \infty}\left\langle f_{n}, w_{n} \psi_{m}\right\rangle \\
\leq \lim _{m \rightarrow \infty} \liminf _{n \rightarrow \infty}\left\|f_{n}\right\|\left\|w_{n} \psi_{m}\right\|
\end{gathered}=\liminf _{n \rightarrow \infty}\left\|f_{n}\right\|\|\zeta\|=\liminf _{n \rightarrow \infty}\left\|f_{n}\right\| .
$$

Proposition 5.3. Let $\left(u_{n}\right)$ be a sequence of solutions of problems (5.2). If the sequence $\left(u_{n}\right)$ is bounded in $W^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$, then

$$
\begin{equation*}
\int_{\Omega^{\prime}}\left|u_{n}\right|^{p} \varphi d \mu_{n} \leq M \tag{5.3}
\end{equation*}
$$

for every $\varphi \in C_{0}^{1}\left(\Omega^{\prime}\right)$, with $\varphi \geq 0$, where the constant $M$ depends on the norm in $C_{0}^{1}\left(\Omega^{\prime}\right)$ of $\varphi$.

Proof. The proof follows immediately, taking $u_{n} \varphi$ as test function in (5.2), by Lemma 5.2 and conditions (v) and (VI).

The following proposition shows that, without any additional assumption, the sequence $\left(u_{n}\right)$ converges strongly in $W^{1, r}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$ for every $1 \leq r<p$.

Proposition 5.4. Let $\left(u_{n}\right)$, with $u_{n} \in W^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$, be a sequence which converges to some function $u$ weakly in $W^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$. Suppose that there exists a sequence $\left(f_{n}\right)$, with $f_{n} \in\left(W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)\right)^{\prime}$, which converges to $f \in\left(W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)\right)^{\prime}$ in the sense of $\left(\mathcal{H}_{\Omega^{\prime}}\right)$, such that $u_{n}$ satisfies problem (5.2). Then $\left(u_{n}\right)$ converges to $u$ strongly in $W^{1, r}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$ for every $r<p$, and hence a subsequence of $\left(D u_{n}\right)$ converges to $D u$ pointwise a.e. in $\Omega^{\prime}$.

Proof. The proof follows the lines of the one given in [16] (see also [1]).
In the course this proof we shall denote by $C$ a positive constant independent on $n$. Let $\Psi: \mathbf{R} \mapsto \mathbf{R}$ be a $C^{1}$ function which satisfies the following properties:

$$
\begin{aligned}
& \Psi(t)=1 \quad \text { if } \quad|t|<1, \quad \Psi(t)=0 \quad \text { if } \quad|t| \geq 2 \\
& |\Psi(t)| \leq 1 \quad \forall t \in \mathbf{R}, \quad\left|\Psi^{\prime}(t)\right| \leq 2 \quad \forall t \in \mathbf{R}
\end{aligned}
$$

and let $\Phi(y)=\Psi(|y|) y$. Let $\delta>0$ and, for every $n \in \mathbf{N}$, let $\delta_{n} \leq \delta$ be a positive real number that we shall fix later. For every such a $\delta_{n}$ we define the function $\Phi_{\delta_{n}}(y)=$ $\delta_{n} \Phi\left(y / \delta_{n}\right)$. Given $\varphi \in C_{0}^{1}\left(\Omega^{\prime}\right)$, with $\varphi \geq 0$, we can take $\left(\Phi_{\delta_{n}}\left(u_{n}\right)+w_{n} \Phi_{\delta_{n}}\left(u_{n}-u\right)\right) \varphi$ as test function in problem (5.2), and we obtain

$$
\begin{gather*}
\int_{\Omega^{\prime}} a\left(x, D u_{n}\right) D \Phi_{\delta_{n}}\left(u_{n}\right) D u_{n} \varphi d x \\
+\int_{\Omega^{\prime}}\left(a\left(x, D u_{n}\right)-a(x, D u)\right) D \Phi_{\delta_{n}}\left(u_{n}-u\right) D\left(u_{n}-u\right) w_{n} \varphi d x \\
+\int_{\Omega^{\prime}} a\left(x, D u_{n}\right)\left(\Phi_{\delta_{n}}\left(u_{n}\right) \otimes D \varphi+\Phi_{\delta_{n}}\left(u_{n}-u\right) \otimes D\left(w_{n} \varphi\right)\right) d x  \tag{5.4}\\
+\int_{\Omega^{\prime}} F_{n}\left(x, u_{n}\right)\left(w_{n} \Phi_{\delta_{n}}\left(u_{n}-u\right)+\Phi_{\delta_{n}}\left(u_{n}\right)\right) \varphi d \mu_{n} \\
=\left\langle f_{n},\left(w_{n} \Phi_{\delta_{n}}\left(u_{n}-u\right)+\Phi_{\delta_{n}}\left(u_{n}\right)\right) \varphi\right\rangle \\
\quad-\int_{\Omega^{\prime}} a(x, D u) D \Phi_{\delta_{n}}\left(u_{n}-u\right) D\left(u_{n}-u\right) w_{n} \varphi d x
\end{gather*}
$$

Since $\left(u_{n}\right)$ is bounded in $W^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right),\left(w_{n}\right)$ is bounded in $W^{1, p}(\Omega)$, and $\left|\Phi_{\delta_{n}}\right| \leq$ $2 \delta_{n} \leq 2 \delta$, by condition (iv), we have

$$
\begin{equation*}
\left|\int_{\Omega^{\prime}} a\left(x, D u_{n}\right)\left(\Phi_{\delta_{n}}\left(u_{n}\right) \otimes D \varphi+\Phi_{\delta_{n}}\left(u_{n}-u\right) \otimes D\left(w_{n} \varphi\right)\right) d x\right| \leq C \delta . \tag{5.5}
\end{equation*}
$$

From property (V), Hölder's inequality, and Proposition 5.3 it follows that

$$
\begin{equation*}
\left|\int_{\Omega^{\prime}} F_{n}\left(x, u_{n}\right) \Phi_{\delta_{n}}\left(u_{n}-u\right) w_{n} \varphi d \mu_{n}\right| \leq C \delta \tag{5.6}
\end{equation*}
$$

while from property (VI) and the definition of the function $\Phi$ we get

$$
\begin{equation*}
\int_{\Omega^{\prime}} F_{n}\left(x, u_{n}\right) \Phi_{\delta_{n}}\left(u_{n}\right) \varphi d \mu_{n} \geq 0 \tag{5.7}
\end{equation*}
$$

Since $\left(\Phi_{\delta_{n}}\left(u_{n}-u\right) w_{n} \varphi\right)$ converges weakly to zero in $W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right)$ and $\left(f_{n}\right)$ converges in the sense of $\left(\mathcal{H}_{\Omega^{\prime}}\right)$, we have

$$
\begin{equation*}
\left\langle f_{n}, w_{n} \Phi_{\delta_{n}}\left(u_{n}-u\right) \varphi\right\rangle=o_{n} \tag{5.8}
\end{equation*}
$$

Moreover, as $0<\delta_{n} \leq \delta$ and the sequence $\left(\Phi_{\delta_{n}}\right)$ is uniformly Lipschitz, it is easy to see that there exists a positive number $\tilde{\delta} \leq \delta$ such that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\langle f_{n}, \Phi_{\delta_{n}}\left(u_{n}\right) \varphi\right\rangle=\left\langle f, \Phi_{\tilde{\delta}}(u) \varphi\right\rangle \tag{5.9}
\end{equation*}
$$

Finally, since $\left(D \Phi_{\delta_{n}}\left(u_{n}-u\right) D\left(u_{n}-u\right)\right)$ converges weakly to zero in $L^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$ we also obtain that

$$
\begin{equation*}
\int_{\Omega^{\prime}} a(x, D u) D \Phi_{\delta_{n}}\left(u_{n}-u\right) D\left(u_{n}-u\right) w_{n} \varphi d x=o_{n} \tag{5.10}
\end{equation*}
$$

Thus, by assumptions (i)-(v), by (5.4)-(5.10), and by the definition of the function $\Phi$, we get

$$
\begin{align*}
& \int_{\left\{\left|u_{n}\right|<\delta_{n}\right\}_{\Omega^{\prime}}}\left|D u_{n}\right|^{p} \varphi d x,+\int_{\left\{\left|u_{n}-u\right|<\delta_{n}\right\}_{\Omega^{\prime}}}\left|D\left(u_{n}-u\right)\right|^{p} w_{n} \varphi d x \\
& \leq C \int_{\left\{\delta_{n} \leq\left|u_{n}-u\right|<2 \delta_{n}\right\}_{\Omega^{\prime}}}\left(h+|D u|+\left|D u_{n}\right|\right)^{p-2}\left|D\left(u_{n}-u\right)\right|^{2} d x  \tag{5.11}\\
&+C \int_{\left\{\delta_{n} \leq\left|u_{n}\right|<2 \delta_{n}\right\}_{\Omega^{\prime}}}\left(k+\eta\left|D u_{n}\right|^{p-1}\right)\left|D u_{n}\right| d x+\left\langle f, \Phi_{\tilde{\delta}}(u) \varphi\right\rangle+C \delta+o_{n},
\end{align*}
$$

where we also used the fact that the sequence $\left(w_{n}\right)$ is bounded in $L^{\infty}(\Omega)$. Now, since $\left(u_{n}\right)$ is bounded in $W^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$, there exists a positive constant $K$ such that

$$
\int_{\Omega^{\prime}}\left(h+|D u|+\left|D u_{n}\right|\right)^{p-2}\left|D\left(u_{n}-u\right)\right|^{2} d x+\int_{\Omega^{\prime}}\left(k+\eta\left|D u_{n}\right|^{p-1}\right)\left|D u_{n}\right| d x \leq K
$$

In particular, if we fix $J \in \mathbf{N}$ and $\gamma>0$, then we have

$$
\begin{aligned}
& \sum_{j=1}^{J}\left(\int_{\left\{2^{j-1} \gamma \leq\left|u_{n}-u\right|<2^{j} \gamma\right\}_{\Omega^{\prime}}}\left(h+|D u|+\left|D u_{n}\right|\right)^{p-2}\left|D\left(u_{n}-u\right)\right|^{2} d x\right. \\
& \left.\quad+\int_{\left\{2^{j-1} \gamma \leq\left|u_{n}\right|<2^{j} \gamma\right\}_{\Omega^{\prime}}}\left(k+\eta\left|D u_{n}\right|^{p-1}\right)\left|D u_{n}\right| d x\right) \leq K
\end{aligned}
$$

so that, for every $n \in \mathbf{N}$, there exists $j(n) \in\{1, \ldots, J\}$ such that

$$
\begin{aligned}
& \int_{\left\{2^{j(n)-1} \gamma \leq\left|u_{n}-u\right|<2^{j(n)} \gamma\right\}_{\Omega^{\prime}}}\left(h+|D u|+\left|D u_{n}\right|\right)^{p-2}\left|D\left(u_{n}-u\right)\right|^{2} d x \\
& \quad+\int_{\left\{2^{j(n)-1} \gamma \leq\left|u_{n}\right|<2^{j(n)} \gamma\right\}_{\Omega^{\prime}}}\left(k+\eta\left|D u_{n}\right|^{p-1}\right)\left|D u_{n}\right| d x \leq \frac{K}{J}
\end{aligned}
$$

If in (5.11) we take $\delta=2^{J} \gamma$ and $\delta_{n}=2^{j(n)-1} \gamma$, then we get

$$
\begin{gather*}
\int_{\left\{\left|u_{n}\right|<\gamma\right\}_{\Omega^{\prime}}}\left|D u_{n}\right|^{p} \varphi d x+\int_{\left\{\left|u_{n}-u\right|<\gamma\right\}_{\Omega^{\prime}}}\left|D\left(u_{n}-u\right)\right|^{p} w_{n} \varphi d x  \tag{5.12}\\
\leq \frac{C}{J}+C 2^{J} \gamma+\left\langle f, \Phi_{\tilde{\delta}}(u) \varphi\right\rangle+o_{n},
\end{gather*}
$$

where we used the fact that $\delta_{n} \geq \gamma$ for every $n \in \mathbf{N}$. By Rellich's theorem the sequence ( $u_{n}$ ) converges to $u$ strongly in $L_{\mathrm{loc}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$, and hence, up to a subsequence,
pointwise a.e. in $\Omega^{\prime}$. Thus, by Egorov's theorem, for every $\sigma>0$ there exists a subset $S$ of $\Omega^{\prime}$, with $|S|<\sigma$, such that $\left(u_{n}\right)$ converges to $u$ uniformly on $\Omega^{\prime} \backslash S$.

Now let $\varepsilon>0$. If we choose $J \in \mathbf{N}$ and $\gamma>0$ such that $1 / J<\varepsilon$ and $\delta=2^{J} \gamma=\varepsilon$, then by (5.12) we have

$$
\limsup _{n \rightarrow \infty}\left(\int_{\left\{\left|u_{n}\right|<\gamma\right\}_{\Omega^{\prime}}}\left|D u_{n}\right|^{p} \varphi d x+\int_{\left\{\left|u_{n}-u\right|<\gamma\right\}_{\Omega^{\prime}}}\left|D\left(u_{n}-u\right)\right|^{p} w_{n} \varphi d x\right) \leq C \varepsilon+\left\langle f, \Phi_{\tilde{\delta}}(u) \varphi\right\rangle
$$

Moreover, for $n$ large enough we have that $\Omega^{\prime} \backslash S \subseteq\left\{\left|u_{n}-u\right|<\gamma\right\}_{\Omega^{\prime}}$ and $\{u=$ $0\}_{\Omega^{\prime}} \backslash S \subseteq\left\{\left|u_{n}\right|<\gamma\right\}_{\Omega^{\prime}}$, so that we get

$$
\begin{align*}
& \limsup _{n \rightarrow \infty}\left(\int_{\{u=0\}_{\Omega^{\prime}} \backslash S}\left|D u_{n}\right|^{p} \varphi d x+\int_{\Omega^{\prime} \backslash S}\left|D\left(u_{n}-u\right)\right|^{p} w_{n} \varphi d x\right)  \tag{5.13}\\
& \quad \leq C \varepsilon+\left\langle f, \Phi_{\tilde{\delta}}(u) \varphi\right\rangle
\end{align*}
$$

which, by using that $0 \leq \tilde{\delta} \leq \delta=\varepsilon$ and $\Phi_{\tilde{\delta}}(u) \varphi$ converges strongly to zero in $W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega, \mathbf{R}^{M}\right)$ as $\varepsilon$ tends to zero, gives

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\int_{\{u=0\}_{\Omega^{\prime}} \backslash S}\left|D u_{n}\right|^{p} \varphi d x+\int_{\Omega^{\prime} \backslash S}\left|D\left(u_{n}-u\right)\right|^{p} w_{n} \varphi d x\right)=0 \tag{5.14}
\end{equation*}
$$

By the arbitrariness of $\sigma$, we get, up to a subsequence, that $\left(D\left(u_{n}-u\right) w_{n}\right)$ and $\left(D u_{n} 1_{\{|u|=0\}_{\Omega^{\prime}}}\right)$ converges to zero pointwise a.e. in $\Omega^{\prime}$. Moreover, since $\left(w_{n}\right)$ converges to $w$ strongly in $L^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$ and by Lemma $4.5\{w>0\} \supseteq\{|u|>0\}_{\Omega^{\prime}}$, this implies that $\left(D u_{n}\right)$ converges pointwise to $D u$ a.e. in $\{|u|>0\}_{\Omega^{\prime}}$ and hence, as $|D u|=0$ a.e. in $\{|u|=0\}_{\Omega^{\prime}},\left(D u_{n}\right)$ converges pointwise to $D u$ a.e. in $\Omega^{\prime}$.

Finally, since $\left(u_{n}\right)$ is bounded in $W^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$, we obtain that $\left(u_{n}\right)$ converges to $u$ strongly in $W^{1, r}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$ for every $r<p$.

Remark 5.5. Under the same assumptions of Proposition 5.4, by (v) and Proposition 5.4 we have that $\left(a\left(x, D u_{n}\right)\right)$ converges to $a(x, D u)$ weakly in $L^{p^{\prime}}\left(\Omega^{\prime}, \mathbf{M}^{M \times N}\right)$ and strongly in $L^{r}\left(\Omega^{\prime}, \mathbf{M}^{M \times N}\right)$ for every $1 \leq r<p^{\prime}$. Similarly we deduce that $\left(a\left(x, D\left(u_{n}-\right.\right.\right.$ $u))$ ) converges to zero weakly in $L^{p^{\prime}}\left(\overline{\Omega^{\prime}}, \mathbf{M}^{M \times N}\right)$ and strongly in $L^{r}\left(\Omega^{\prime}, \mathbf{M}^{M \times N}\right)$ for every $1 \leq r<p^{\prime}$.
6. The limit problem. In this section we shall prove the main result of this paper (Theorem 6.4). We shall consider a sequence $\left(u_{n}\right)$ of solutions of problems (5.2), with $F_{n} \in \mathcal{F}(L)$ and $\mu_{n} \in \mathcal{M}_{0}^{p}(\Omega)$, which satisfies

$$
\begin{equation*}
\int_{\Omega^{\prime}}\left|D u_{n}\right|^{p} d x+\int_{\Omega^{\prime}}\left|u_{n}\right|^{p} d \mu_{n} \leq M \tag{6.1}
\end{equation*}
$$

where $M$ is a positive constant which depends on the sequence $\left(u_{n}\right)$. We shall show that a cluster point $u$ of such a sequence is a solution of a variational problem similar to (5.2). Namely we shall prove that the limit problem will be of the form

$$
\left\{\begin{array}{l}
u \in W^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)  \tag{6.2}\\
\int_{\Omega^{\prime}} a(x, D u) D v d x+\int_{\Omega^{\prime}} F(x, u) v d \mu=\langle f, v\rangle \\
\forall v \in W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)
\end{array}\right.
$$

where $\mu$ is a measure in $\mathcal{M}_{0}^{p}(\Omega)$ and $F(x, s)$ is a vector function in $\mathcal{F}(\alpha, C, 1 /(p-1))$ for a constant $C$ which depends only on $\alpha, \beta, L, N$, and $p$.

Remark 6.1. Let $\mu \in \mathcal{M}_{0}^{p}(\Omega)_{\tilde{F}}$ and let $\tilde{F}, F \in \mathcal{F}\left(c_{1}, c_{2}, \sigma\right)$ be two functions such that for every $s \in \mathbf{R}^{M} F(x, s)=\tilde{F}(x, s) \mu$-a.e. in $\{w>0\}$, where $w$ is the solution of problem (3.3). If in problem (6.2) we change $F$ by $\tilde{F}$ we obtain an equivalent problem. In particular the function $F(x, s)$ can be defined arbitrarily in the set $\{w=0\}$.

Let us introduce now a notion of convergence in the space $\mathcal{M}_{0}^{p}(\Omega) \times \mathcal{F}\left(c_{1}, c_{2}, \sigma\right)$, with $c_{1}>0, c_{2}>0$, and $0<\sigma \leq 1$.

DEFINITION 6.2. Let $\left(\mu_{n}\right)$ be a sequence in $\mathcal{M}_{0}^{p}(\Omega)$, let $\left(F_{n}\right)$ be a sequence in $\mathcal{F}\left(c_{1}, c_{2}, \sigma\right)$, let $\mu \in \mathcal{M}_{0}^{p}(\Omega)$ and $F \in \mathcal{F}\left(c_{1}, c_{2}, \sigma\right)$. We say that the pairs $\left(\mu_{n}, F_{n}\right) \gamma^{A}$ converge (in $\Omega$ ) to the pair $(\mu, F)$ if the following property holds: for any open set $\Omega^{\prime} \subseteq$ $\Omega$, for any sequence of functionals $\left(f_{n}\right)$ with $f_{n} \in\left(W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)\right)^{\prime}$, which converges to some $f \in\left(W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)\right)^{\prime}$ in the sense of $\left(\mathcal{H}_{\Omega^{\prime}}\right)$ (according with Definition 5.1), and for any sequence $\left(u_{n}\right)$ of solutions of problems (5.2) satisfying (6.1), all cluster points of the sequence $\left(u_{n}\right)$ in the weak topology of $W^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$ satisfy problem (6.2).

The most important property of the $\gamma^{A}$ convergence is the following result.
Proposition 6.3. Let $\left(\left(\mu_{n}, F_{n}\right)\right)$ be a sequence in $\mathcal{M}_{0}^{p}(\Omega) \times \mathcal{F}\left(c_{1}, c_{2}, \sigma\right)$ which $\gamma^{A}$-converges to a pair $(\mu, F)$. Then for any open set $\Omega^{\prime} \subseteq \Omega$ and for any sequence $\left(f_{n}\right)$, with $f_{n} \in\left(W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)\right)^{\prime}$, which converges to some $f \in\left(W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)\right)^{\prime}$ in the sense of $\left(\mathcal{H}_{\Omega^{\prime}}\right)$, the unique solution $u_{n}$ of the problem

$$
\left\{\begin{array}{l}
u_{n} \in W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right),  \tag{6.3}\\
\int_{\Omega^{\prime}} a\left(x, D u_{n}\right) D v d x+\int_{\Omega^{\prime}} F_{n}\left(x, u_{n}\right) v d \mu_{n}=\left\langle f_{n}, v\right\rangle \\
\forall v \in W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)
\end{array}\right.
$$

converges weakly in $W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$ to the unique solution $u$ of the problem

$$
\left\{\begin{array}{l}
u \in W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)  \tag{6.4}\\
\int_{\Omega^{\prime}} a(x, D u) D v d x+\int_{\Omega^{\prime}} F(x, u) v d \mu=\langle f, v\rangle \\
\forall v \in W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)
\end{array}\right.
$$

Proof. By using $u_{n}$ as a test function in (6.3) and by taking into account Lemma 5.2, we deduce that the sequence $\left(u_{n}\right)$ satisfies (6.1). This implies in particular that there exists a subsequence of $\left(u_{n}\right)$ which converges weakly in $W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$ to a function $u \in W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$. By the definition of $\gamma^{A}$-convergence, the function $u$ satisfies (6.4). Since this problem has a unique solution, the whole sequence $\left(u_{n}\right)$ converges to $u$.

The following theorem gives a compactness result for the $\gamma^{A}$-convergence.
THEOREM 6.4. Let $\left(\mu_{n}\right)$ be a sequence of measures in $\mathcal{M}_{0}^{p}(\Omega)$ and let $\left(F_{n}\right)$ be a sequence in $\mathcal{F}(L)$, with $L>0$. Then there exist an increasing sequence of integers $\left(n_{j}\right)$, a measure $\mu \in \mathcal{M}_{0}^{p}(\Omega)$, and a function $F \in \mathcal{F}(\alpha, C, 1 /(p-1))$ such that the pairs $\left(\mu_{n_{j}}, F_{n_{j}}\right) \gamma^{A}$-converge to $(\mu, F)$ in $\Omega$ (according to Definition 6.2), where $C$ is a positive constant which depends only on $\alpha, \beta, L, N$, and $p$.

Remark 6.5. The compactness result stated in Theorem 6.4 can be proved under more general assumptions on $\left(F_{n}\right)$. Namely, if the sequence $\left(F_{n}\right)$ belongs to
$\mathcal{F}\left(c_{1}, c_{2}, \sigma\right)$, for some constants $c_{1}>0, c_{2}>0$, and $0<\sigma \leq 1$, then there exist an increasing sequence of integers $\left(n_{j}\right)$, a measure $\mu \in \overline{\mathcal{M}}_{0}^{p}(\Omega)$, and a function $F \in \mathcal{F}\left(c_{1}^{\prime}, c_{2}^{\prime}, \sigma^{\prime}\right)$ such that the pairs $\left(\mu_{n_{j}}, F_{n_{j}}\right) \gamma^{A}$-converge to $(\mu, F)$ in $\Omega$. The positive constants $c_{1}$ and $c_{2}$ depend only on $\alpha, \beta, c_{1}, c_{2}, N, p$, and $\sigma$; while $\sigma^{\prime}=\min \{\sigma, 1 /(p-\sigma)\}$.

In order to simplify the exposition of the proof, we shall prove only the compactness result as stated in Theorem 6.4 (the proof of the general case stated in Remark 6.5 being analogous). Before proving Theorem 6.4 we need additional information on the behavior of the sequence $\left(u_{n}\right)$ of solutions of problems (5.2). To this aim we shall compare $\left(u_{n}\right)$ with the sequences $\left(w_{n} \psi_{m}\right), \psi_{m} \in C_{0}^{\infty}\left(\Omega, \mathbf{R}^{M}\right)$, of correctors for the $p$-Laplacian, studied in section 4.

In Lemma 6.6 and Propositions 6.7 and 6.8 , we shall consider an open set $\Omega^{\prime} \subseteq \Omega$, a sequence of measures $\left(\mu_{n}\right)$, a sequence of functions $\left(F_{n}\right)$, two sequences of functionals $\left(f_{n}\right),\left(g_{n}\right)$, two sequences of functions $\left(u_{n}\right),\left(z_{n}\right)$, a measure $\mu$, two functionals $f, g$, and two functions $u$ and $z$ such that

$$
\begin{align*}
& \left\{\begin{array}{l}
\mu_{n}, \mu \in \mathcal{M}_{0}^{p}(\Omega), \quad F_{n} \in \mathcal{F}(L), \\
\left(\mu_{n}\right) \gamma^{-\Delta_{p}} \text {-converges to } \mu,
\end{array}\right.  \tag{6.5}\\
& \left\{\begin{array}{l}
f_{n}, g_{n} \in\left(W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)\right)^{\prime}, \\
f, g \in\left(W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)\right)^{\prime}, \\
f_{n} \rightarrow f \text { in the sense of }\left(\mathcal{H}_{\Omega^{\prime}}\right), \\
g_{n} \rightarrow g \text { in the sense of }\left(\mathcal{H}_{\Omega^{\prime}}\right),
\end{array}\right.  \tag{6.6}\\
& \left\{\begin{array}{l}
u_{n}, z_{n} \in W^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right), \\
u, z \in W^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right), \\
u_{n} \rightharpoonup u \text { in } W^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right), \\
z_{n} \rightharpoonup z \text { in } W^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right),
\end{array}\right.  \tag{6.7}\\
& \left\{\begin{array}{r}
\int_{\Omega^{\prime}} a\left(x, D u_{n}\right) D v d x+\int_{\Omega^{\prime}} F_{n}\left(x, u_{n}\right) v d \mu_{n}=\left\langle f_{n}, v\right\rangle \\
\forall v \in W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right), \\
\int_{\Omega^{\prime}} a\left(x, D z_{n}\right) D v d x+\int_{\Omega^{\prime}} F_{n}\left(x, z_{n}\right) v d \mu_{n}=\left\langle f_{n}, v\right\rangle \\
\forall v \in W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) .
\end{array}\right. \tag{6.8}
\end{align*}
$$

Lemma 6.6. Assume that (6.5), (6.6), (6.7), and (6.8) hold. Then for every function $\varphi \in C_{c}^{\infty}\left(\Omega^{\prime}\right)$, with $\varphi \geq 0$, we have the estimates

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left(\int_{\Omega^{\prime}}\left|D\left(u_{n}-u\right)\right|^{p} \varphi d x+\int_{\Omega^{\prime}}\left|u_{n}\right|^{p} \varphi d \mu_{n}\right) \leq C \int_{\Omega^{\prime}}|u|^{p} \varphi d \mu \tag{6.9}
\end{equation*}
$$

and

$$
\begin{align*}
& \limsup _{n \rightarrow \infty}\left(\int_{\Omega^{\prime}}\left|D\left(\left(u_{n}-z_{n}\right)-(u-z)\right)\right|^{p} \varphi d x+\int_{\Omega^{\prime}}\left|u_{n}-z_{n}\right|^{p} \varphi d \mu_{n}\right)  \tag{6.10}\\
& \quad \leq C\left(\int_{\Omega^{\prime}}|u|^{p} \varphi d \mu+\int_{\Omega^{\prime}}|z|^{p} \varphi d \mu\right)^{\frac{p-2}{p-1}}\left(\int_{\Omega^{\prime}}|u-z|^{p} \varphi d \mu\right)^{\frac{1}{p-1}}
\end{align*}
$$

where $C$ is a positive constant which depends only on $\alpha, \beta, L, N$, and $p$.
Proof. By Theorem 4.4 we have that $u$ and $z$ belong to $W^{1, p}\left(\Omega, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega, \mathbf{R}^{M}\right)$. Let $\varphi \in C_{c}^{\infty}\left(\Omega^{\prime}\right)$, with $\varphi \geq 0$, let $w_{n}$ and $w$ be the solutions of problems (3.5) and (3.3). By Proposition 3.6 there exists a sequence $\left(\psi_{m}\right)$ in $C_{0}^{\infty}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$ such that $\left(w \psi_{m}\right)$ converges to $u-z$ strongly in $W_{\text {loc }}^{1, p}\left(\Omega^{\prime}\right) \cap L_{\mu}^{p}\left(\Omega^{\prime}\right)$. Thus, taking $\left(u_{n}-z_{n}-w_{n} \psi_{m}\right) \varphi$
as a test function in the difference of the equations in (6.8), we get

$$
\begin{gather*}
\int_{\Omega^{\prime}}\left[a\left(x, D u_{n}\right)-a\left(x, D z_{n}\right)\right] D\left(u_{n}-z_{n}-w_{n} \psi_{m}\right) \varphi d x \\
+\int_{\Omega^{\prime}}\left[F_{n}\left(x, u_{n}\right)-F_{n}\left(x, z_{n}\right)\right]\left(u_{n}-z_{n}-w_{n} \psi_{m}\right) \varphi d \mu_{n}  \tag{6.11}\\
=- \\
\quad \int_{\Omega^{\prime}}\left[a\left(x, D u_{n}\right)-a\left(x, D z_{n}\right)\right]\left(u_{n}-z_{n}-w_{n} \psi_{m}\right) \otimes D \varphi d x \\
\quad+\left\langle f_{n}-g_{n},\left(u_{n}-z_{n}-w_{n} \psi_{m}\right) \varphi\right\rangle=o_{m, n} .
\end{gather*}
$$

Let us estimate the terms which appear in (6.11). By using assumption (ii) and Proposition 5.4, the sequences $\left(\mid a\left(x, D u_{n}\right)-a\left(x,\left.D\left(u_{n}-u\right)\right|^{p^{\prime}}\right)\right.$ and $\left(\mid a\left(x, D z_{n}\right)-\right.$ $a\left(x,\left.D\left(z_{n}-z\right)\right|^{p^{\prime}}\right)$ are uniformly integrable and pointwise convergent respectively to $|a(x, D u)|^{p^{\prime}}$ and $|a(x, D z)|^{p^{\prime}}$. Therefore they converge strongly in $L^{1}\left(\Omega^{\prime}, \mathbf{M}^{M \times N}\right)$ and hence, from (6.11), we deduce

$$
\begin{aligned}
& \int_{\Omega^{\prime}}\left[a\left(x, D\left(u_{n}-u\right)\right)-a\left(x, D\left(z_{n}-z\right)\right)\right] D\left(u_{n}-z_{n}-(u-z)\right) \varphi d x \\
& \quad+\int_{\Omega^{\prime}}\left[F_{n}\left(x, u_{n}\right)-F_{n}\left(x, z_{n}\right)\right]\left(u_{n}-z_{n}\right) \varphi d \mu_{n} \\
& =o_{m, n}-\int_{\Omega^{\prime}}[a(x, D u)-a(x, D z)] D\left(u_{n}-z_{n}-w_{n} \psi_{m}\right) \varphi d x \\
& +\int_{\Omega^{\prime}}\left[a\left(x, D\left(u_{n}-u\right)\right)-a\left(x, D\left(z_{n}-z\right)\right)\right] D\left(w_{n} \psi_{m}-(u-z)\right) \varphi d x \\
& \quad+\int_{\Omega^{\prime}}\left[F_{n}\left(x, u_{n}\right)-F_{n}\left(x, z_{n}\right)\right] w_{n} \psi_{m} \varphi d \mu_{n}
\end{aligned}
$$

Since

$$
\int_{\Omega^{\prime}}[a(x, D u)-a(x, D z)] D\left(u_{n}-z_{n}-w_{n} \psi_{m}\right) \varphi d x=o_{m, n}
$$

by properties (i) and (ii) of $a$ and properties (II) and (III) of $F_{n}$, we get

$$
\begin{gather*}
\alpha \int_{\Omega^{\prime}}\left|D\left(u_{n}-z_{n}-(u-z)\right)\right|^{p} \varphi d x+\alpha \int_{\Omega^{\prime}}\left|u_{n}-z_{n}\right|^{p} \varphi d \mu_{n} \\
\leq \beta \int_{\Omega^{\prime}}\left(h+\left|D\left(u_{n}-u\right)\right|+\left|D\left(z_{n}-z\right)\right|\right)^{p-2}\left|D\left(u_{n}-z_{n}-(u-z)\right)\right|\left|D\left(w_{n} \psi_{m}-(u-z)\right)\right| \varphi d x \\
+L \int_{\Omega^{\prime}}\left(\left|u_{n}\right|+\left|z_{n}\right|\right)^{p-2}\left|u_{n}-z_{n}\right|\left|w_{n} \psi_{m}\right| \varphi d \mu_{n}+o_{m, n} \\
=\beta \int_{\Omega^{\prime}}\left(\left|D\left(u_{n}-u\right)\right|+\left|D\left(z_{n}-z\right)\right|\right)^{p-2}\left|D\left(u_{n}-z_{n}-(u-z)\right)\right|\left|D\left(w_{n} \psi_{m}-(u-z)\right)\right| \varphi d x \\
+L \int_{\Omega^{\prime}}\left(\left|u_{n}\right|+\left|z_{n}\right|\right)^{p-2}\left|u_{n}-z_{n}\right|\left|w_{n} \psi_{m}\right| \varphi d \mu_{n}+o_{m, n} \tag{6.12}
\end{gather*}
$$

Using Young's inequality and then Hölder's inequality in (6.12), we obtain

$$
\begin{gather*}
\int_{\Omega^{\prime}}\left|D\left(\left(u_{n}-z_{n}\right)-(u-z)\right)\right|^{p} \varphi d x+\int_{\Omega^{\prime}}\left|u_{n}-z_{n}\right|^{p} \varphi d \mu_{n} \\
\leq C\left(\int_{\Omega^{\prime}}\left(\left|D\left(u_{n}-u\right)\right|+\left|D\left(z_{n}-z\right)\right|\right)^{p} \varphi d x\right)^{\frac{p-2}{p-1}}\left(\int_{\Omega^{\prime}}\left|D\left(w_{n} \psi_{m}-(u-z)\right)\right|^{p} \varphi d x\right)^{\frac{1}{p-1}} \\
+C\left(\int_{\Omega^{\prime}}\left(\left|u_{n}\right|+\left|z_{n}\right|\right)^{p} \varphi d \mu_{n}\right)^{\frac{p-2}{p-1}}\left(\int_{\Omega^{\prime}}\left|w_{n} \psi_{m}\right|^{p} \varphi d \mu_{n}\right)^{\frac{1}{p-1}}+o_{m, n} . \tag{6.13}
\end{gather*}
$$

Taking $z_{n}=z=0$ (and then $g_{n}=0$ ), in estimate (6.13), by Young's inequality, we get

$$
\begin{aligned}
& \int_{\Omega^{\prime}}\left|D\left(u_{n}-u\right)\right|^{p} \varphi d x+\int_{\Omega^{\prime}}\left|u_{n}\right|^{p} \varphi d \mu_{n} \\
& \quad \leq C \int_{\Omega^{\prime}}\left|D\left(w_{n} \psi_{m}-u\right)\right|^{p} \varphi d x+C \int_{\Omega^{\prime}}\left|w_{n} \psi_{m}\right|^{p} \varphi d \mu_{n}+o_{m, n}
\end{aligned}
$$

which by Lemma 4.3 implies (6.9).
Finally, in order to get (6.10), it is enough to apply, in estimate (6.13), estimate (6.9) for $u_{n}$ and $z_{n}$, and Lemma 4.3.

The following proposition gives a first version of the limit problem satisfied by $u$.
Proposition 6.7. Let us assume (6.5), (6.6), (6.7), and (6.8). Then there exists a $w \mu$-measurable vector function $H$, uniquely defined $\mu$-a.e. in $\Omega^{\prime}$, such that the function $u$ satisfies the problem

$$
\left\{\begin{array}{l}
u \in W^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right),  \tag{6.14}\\
\int_{\Omega^{\prime}} a(x, D u) D v d x+\int_{\Omega^{\prime}} H v d \mu=\langle f, v\rangle \\
\forall v \in W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right),
\end{array}\right.
$$

and

$$
\begin{equation*}
|H| \leq C|u|^{p-1} \quad \mu \text {-a.e. in } \Omega^{\prime} \tag{6.15}
\end{equation*}
$$

Moreover, for every $\phi \in C_{c}^{\infty}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$ we have

$$
\begin{gather*}
\int_{\Omega^{\prime}} H w \phi d \mu \\
=\lim _{n \rightarrow \infty}\left[\int_{\Omega^{\prime}} a\left(x, D\left(u_{n}-u\right)\right) \phi \otimes D\left(w_{n}-w\right) d x+\int_{\Omega^{\prime}} F_{n}\left(x, u_{n}\right) w_{n} \phi d \mu_{n}\right] \tag{6.16}
\end{gather*}
$$

where $w_{n}$ and $w$ are the solutions of problems (3.5) and (3.3).
Proof. Given $\phi \in C_{c}^{\infty}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$, we take $w_{n} \phi$ as the test function in the equation satisfied by $u_{n}$ (see (6.8)) and we get

$$
\begin{gather*}
\int_{\Omega^{\prime}} a\left(x, D u_{n}\right) \phi \otimes D w_{n} d x+\int_{\Omega^{\prime}} a\left(x, D u_{n}\right) D \phi w_{n} d x \\
\quad+\int_{\Omega^{\prime}} F_{n}\left(x, u_{n}\right) w_{n} \phi d \mu_{n}=\left\langle f_{n}, w_{n} \phi\right\rangle . \tag{6.17}
\end{gather*}
$$

By Remark 5.5 we have

$$
\lim _{n \rightarrow \infty}\left(\left\langle f_{n}, w_{n} \phi\right\rangle-\int_{\Omega^{\prime}} a\left(x, D u_{n}\right) D \phi w_{n} d x\right)=\langle f, w \phi\rangle-\int_{\Omega^{\prime}} a(x, D u) D \phi w d x .
$$

Let us define a distribution $T$ in $\Omega^{\prime}$ by

$$
\begin{aligned}
\langle T, \phi\rangle=\lim _{n \rightarrow \infty}[ & \int_{\Omega^{\prime}} a\left(x, D u_{n}\right) \phi \otimes D w_{n} d x \\
& \left.-\int_{\Omega^{\prime}} a(x, D u) \phi \otimes D w d x+\int_{\Omega^{\prime}} F_{n}\left(x, u_{n}\right) w_{n} \phi d \mu_{n}\right]
\end{aligned}
$$

for every $\phi \in C_{c}^{\infty}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$. Since the norm of $w_{n}$ in $W_{0}^{1, p}(\Omega) \cap L_{\mu_{n}}^{p}(\Omega)$ is bounded, by (6.1) and property ( V ) we have

$$
\int_{\Omega}\left|a\left(x, D u_{n}\right)\right|\left|D w_{n}\right| d x+\int_{\Omega}\left|F_{n}\left(x, u_{n}\right) \| w_{n}\right| d \mu_{n} \leq C
$$

and hence $T$ is continuous with respect to the uniform convergence and it can be represented by a vector Radon measure $\left(T_{1}, \ldots, T_{M}\right)$ such that

$$
\begin{equation*}
\langle T, \phi\rangle=\sum_{i=1}^{M} \int_{\Omega^{\prime}} \phi_{i} d T_{i} \quad \forall \phi \in C_{c}^{\infty}\left(\Omega^{\prime}, \mathbf{R}^{M}\right), \tag{6.18}
\end{equation*}
$$

where $\phi_{1}, \ldots, \phi_{M}$ are the components of the vector function $\phi$. Thus taking the limit in (6.17) we obtain

$$
\begin{equation*}
\int_{\Omega^{\prime}} a(x, D u) D(w \phi) d x+\langle T, \phi\rangle=\langle f, w \phi\rangle . \tag{6.19}
\end{equation*}
$$

Since by conditions (ii) and (iv) and Proposition 5.4, $a\left(x, D u_{n}\right)-a\left(x, D\left(u_{n}-u\right)\right)$ converges to $a(x, D u)$ strongly in $L^{p^{\prime}}\left(\Omega, \mathbf{M}^{M \times N}\right)$, we can write

$$
\begin{equation*}
\langle T, \phi\rangle=\lim _{n \rightarrow \infty}\left[\int_{\Omega^{\prime}} a\left(x, D\left(u_{n}-u\right)\right) \phi \otimes D\left(w_{n}-w\right) d x+\int_{\Omega^{\prime}} F_{n}\left(x, u_{n}\right) w_{n} \phi d \mu_{n}\right] . \tag{6.20}
\end{equation*}
$$

Let us prove (6.16). For every $\phi \in C_{c}^{\infty}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$, with $\phi \geq 0$, by assumptions (V) and (v), Proposition 5.4, Hölder's inequality, Lemma 4.3, and estimate (6.9), we have

$$
\begin{aligned}
|\langle T, \phi\rangle| \leq & C \underset{n \rightarrow \infty}{\limsup }\left[\int_{\Omega^{\prime}}\left(k(x)+\eta\left|D\left(u_{n}-u\right)\right|^{p-1}\right)\left|D\left(w_{n}-w\right)\right||\phi| d x\right. \\
& \left.+\int_{\Omega^{\prime}}\left|F_{n}\left(x, u_{n}\right)\right| w_{n}|\phi| d \mu_{n}\right] \\
\leq & C \underset{n \rightarrow \infty}{\limsup }\left[\int_{\Omega}\left|D\left(u_{n}-u\right)\right|^{p-1}\left|D\left(w_{n}-w\right)\right||\phi| d x+\int_{\Omega^{\prime}}\left|u_{n}\right|^{p-1} w_{n}|\phi| d \mu_{n}\right] \\
6.21) \leq & C \underset{n \rightarrow \infty}{\limsup }\left[\left(\int_{\Omega^{\prime}}\left|D\left(u_{n}-u\right)\right|^{p}|\phi| d x\right)^{\frac{p-1}{p}}\left(\int_{\Omega}\left|D\left(w_{n}-w\right)\right|^{p}|\phi| d x\right)^{\frac{1}{p}}\right. \\
& \left.\quad+\left(\int_{\Omega^{\prime}}\left|u_{n}\right|^{p}|\phi| d \mu_{n}\right)^{\frac{p-1}{p}}\left(\int_{\Omega^{\prime}}\left|w_{n}\right|^{p}|\phi| d \mu_{n}\right)^{\frac{1}{p}}\right] \\
\leq & C\left(\int_{\Omega^{\prime}}|u|^{p}|\phi| d \mu\right)^{\frac{p-1}{p}}\left(\int_{\Omega^{\prime}}|w|^{p}|\phi| d \mu\right)^{\frac{1}{p}} .
\end{aligned}
$$

Let us denote by $\left|T_{i}\right|$ the total variation of the measures $T_{i}, i=1 \ldots, M$. Taking into account that for every open subset $A$ of $\Omega^{\prime}$ we have

$$
\left|T_{i}\right|(A)=\sup \left\{\left\langle T_{i}, \varphi\right\rangle: \varphi \in C_{0}^{\infty}(A), \sup |\varphi| \leq 1\right\},
$$

by (6.21) we get

$$
\begin{equation*}
\left|T_{i}\right|(A) \leq C\left(\int_{A}|u|^{p} d \mu\right)^{\frac{p-1}{p}}\left(\int_{A}|w|^{p} d \mu\right)^{\frac{1}{p}} \tag{6.22}
\end{equation*}
$$

for every open subset $A$ of $\Omega^{\prime}$. Since $|u|^{p} \mu,|w|^{p} \mu$, and $\left|T_{i}\right|$ are finite measures, (6.22) holds for every Borel subset of $\Omega^{\prime}$. This implies that the measures $T_{i}$ are absolutely continuous with respect to the measure $|w|^{p} \mu$, and hence to the measure $w \mu$. Since $w \mu$ is a $\sigma$-finite measure we can apply the Radon-Nikodým derivation theorem and we find a $w \mu$-measurable vector function $H=\left(H_{1}, \ldots, H_{M}\right)$ such that

$$
T_{i}(A)=\int_{A} H_{i} w d \mu
$$

for every Borel subset $A$ of $\Omega^{\prime}$ and $i=1, \ldots, M$, so that, by (6.20) and (6.18), (6.16) holds. We can suppose that

$$
\begin{equation*}
H_{i}(x)=0 \quad \text { for } \mu \text {-a.e. } x \text { in }\{w=0\} \quad \forall i=1, \ldots, M \text {. } \tag{6.23}
\end{equation*}
$$

Thus by (6.22) we get

$$
\int_{A}\left|H_{i}\right| w d \mu \leq C\left(\int_{A}|u|^{p} d \mu\right)^{\frac{p-1}{p}}\left(\int_{A}|w|^{p} d \mu\right)^{\frac{1}{p}}
$$

for every Borel subset $A$ of $\Omega^{\prime}$. Using Young's inequality, we obtain

$$
\int_{A}\left|H_{i}\right| w d \mu \leq C\left(\frac{1}{p^{\prime} \varepsilon^{p^{\prime}}} \int_{A}|u|^{p} d \mu+\frac{\varepsilon^{p}}{p} \int_{A}|w|^{p} d \mu\right)
$$

for every Borel subset $A$ of $\Omega^{\prime}$ and for every $\varepsilon>0$. Thus (first reasoning for $\varepsilon \in \mathbf{Q}$ and then arguing by density) we get

$$
\begin{equation*}
\left|H_{i}(x)\right| w(x) \leq C\left(\frac{1}{p^{\prime} \varepsilon^{p^{\prime}}}|u(x)|^{p}+\frac{\varepsilon^{p}}{p}|w(x)|^{p}\right) \tag{6.24}
\end{equation*}
$$

for $\mu$-a.e. $x$ in $\Omega^{\prime}$ and for every $\varepsilon>0$. If $x \in \Omega^{\prime}$ satisfies $w(x)>0$ and (6.24) holds true for any $\varepsilon$, by choosing $\varepsilon=|u(x)|^{\frac{p-1}{p}} /|w(x)|^{\frac{p-1}{p}}$ in (6.24) and taking into account (6.23), we get

$$
\left|H_{i}(x)\right| \leq C|u(x)|^{p-1}, \quad \mu \text {-a.e. } x \in \Omega^{\prime}
$$

and hence (6.15) is proved. Condition (6.14) follows from (6.19), (6.18), and the density result given by Proposition 3.6. Finally the vector function $H$ is uniquely determined $\mu$-a.e. in $\Omega^{\prime}$ by (6.14) and (6.15). Indeed, by (6.14) $H$ is uniquely determined $\mu$-a.e. in $\{w>0\}$, and by (6.15) we have $H=0 \mu$-a.e. in $\{|u|=0\} \Omega_{\Omega^{\prime}}$. Then the conclusion follows by Lemma 4.5.

In order to study the dependence of the function $H$ on the function $u$, let us consider a sequence of functionals $\left(g_{n}\right)$ and a sequence of functions $\left(z_{n}\right)$ which satisfy
(6.6), (6.7), and (6.8). By Proposition 6.7, applied to $\left(z_{n}\right)$, we get that there exists a $w \mu$-measurable vector function $H^{\prime}$, uniquely defined $\mu$-a.e. in $\Omega^{\prime}$, such that

$$
\left\{\begin{array}{l}
z \in W^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \\
\int_{\Omega^{\prime}} a(x, D z) D v d x+\int_{\Omega^{\prime}} H^{\prime} v d \mu=\langle g, v\rangle  \tag{6.26}\\
\forall v \in W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \\
\quad\left|H^{\prime}\right| \leq C|z|^{p-1}, \quad \quad \mu \text {-a.e. in } \Omega^{\prime}
\end{array}\right.
$$

and

$$
\begin{gather*}
\int_{\Omega^{\prime}} H^{\prime} w \phi d \mu \\
=\lim _{n \rightarrow \infty}\left[\int_{\Omega^{\prime}} a\left(x, D\left(z_{n}-z\right)\right) \phi \otimes D\left(w_{n}-w\right) d x+\int_{\Omega^{\prime}} F_{n}\left(x, z_{n}\right) w_{n} \phi d \mu_{n}\right] . \tag{6.27}
\end{gather*}
$$

The following proposition compares the function $H$ with the function $H^{\prime}$.
Proposition 6.8. The vector functions $H$ and $H^{\prime}$ satisfy

$$
\begin{equation*}
\left|H-H^{\prime}\right| \leq C(|u|+|z|)^{p \frac{p-2}{p-1}}|u-z|^{\frac{1}{p-1}}, \quad \mu \text {-a.e. in } \Omega^{\prime} \tag{6.28}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(H-H^{\prime}\right)(u-z) \geq \alpha|u-z|^{p}, \quad \mu \text {-a.e. in } \Omega^{\prime} . \tag{6.29}
\end{equation*}
$$

Proof. Let us first prove (6.28). Consider $\phi \in C_{c}^{\infty}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$ and let $w_{n}$ and $w$ be the solutions of problems (3.5) and (3.3). By (6.16), (6.27), and by assumptions (ii) and (III), we have

$$
\begin{gather*}
\left|\int_{\Omega^{\prime}}\left(H-H^{\prime}\right) w \phi d \mu\right| \\
\leq\left|\int_{\Omega^{\prime}}\left(a\left(x, D\left(u_{n}-u\right)\right)-a\left(x, D\left(z_{n}-z\right)\right)\right) \phi \otimes D\left(w_{n}-w\right) d x\right| \\
\quad+\left|\int_{\Omega^{\prime}}\left(F_{n}\left(x, u_{n}\right)-F_{n}\left(x, z_{n}\right)\right) w_{n} \phi d \mu_{n}\right|+o_{n} \\
\leq C \int_{\Omega^{\prime}}\left(h+\left|D\left(u_{n}-u\right)\right|+\left|D\left(z_{n}-z\right)\right|\right)^{p-2}\left|D\left(\left(u_{n}-z_{n}\right)-(u-z)\right)\right|\left|D\left(w_{n}-w\right)\right||\phi| d x \\
+C \int_{\Omega^{\prime}}\left(\left|u_{n}\right|+\left|z_{n}\right|\right)^{p-2}\left|u_{n}-z_{n}\right||\phi| w_{n} d \mu_{n}+o_{n} \\
\leq C \int_{\Omega^{\prime}}\left(\left|D\left(u_{n}-u\right)\right|+\left|D\left(z_{n}-z\right)\right|\right)^{p-2}\left|D\left(\left(u_{n}-z_{n}\right)-(u-z)\right)\right|\left|D\left(w_{n}-w\right)\right||\phi| d x \\
\quad+C \int_{\Omega^{\prime}}\left(\left|u_{n}\right|+\left|z_{n}\right|\right)^{p-2}\left|u_{n}-z_{n}\right||\phi| w_{n} d \mu_{n}+o_{n} . \tag{6.30}
\end{gather*}
$$

By using Hölder's inequality, (6.9), applied to $u_{n}$ and $z_{n}$ and (6.10), we get

$$
\begin{gathered}
\left|\int_{\Omega^{\prime}}\left(H-H^{\prime}\right) w \phi d \mu\right| \\
\leq C\left(\int_{\Omega^{\prime}}|u|^{p}|\phi| d \mu+\int_{\Omega}|z|^{p}|\phi| d \mu\right)^{\frac{p-2}{p-1}}\left(\int_{\Omega^{\prime}}|u-z|^{p}|\phi| d \mu\right)^{\frac{1}{p(p-1)}}\left(\int_{\Omega^{\prime}}|w|^{p}|\phi| d \mu\right)^{\frac{1}{p}} .
\end{gathered}
$$

Then we conclude as in the proof of Proposition 6.7 and we obtain (6.28).
In order to prove (6.29), let us consider a function $\varphi \in C_{c}^{\infty}\left(\Omega^{\prime}\right)$, with $\varphi \geq 0$. Using $\left(u_{n}-z_{n}\right) \varphi$ as a test function in the difference of the two equations in (6.8), we obtain

$$
\begin{gathered}
\int_{\Omega^{\prime}}\left[a\left(x, D u_{n}\right)-a\left(x, D z_{n}\right)\right] D\left(u_{n}-z_{n}\right) \varphi d x \\
+\int_{\Omega^{\prime}}\left[a\left(x, D u_{n}\right)-a\left(x, D z_{n}\right)\right]\left(u_{n}-z_{n}\right) \otimes D \varphi d x \\
+\int_{\Omega^{\prime}}\left[F_{n}\left(x, u_{n}\right)-F_{n}\left(x, z_{n}\right)\right]\left(u_{n}-z_{n}\right) \varphi d \mu_{n}=\left\langle f_{n}-g_{n},\left(u_{n}-z_{n}\right) \varphi\right\rangle .
\end{gathered}
$$

We can rewrite this formula as

$$
\begin{gather*}
\int_{\Omega^{\prime}}\left(\left[a\left(x, D u_{n}\right)-a\left(x, D z_{n}\right)\right] D\left(u_{n}-z_{n}\right)-\alpha\left|D\left(u_{n}-z_{n}\right)\right|^{p}\right) \varphi d x \\
+  \tag{6.31}\\
+\alpha \int_{\Omega^{\prime}}\left|D\left(u_{n}-z_{n}\right)\right|^{p} \varphi d x+\int_{\Omega^{\prime}}\left[F_{n}\left(x, u_{n}\right)-F_{n}\left(x, z_{n}\right)\right]\left(u_{n}-z_{n}\right) \varphi d \mu_{n} \\
+\int_{\Omega^{\prime}}\left[a\left(x, D u_{n}\right)-a\left(x, D z_{n}\right)\right]\left(u_{n}-z_{n}\right) \otimes D \varphi d x=\left\langle f_{n}-g_{n},\left(u_{n}-z_{n}\right) \varphi\right\rangle .
\end{gather*}
$$

By assumption (II) and Theorem 4.4, we have

$$
\begin{gathered}
\alpha \int_{\Omega^{\prime}}\left|D\left(u_{n}-z_{n}\right)\right|^{p} \varphi d x+\int_{\Omega^{\prime}}\left[F_{n}\left(x, u_{n}\right)-F_{n}\left(x, z_{n}\right)\right]\left(u_{n}-z_{n}\right) \varphi d \mu_{n} \\
\geq \alpha \int_{\Omega^{\prime}}|D(u-z)|^{p} \varphi d x+\alpha \int_{\Omega^{\prime}}|u-z|^{p} \varphi d \mu+o_{n}
\end{gathered}
$$

Moreover, by Remark 5.5, the sequence $\left(a\left(x, D u_{n}\right)-a\left(x, D z_{n}\right)\right)$ converges to $a(x, D u)-$ $a(x, D z)$ pointwise a.e. in $\Omega^{\prime}$ and weakly in $L^{p^{\prime}}\left(\Omega^{\prime}, \mathbf{M}^{M \times N}\right)$. Then by condition (i) we can apply Fatou's lemma to the first integrand of (6.31) and, taking the limit, we obtain

$$
\begin{gathered}
\int_{\Omega^{\prime}}\left([a(x, D u)-a(x, D z)] D(u-z)-\alpha|D(u-z)|^{p}\right) \varphi d x \\
+\alpha \int_{\Omega^{\prime}}|D(u-z)|^{p} \varphi d x+\alpha \int_{\Omega^{\prime}}|u-z|^{p} \varphi d \mu \\
+\int_{\Omega^{\prime}}[a(x, D u)-a(x, D z)](u-z) \otimes D \varphi d x \leq\langle f-g,(u-z) \varphi\rangle
\end{gathered}
$$

that is,

$$
\int_{\Omega^{\prime}}[a(x, D u)-a(x, D z)] D(\varphi(u-z)) d x+\alpha \int_{\Omega^{\prime}}|u-z|^{p} \varphi d \mu \leq\langle f-g,(u-z) \varphi\rangle
$$

Thus by (6.14) and (6.25) we get

$$
\int_{\Omega^{\prime}}\left(H-H^{\prime}\right)(u-z) \varphi d \mu \geq \alpha \int_{\Omega^{\prime}}|u-z|^{p} \varphi d \mu
$$

for every $\varphi \in C_{c}^{\infty}\left(\Omega^{\prime}\right)$, with $\varphi \geq 0$. This implies (6.29).
Proposition 6.8 will imply that the function $H$ defined by (6.16) depends on $u$ only through its pointwise values, i.e., there exists a function $F(x, s)$ such that
$H(x)=F(x, u(x)) \mu$-a.e. in $\Omega$. This construction allows us to define the function $F(x, s)$ only on the pairs $(x, s)$ such that $s=u(x)$, where $u$ is the limit of a sequence of solutions of problems (5.2). We shall prove a penalization result (Theorem 6.9) which shows that, in some sense, it is possible to obtain any real number $s$ as the "limit" of a sequence of solutions.

Theorem 6.9. Let $s \in \mathbf{R}^{M}$. For every $m \in \mathbf{N}$, let $s_{n}^{m}$ be the unique solution of the problem

$$
\left\{\begin{array}{l}
s_{n}^{m} \in W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega, \mathbf{R}^{M}\right)  \tag{6.32}\\
\int_{\Omega} a\left(x, D s_{n}^{m}\right) D v d x+\int_{\Omega} F_{n}\left(x, s_{n}^{m}\right) v d \mu_{n} \\
\quad=m \int_{\Omega}\left(\left|w_{n} s\right|^{p-2} w_{n} s-\left|s_{n}^{m}\right|^{p-2} s_{n}^{m}\right) v d x \\
\forall v \in W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega, \mathbf{R}^{M}\right)
\end{array}\right.
$$

Then there exists an increasing sequence of indices $\left(n_{j}\right)$ such that for every $m$ the sequence $\left(s_{n_{j}}^{m}\right)_{j \in \mathbf{N}}$ converges to some function s ${ }^{m}$ weakly in $W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right)$. The sequence $\left(s^{m}\right)$ converges to ws strongly in $W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega, \mathbf{R}^{M}\right)$ and satisfies

$$
\lim _{m \rightarrow \infty} m \int_{\Omega}\left|s^{m}-w s\right|^{p} d x=0
$$

Moreover, there exists a unique wh-measurable function $H_{s}^{m}$, with

$$
\begin{equation*}
\left|H_{s}^{m}\right| \leq C\left|s^{m}\right|^{p-1}, \quad \mu \text {-a.e. in } \Omega \tag{6.33}
\end{equation*}
$$

such that the function $s^{m}$ satisfies the problem

$$
\left\{\begin{array}{l}
s^{m} \in W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega, \mathbf{R}^{M}\right)  \tag{6.34}\\
\int_{\Omega} a\left(x, D s^{m}\right) D v d x+\int_{\Omega} H_{s}^{m} v d \mu \\
\quad=m \int_{\Omega}\left(\left|w_{n} \psi\right|^{p-2} w_{n} \psi-\left|s^{m}\right|^{p-2} s^{m}\right) v d x \\
\forall v \in W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega, \mathbf{R}^{M}\right)
\end{array}\right.
$$

The sequence $\left(H_{s}^{m}\right)$ converges in $L_{\mu}^{p^{\prime}}\left(\Omega, \mathbf{R}^{M}\right)$ to a function $H_{s}$ which satisfies

$$
\begin{equation*}
\left|H_{s}\right| \leq C\left|s^{m}\right|^{p-1}, \quad \mu \text {-a.e. in } \Omega . \tag{6.35}
\end{equation*}
$$

Proof. Let $s \in \mathbf{R}^{M}$ and let $s_{n}^{m} \in W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega, \mathbf{R}^{M}\right)$ be the solution of
problem (6.32). Taking $\left(s_{n}^{m}-w_{n} s\right)$ as the test function in (6.32) we get

$$
\begin{gather*}
\int_{\Omega}\left(a\left(x, D s_{n}^{m}\right)-a\left(x, D\left(w_{n} s\right)\right)\right) D\left(s_{n}^{m}-w_{n} s\right) d x \\
+\int_{\Omega}\left(F\left(x, s_{n}^{m}\right)-F\left(x, w_{n} s\right)\right)\left(s_{n}^{m}-w_{n} s\right) d \mu_{n} \\
+m \int_{\Omega}\left(\left|s_{n}^{m}\right|^{p-2} s_{n}^{m}-\left|w_{n} s\right|^{p-2} w_{n} s\right)\left(s_{n}^{m}-w_{n} s\right) d x  \tag{6.36}\\
=-\int_{\Omega} a\left(x, D\left(w_{n} s\right)\right) D\left(s_{n}^{m}-w_{n} s\right) d x-\int_{\Omega} F\left(x, w_{n} s\right)\left(s_{n}^{m}-w_{n} s\right) d \mu_{n}
\end{gather*}
$$

Using assumptions (i) and (iv) of $a,(\mathrm{II})$ and (V) of $F_{n}$, and (4.3) we obtain

$$
\begin{align*}
& \alpha \int_{\Omega}\left|D\left(s_{n}^{m}-w_{n} s\right)\right|^{p} d x+\alpha \int_{\Omega}\left|s_{n}^{m}-w_{n} s\right|^{p} d \mu_{n}+m 2^{2-p} \int_{\Omega}\left|s_{n}^{m}-w_{n} s\right|^{p} d x \\
\leq & \int_{\Omega}\left(k(x)+\eta\left|D\left(w_{n} s\right)\right|^{p-1}\right)\left|D\left(s_{n}^{m}-w_{n} s\right)\right| d x+L \int_{\Omega}\left|w_{n} s\right|^{p-1}\left|s_{n}^{m}-w_{n} s\right| d \mu_{n} \tag{6.37}
\end{align*}
$$

Then, by Young's inequality and the fact that $\int_{\Omega}\left|D w_{n}\right|^{p} d x+\int_{\Omega}\left|w_{n}\right|^{p} d \mu_{n}$ is bounded, it is easy to see that there exists a constant $C$ such that

$$
\begin{equation*}
\int_{\Omega}\left|D\left(s_{n}^{m}-w_{n} s\right)\right|^{p} d x+\int_{\Omega}\left|s_{n}^{m}-w_{n} s\right|^{p} d \mu_{n}+m \int_{\Omega}\left|s_{n}^{m}-w_{n} s\right|^{p} d x \leq C|s|^{p} \tag{6.38}
\end{equation*}
$$

Then there exists an increasing sequence of indices $\left(n_{j}\right)$ which, by a diagonal procedure, we can assume independent on $m$, such that for every $m \in \mathbf{N}$ the sequence $\left(s_{n_{j}}^{m}\right)_{j \in \mathbf{N}}$ converges to some function $s^{m}$ weakly in $W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right)$. Moreover, by Theorem 4.4 we have

$$
\begin{equation*}
\int_{\Omega}\left|D\left(s^{m}-w s\right)\right|^{p} d x+\int_{\Omega}\left|s^{m}-w s\right|^{p} d \mu+m \int_{\Omega}\left|s^{m}-w s\right|^{p} d x \leq C|s|^{p} \tag{6.39}
\end{equation*}
$$

This implies that $\left(s^{m}\right)$ converges weakly in $W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right)$ to $w s$. In particular $\left|s^{m}-w s\right|$ converges to zero weakly in $W_{0}^{1, p}(\Omega)$, and by Theorem 3.5 we get

$$
\lim _{m \rightarrow \infty} \int_{\Omega}\left|s^{m}-w s\right| w^{p-1} d \mu=\lim _{m \rightarrow \infty} \int_{\Omega}\left|s^{m}-w s\right| d \nu=0
$$

Thus up to a subsequence $\left(s^{m}\right)$ converges to $w s \nu$-a.e. in $\Omega$ and hence by Lemma 4.5 $\mu$-a.e. in $\Omega$. Moreover, since by (6.39) $\left(s^{m}\right)$ is bounded in $L_{\mu}^{p}\left(\Omega, \mathbf{R}^{M}\right)$, it converges to $w s$ weakly in $L_{\mu}^{p}\left(\Omega, \mathbf{R}^{M}\right)$.

By Proposition 6.7, for every $m \in \mathbf{N}$, there exists a $w \mu$-measurable vector function $H_{s}^{m}$, uniquely defined $\mu$-a.e. in $\Omega$, which satisfies (6.33) and such that $s^{m}$ is the solution of the problem (6.34). By Proposition 6.8, for every $m, k \in \mathbf{N}$, we have

$$
\begin{equation*}
\left|H_{s}^{m}-H_{s}^{k}\right| \leq C\left(\left|s^{m}\right|+\left|s^{k}\right|\right)^{p \frac{p-2}{p-1}}\left|s^{m}-s^{k}\right|^{\frac{1}{p-1}}, \quad \mu \text {-a.e. in } \Omega \tag{6.40}
\end{equation*}
$$

This implies that there exists a function $H_{s}$, which satisfies (6.35), such that $H_{s}^{m}$ converges to $H_{s} \mu$-a.e. in $\Omega$. Moreover, by Proposition 6.8 , for every $m, k \in \mathbf{N}$, we have

$$
\left(H_{s}^{m}-H_{s}^{k}\right)\left(s^{m}-s^{k}\right) \geq \alpha\left|s^{m}-s^{k}\right|^{p}, \quad \mu \text {-a.e. in } \Omega
$$

and then, taking the limit as $k \rightarrow \infty$, we obtain

$$
\begin{equation*}
\left(H_{s}^{m}-H_{s}\right)\left(s^{m}-w s\right) \geq \alpha\left|s^{m}-w s\right|^{p}, \quad \mu \text {-a.e. in } \Omega . \tag{6.41}
\end{equation*}
$$

Now, taking $\left(s^{m}-w s\right)$ as a test function in (6.34), we get

$$
\begin{aligned}
\int_{\Omega}\left(a\left(x, D s^{m}\right)\right. & -a(x, D(w s))) D\left(s^{m}-w s\right) d x+\int_{\Omega}\left(H_{s}^{m}-H_{s}\right)\left(s^{m}-w s\right) d \mu \\
& +m \int_{\Omega}\left(\left|s^{m}\right|^{p-2} s^{m}-|w s|^{p-2} w s\right)\left(s^{m}-w s\right) d x \\
=- & \int_{\Omega} a(x, D(w s)) D\left(s^{m}-w s\right) d x-\int_{\Omega} H_{s}\left(s^{m}-w s\right) d \mu
\end{aligned}
$$

Then by (6.41), assumption (i), and the inequality (4.3), we obtain

$$
\begin{gathered}
\alpha \int_{\Omega}\left|D\left(s^{m}-w s\right)\right|^{p} d x+\alpha \int_{\Omega}\left|s^{m}-w s\right|^{p} d \mu \\
\leq-\int_{\Omega} a(x, D(w s)) D\left(s^{m}-w s\right) d x-\int_{\Omega} H_{s}\left(s^{m}-w s\right) d \mu
\end{gathered}
$$

The conclusion follows by the weak convergence of $\left(s^{m}\right)$ to ws in $W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right) \cap$ $L_{\mu}^{p}\left(\Omega, \mathbf{R}^{M}\right)$.

We are now in a position to prove Theorem 6.4.
Proof of Theorem 6.4. We start by defining the sequence $\left(n_{j}\right)$, the measure $\mu$, and the function $F$. By Theorem 3.4 we can suppose that there exists a measure $\mu \in \mathcal{M}_{0}^{p}(\Omega)$ such that the sequence $\left(\mu_{n}\right) \gamma^{-\Delta_{p}}$-converges to a measure $\mu$. This measure will be the measure which appears in the statement.

For any $q \in \mathbf{Q}^{M}$, let $q_{n}^{m}$ be the solutions of the problems

$$
\left\{\begin{array}{l}
q_{n}^{m} \in W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega, \mathbf{R}^{M}\right)  \tag{6.42}\\
\int_{\Omega} a\left(x, D q_{n}^{m}\right) D v d x+\int_{\Omega} F_{n}\left(x, q_{n}^{m}\right) v d \mu_{n} \\
\quad=m \int_{\Omega}\left(\left|w_{n} q\right|^{p-2} w_{n} q-\left|q_{n}^{m}\right|^{p-2} q_{n}^{m}\right) v d x \\
\forall v \in W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega, \mathbf{R}^{M}\right)
\end{array}\right.
$$

By Theorem 6.9 and a diagonal argument, there exists an increasing sequence $\left(n_{j}\right)$ such that for every $q \in \mathbf{Q}^{M}$, the sequence $\left(q_{n_{j}}^{m}\right)$ converges weakly in $W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right)$ to a function $q^{m} \in W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega, \mathbf{R}^{M}\right)$ when $j$ tends to infinity, and the sequence ( $q^{m}$ ) converges strongly in $W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega, \mathbf{R}^{M}\right)$ to $q w$ when $m$ tends to infinity. Moreover, there exists a sequence $\left(H_{q}^{m}\right)$ in $L_{\mu}^{p^{\prime}}\left(\Omega, \mathbf{R}^{M}\right)$ such that the sequence $\left(q^{m}\right)$
satisfies the problem

$$
\left\{\begin{array}{l}
q^{m} \in W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega, \mathbf{R}^{M}\right)  \tag{6.43}\\
\int_{\Omega} a\left(x, D q^{m}\right) D v d x+\int_{\Omega} H_{q}^{m} v d \mu \\
\quad=m \int_{\Omega}\left(\left|w_{n} q\right|^{p-2} w_{n} q-\left|q^{m}\right|^{p-2} q^{m}\right) v d x \\
\forall v \in W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega, \mathbf{R}^{M}\right)
\end{array}\right.
$$

and such that it converges strongly in $L_{\mu}^{p^{\prime}}\left(\Omega, \mathbf{R}^{M}\right)$ to a function $H_{q}$ which satisfies

$$
\begin{equation*}
\left|H_{q}\right| \leq C|w q|^{p-1}, \quad \mu \text {-a.e. in } \Omega \tag{6.44}
\end{equation*}
$$

Applying Proposition 6.8 to $q_{n}^{m}$ and $\left(q^{\prime}\right)_{n}^{m}$ and then taking the limit in $H_{q}^{m}$ and $H_{q^{\prime}}^{m}$, we also have

$$
\begin{align*}
& \left|H_{q}(x)-H_{q^{\prime}}(x)\right| \leq C\left(|q|+\left|q^{\prime}\right|\right)^{p \frac{p-2}{p-1}}\left|q-q^{\prime}\right|^{\frac{1}{p-1}} w(x)^{p-1}  \tag{6.45}\\
& \quad \forall q, q^{\prime} \in \mathbf{Q}^{M}, \mu \text {-a.e. } x \text { in } \Omega
\end{align*}
$$

and

$$
\begin{equation*}
\left(H_{q}(x)-H_{q^{\prime}}(x)\right)\left(q-q^{\prime}\right) \geq \alpha\left|q-q^{\prime}\right|^{p} w(x)^{p} \quad \forall q, q^{\prime} \in \mathbf{Q}^{M}, \mu \text {-a.e. } x \text { in } \Omega \tag{6.46}
\end{equation*}
$$

We define a function $G: \Omega \times \mathbf{Q}^{M} \mapsto \mathbf{R}^{M}$ by

$$
\begin{equation*}
G(x, q)=H_{q}(x) \quad \forall q \in \mathbf{Q}^{M}, \mu \text {-a.e. } x \text { in } \Omega \tag{6.47}
\end{equation*}
$$

and then we extend $G$ to $\Omega \times \mathbf{R}^{M}$ by continuity (see (6.45)). The function $G$ satisfies

$$
\left\{\begin{array}{l}
|G(x, s)| \leq C|s|^{p-1} w(x)^{p-1}  \tag{6.48}\\
\left|G(x, s)-G\left(x, s^{\prime}\right)\right| \leq C\left(|s|+\left|s^{\prime}\right|\right)^{p \frac{p-2}{p-1}}\left|s_{1}-s_{2}\right|^{\frac{1}{p-1}} w(x)^{p-1} \\
\left(G(x, s)-G\left(x, s^{\prime}\right)\right)\left(s-s^{\prime}\right) \geq \alpha\left|s-s^{\prime}\right|^{p} w(x)^{p}
\end{array}\right.
$$

for every $s$ and $s^{\prime}$ in $\mathbf{R}^{M}$ and for $\mu$-almost every $x$ in $\Omega$, and it is a Carathéodory function with respect to the $\sigma$-finite measure $w \mu$. Therefore, there exists a Borel function $F: \Omega \times \mathbf{R}^{M} \rightarrow \mathbf{R}^{M}$ such that

$$
\begin{equation*}
F(x, s)=G\left(x, \frac{s}{w(x)}\right) 1_{\{w>0\}}(x)+\alpha|s|^{p-2} s 1_{\{w=0\}} \quad \forall s \in \mathbf{R}^{M}, \mu \text {-a.e. } x \text { in } \Omega \tag{6.49}
\end{equation*}
$$

so that, by (6.48), $F \in \mathcal{F}(\alpha, C, 1 /(p-1))$.
In order to prove Theorem 6.4 it remains only to show that the pairs $\left(\mu_{n_{j}}, F_{n_{j}}\right)$ $\gamma^{A}$-converge to $(\mu, F)$. To carry this out, consider an open subset $\Omega^{\prime}$ of $\Omega$ and a sequence of functionals $\left(f_{n_{j}}\right)$, with $f_{n_{j}} \in\left(W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n_{j}}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)\right)^{\prime}$, which converges in the sense of $\left(\mathcal{H}_{\Omega^{\prime}}\right)$ to a functional $f \in\left(W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)\right)^{\prime}$. We have to prove that if $u_{n_{j}} \in W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n_{j}}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$ satisfies (5.2) and (6.1)
(with $n$ replaced by $n_{j}$ ), then any cluster point $u$ of $u_{n_{j}}$ in the weak topology of $W^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$ satisfies (6.2). To simplify the notation, let us assume that the whole sequence $\left(u_{n_{j}}\right)$ converges weakly in $W^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$ to $u$.

By Proposition 6.7, there exists a function $H \in L_{\mu}^{p^{\prime}}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$ such that $u$ satisfies (6.14). Estimate (6.28), applied with $u_{n}$ and $z_{n}$ replaced by $u_{n_{j}}$ and $q_{n_{j}}^{m}$, gives

$$
\left|H-H_{q}^{m}\right| \leq C\left(|u|+\left|q^{m}\right|\right)^{p \frac{p-2}{p-1}}\left|u-q^{m}\right|^{\frac{1}{p-1}}, \quad \mu \text {-a.e. in } \Omega^{\prime},
$$

and therefore, taking the limit as $m$ tends to infinity we obtain

$$
|H-F(x, q w)| \leq C(|u|+|q w|)^{p \frac{p-2}{p-1}}|u-q w|^{\frac{1}{p-1}}, \quad \mu \text {-a.e. in } \Omega^{\prime}
$$

which implies that for any step function $\zeta=\sum_{i=i}^{m} q_{i} 1_{B_{i}}$, with $B_{i}$ Borel subset of $\Omega^{\prime}$ and $q_{i}$ in $\mathbf{Q}^{M}$, we get

$$
|H-F(x, \zeta w)| \leq C(|u|+|\zeta w|)^{p \frac{p-2}{p-1}}|u-\zeta w|^{\frac{1}{p-1}}, \quad \mu \text {-a.e. in } \Omega^{\prime} .
$$

Finally, Proposition 3.6 and the continuity property (III) of $F$ imply that $H(x)=$ $F(x, u(x)) \mu$-a.e. in $\Omega^{\prime}$, which concludes the proof.
7. Corrector. In this section, we shall fix the sequence $\left(\mu_{n}\right)$ in $\mathcal{M}_{0}^{p}(\Omega)$ and the sequence $\left(F_{n}\right)$ in $\mathcal{F}(L)$, with $L>0$, and we shall assume that $\left(\mu_{n}\right) \gamma^{-\Delta_{p_{-}}}$ converges to $\mu$ and the pairs $\left(\mu_{n}, F_{n}\right) \gamma^{A}$-converge to $(\mu, F)$, where $\mu \in \mathcal{M}_{0}^{p}(\Omega)$ and $F \in \mathcal{F}(\alpha, C, 1 /(p-1))$. This implies that in Theorem 6.9 the solutions $s_{n}^{m}$ of the problems (6.32) converge weakly in $W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right)$ to $s^{m}$ when $n$ tends to infinity without extracting any subsequence. Let us define $R_{n}^{m}: \Omega \times \mathbf{R}^{M} \mapsto \mathbf{M}^{M \times N}$ by

$$
\begin{equation*}
R_{n}^{m}(x, s)=D s_{n}^{m}-D(s w) \tag{7.1}
\end{equation*}
$$

The following result gives an approach in $L^{p}\left(\Omega, \mathbf{M}^{M \times N}\right)$ of the gradient of the solution $u_{n}$ of problem (5.2).

ThEOREM 7.1. Let $\Omega^{\prime}$ be an open subset of $\Omega$. Let $\left(u_{n}\right)$ be a sequence, with $u_{n} \in$ $W^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$, which converges to a function $u$ weakly in $W^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$ and satisfies (6.1). Suppose there exists a sequence $\left(f_{n}\right)$, with $f_{n} \in\left(W_{0}^{1, p}(\Omega) \cap\right.$ $\left.L_{\mu_{n}}^{p}(\Omega)\right)^{\prime}$, which converges to $f \in\left(W_{0}^{1, p}(\Omega) \cap L_{\mu_{n}}^{p}(\Omega)\right)^{\prime}$ in the sense of $\left(\mathcal{H}_{\Omega^{\prime}}\right)$ and such that $u_{n}$ satisfies problem (5.2).

Then, for every function $\zeta=\sum_{i=1}^{l} s_{i} 1_{K_{i}}$ with $s_{i}$ in $\mathbf{R}^{M}$ and $K_{i}$ closed subsets of $\Omega^{\prime}$ such that $w=0 \mu$-a.e. on $K_{i} \cap K_{j}$ for $i \neq j$, we have

$$
\begin{gather*}
\limsup _{m \rightarrow \infty} \lim _{n \rightarrow \infty} \int_{K}\left|D u_{n}-D u-R_{n}^{m}(x, \zeta)\right|^{p} d x \\
\leq C\left(\int_{K}|u|^{p} d \mu+\int_{K}|w \zeta|^{p} d \mu\right)^{\frac{p-2}{p-1}}\left(\int_{K}|u-w \zeta|^{p} d \mu\right)^{\frac{1}{p-1}} \tag{7.2}
\end{gather*}
$$

where $K=\bigcup_{i=i}^{l} K_{i}$ and $C$ is a positive constant which depends only on $\alpha$, $\beta$, and $L$.
Remark 7.2. The heuristic idea of Theorem 7.1 is to show that the sequence of the gradients of $u_{n}$ is, except for a sequence which converges strongly to zero in $L^{p}\left(\Omega, \mathbf{R}^{M}\right)$, equal to the gradient of $u$ plus a sequence of nonlinear functions of the variables $x$ and $u(x)$. This explains the nonlinearity of the function $F$. If it were possible to apply (7.2) by replacing $\zeta$ by $u / w$, we would get

$$
\lim _{k \rightarrow \infty} \limsup _{n \rightarrow \infty} \int_{\Omega}\left|D u_{n}-D u-R_{n}^{m}\left(x, \frac{u}{w}\right)\right|^{p} d x=0
$$

But the choice $\zeta=u / w$ in (7.2) is not possible since we do not know, a priori, if $R_{n}^{m}(x, s)$ is a Carathéodory function; so $R_{n}^{m}(x, u(x))$ may not even be measurable. We avoid this problem using the function $w \zeta$ to approach $u$. This approach is always possible by Proposition 3.6 part b.

Remark 7.3. When we consider $R_{n}^{m}(x, \zeta)$, the value of $\zeta$ on $K_{i} \cap K_{j}, i \neq j$, is not relevant. Indeed by taking in (7.2) $u_{n}=u=0$ (then $f_{n}=0$ ) and $\zeta=s 1_{K_{i} \cap K_{j}}$ we deduce

$$
\limsup _{m \rightarrow \infty} \limsup _{n \rightarrow \infty} \int_{K_{i} \cap K_{j}} R_{n}^{m}(x, s) d x=0 \quad \forall s \in \mathbf{R}^{M}
$$

Remark 7.4. If $K$ is a compact subset of $\Omega^{\prime}$ such that $\mu(K)=0$, estimate (7.2) with $\zeta=0$ implies that $D u_{n}$ converges strongly to $D u$ in $L^{p}\left(K, \mathbf{R}^{M}\right)$.

Proof of Theorem 7.1. Let $s \in \mathbf{R}^{M}$ and let $K$ be a closed subset of $\Omega^{\prime}$. By Lemma 6.6 , for every $\varphi \in C_{c}^{\infty}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$, with $\varphi \geq 1_{K}$ in $\Omega^{\prime}$, we have

$$
\begin{gather*}
\limsup _{n \rightarrow \infty} \int_{K}\left|D\left(\left(u_{n}-s_{n}^{m}\right)-\left(u-s^{m}\right)\right)\right|^{p} d x \\
\leq C\left(\int_{\Omega^{\prime}}|u|^{p} \varphi d \mu+\int_{\Omega^{\prime}}\left|s^{m}\right|^{p} \varphi d \mu\right)^{\frac{p-2}{p-1}}\left(\int_{\Omega^{\prime}}\left|u-s^{m}\right|^{p} \varphi d \mu\right)^{\frac{1}{p-1}} \tag{7.3}
\end{gather*}
$$

If $\varphi$ now decreases to $1_{K}$, by the fact that $\left(s^{m}\right)$ tends to $s w$ strongly in $W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right) \cap$ $L_{\mu}^{p}\left(\Omega, \mathbf{R}^{M}\right)$ and from (7.3) we deduce

$$
\begin{gather*}
\limsup _{m \rightarrow \infty} \limsup _{n \rightarrow \infty} \int_{K}\left|D\left(\left(u_{n}-s_{n}^{m}\right)-\left(u-s^{m}\right)\right)\right|^{p} d x \\
\leq C\left(\int_{K}|u|^{p} d \mu+\int_{K}|s w|^{p} d \mu\right)^{\frac{p-2}{p-1}}\left(\int_{K}|u-s w|^{p} d \mu\right)^{\frac{1}{p-1}} \tag{7.4}
\end{gather*}
$$

Moreover, by inequality

$$
\left|\left|\xi_{1}\right|^{p}-\left|\xi_{2}\right|^{p}\right| \leq p\left(\left|\xi_{1}\right|^{p-1}+\left|\xi_{2}\right|^{p-1}\right)\left|\xi_{1}-\xi_{2}\right| \quad \forall \xi_{1}, \xi_{2} \in \mathbf{M}^{M \times N}
$$

we get

$$
\begin{gathered}
\left|\left|D\left(\left(u_{n}-s_{n}^{m}\right)-\left(u-s^{m}\right)\right)\right|^{p}-\left|D\left(\left(u_{n}-s_{n}^{m}\right)-(u-s w)\right)\right|^{p}\right| \\
\leq p\left(\left|D\left(\left(u_{n}-s_{n}^{m}\right)-\left(u-s^{m}\right)\right)\right|^{p-1}+\left|D\left(\left(u_{n}-s_{n}^{m}\right)-(u-s w)\right)\right|^{p-1}\right)\left|D\left(s^{m}-s w\right)\right|
\end{gathered}
$$

and then by the strong convergence of $\left(s^{m}\right)$ in $W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right)$ we deduce
$\left.\lim _{m \rightarrow \infty} \limsup _{n \rightarrow \infty} \int_{K}| | D\left(\left(u_{n}-s_{n}^{m}\right)-\left(u-s^{m}\right)\right)\right|^{p} d x-\left|D\left(\left(u_{n}-s_{n}^{m}\right)-(u-s w)\right)\right|^{p} \mid d x=0$.
Thus by (7.4) and the definition of $R_{n}^{m}$, we get

$$
\begin{gather*}
\limsup _{m \rightarrow \infty} \limsup _{n \rightarrow \infty} \int_{K}\left|D\left(u_{n}-u-R_{n}^{m}(x, s)\right)\right|^{p} d x \\
\leq C\left(\int_{K}|u|^{p} d \mu+\int_{K}|s w|^{p} d \mu\right)^{\frac{p-2}{p-1}}\left(\int_{K}|u-s w|^{p} d \mu\right)^{\frac{1}{p-1}} . \tag{7.5}
\end{gather*}
$$

Consider now $\zeta=\sum_{i=1}^{l} s_{i} 1_{K_{i}}$, with $s_{i} \in \mathbf{R}^{M}$ and $K_{i}$ closed subsets of $\Omega^{\prime}$ such that $w=0 \mu$-a.e. on $K_{i} \cap K_{j}$, for $i \neq j$. By Lemma 4.5, we also have $|u|=0 \mu$-a.e. on $K_{i} \cap K_{j}$, for $i \neq j$. Then, if $K=\bigcup_{i=1}^{l} K_{i}$, by using (7.5) and Hölder's inequality we get

$$
\begin{gathered}
\limsup _{m \rightarrow \infty} \limsup _{n \rightarrow \infty} \int_{K}\left|D u_{n}-D u-R_{n}^{m}(x, \zeta)\right|^{p} d x \\
\leq \limsup _{m \rightarrow \infty} \limsup _{n \rightarrow \infty} \sum_{i=1}^{l} \int_{K_{i}}\left|D\left(u_{n}-u-R_{n}^{m}\left(x, s_{i}\right)\right)\right|^{p} d x \\
\leq C \sum_{i=1}^{l}\left(\int_{K_{i}}|u|^{p} d \mu+\int_{K_{i}}\left|w s_{i}\right|^{p} d \mu\right)^{\frac{p-2}{p-1}}\left(\int_{K_{i}}\left|u-w s_{i}\right|^{p} d \mu\right)^{\frac{1}{p-1}} \\
=C\left(\int_{K}|u|^{p} d \mu+\int_{K}|w \zeta|^{p} d \mu\right)^{\frac{p-2}{p-1}}\left(\int_{K}|u-w \zeta|^{p} d \mu\right)^{\frac{1}{p-1}}
\end{gathered}
$$

which concludes the proof.
8. Particular cases. In this section, we shall prove that some assumptions on the function $a$, as homogeneity or linearity, are inherited by function $F$. In [6] we construct an example which shows that the function $F$ in general can be nonlinear and nonhomogeneous.

Homogeneous case. Let $a$ be a function which satisfies conditions (i)-(v), as at the beginning of section 5 . Let us assume in addition that $a$ satisfies the following homogeneity condition:
(vi) for a.e. $x \in \Omega$, for every $t \in \mathbf{R}$, and for every $\xi \in \mathbf{M}^{M \times N}$,

$$
a(x, t \xi)=|t|^{p-2} t a(x, t \xi)
$$

Moreover, let $\left(\mu_{n}\right)$ be a sequence in $\mathcal{M}_{0}^{p}(\Omega)$, and let $\left(F_{n}\right)$ be a sequence of functions in $\mathcal{F}(L)$ which satisfies the following condition:
(VII) for every $x \in \Omega$, for every $t \in \mathbf{R}$, and for every $s \in \mathbf{R}^{M}$,

$$
F_{n}(x, t s)=|t|^{p-2} t F_{n}(x, s)
$$

Under these assumptions we have the following result.
ThEOREM 8.1. If the function a satisfies conditions (i)-(vi) and the sequence $\left(F_{n}\right)$ satisfies conditions $(\mathrm{I})-(\mathrm{VII})$, then in Theorem 6.4 the function $F$ can be chosen satisfying

$$
F(x, t s)=|t|^{p-2} t F(x, s)
$$

for every $x \in \Omega$, for every $t \in \mathbf{R}$, and for every $s \in \mathbf{R}^{M}$.
Proof. Assumptions (vi) and (VII) imply that for every $t \in \mathbf{R}$ and for every $q \in \mathbf{Q}^{M}$, the solution $q_{n}^{m}$ of (6.42) satisfies

$$
(t q)_{n}^{m}=t q_{n}^{m}, \quad \mu \text {-a.e. in } \Omega
$$

where $(t q)_{n}^{m}$ is the solution of problem (6.42) with $q$ replaced by $t q$, which converges, according with Theorem 6.9 , to some function $(t q)^{m}$ weakly in $W_{0}^{1, p}\left(\Omega, \mathbf{R}^{M}\right)$ for every $m \in \mathbf{N}$. Then taking the limit as $n \rightarrow \infty$ we have

$$
(t q)^{m}=t q^{m}, \quad \mu \text {-a.e. in } \Omega .
$$

Therefore, the functions $H_{q}^{m}$ and $H_{t q}^{m}$ defined by (6.43) satisfy

$$
H_{t q}^{m}=t H_{q}^{m}, \quad \mu \text {-a.e. in } \Omega
$$

for every $t \in \mathbf{R}$ and for every $q \in \mathbf{Q}^{M}$. Thus, using that for every $q \in \mathbf{Q}^{M}$, the function $G(x, q)$ in the proof of Theorem 6.4 is defined as the limit in $m$ of $H_{q}^{m}$, the continuity of $G(x, s)$ with respect to the variable $s$ and that the function $F(x, s)$ satisfies (6.49), we conclude the proof.

In this special case we have the following result for the correctors defined by (7.1).
THEOREM 8.2. Assume that the function a and the sequence $\left(F_{n}\right)$ satisfy, respectively, properties (vi) and (VII). Then, the function $R_{n}^{m}$ defined by (7.1) satisfies

$$
\begin{equation*}
R_{n}^{m}(x, t s)=t R_{n}^{m}(x, s) \tag{8.1}
\end{equation*}
$$

for almost every $x \in \Omega$, for every $s \in \mathbf{R}^{M}$, and for every $t \in \mathbf{R}$.
Proof. Assumptions (vi) and (VII) imply that, for every $t \in \mathbf{R}$ and for every $s \in \mathbf{R}^{M},(t s)_{n}^{m}=t s_{n}^{m}$, where $s_{n}^{m}$ is the solution of (6.32) and $(t s)_{n}^{m}$ is the solution of problem (6.32) with $s$ replaced by $t s$. Thus the conclusion follows by the definition of $R_{n}^{m}$.

Linear case. Let us consider now the linear case, i.e., let us assume, with slight abuse of notation, that the function $a(x, \xi)$ is of the form $a(x) \xi$, where $a(x)$ is a measurable function from $\Omega$ on the linear applications from $\mathbf{M}^{M \times N}$ to $\mathbf{M}^{M \times N}$ which satisfies these hypotheses:
( $\mathrm{i}_{l}$ ) there exists a constant $\alpha>0$ such that for every $\xi \in \mathbf{M}^{M \times N}$ and for a.e. $x \in \Omega$, we have

$$
a(x) \xi \xi \geq \alpha|\xi|^{2}
$$

(ii ${ }_{l}$ ) there exists a constant $\beta>0$ such that for every $\xi \in \mathbf{M}^{M \times N}$ and for a.e. $x \in \Omega$, we have

$$
|a(x) \xi| \leq \beta|\xi|
$$

Remark 8.3. Hypotheses ( $\mathrm{i}_{l}$ ) and (ii $\mathrm{i}_{l}$ ) imply (i)-(v) at the beginning of section 5 for $p=2$.

Let us denote by $\mathcal{F}_{l}(L)$, with $L>0$, the class of all vector functions from $\Omega \times \mathbf{R}^{M}$ to $\mathbf{R}^{M}$ which are linear in the second argument (i.e., of the form $F(x) s$ ) and which satisfy the following two conditions:
( $\mathrm{I}_{l}$ ) for every $s \in \mathbf{R}^{M}$ and for every $x \in \Omega$ we have

$$
F(x) s s \geq \alpha|s|^{2}
$$

( $\mathrm{II}_{l}$ ) for every $s \in \mathbf{R}^{M}$ and for every $x \in \Omega$ we have

$$
|F(x) s| \leq L|s|
$$

Remark 8.4. It is easy to see that the class $\mathcal{F}_{l}(L)$ defined above is contained in the class $\mathcal{F}(L)$ defined in section 5 .

We are now in a position to state the following result.
Theorem 8.5. Assume that in Theorem $6.4, A u=-\operatorname{div}(a(x) D u)$, with $a(x)$ satisfying $\left(\mathrm{i}_{l}\right)$ and $\left(\mathrm{ii}_{l}\right)$, and that the sequence $\left(F_{n}\right)$ belongs to $\mathcal{F}_{l}(L)$. Then, the function $F$ which appears in the statement of Theorem 6.4 can be chosen in the class $\mathcal{F}_{l}\left(L^{\prime}\right)$, with $L^{\prime}>0$ different, in general, from $L$.

Proof. We have already shown in Theorem 8.1 that $F$ is homogeneous in its second argument. The additivity of $F$ can be proved essentially with the same argument.

For the corrector result, as in section 7 , let us assume that $\left(\mu_{n}\right) \gamma^{-\Delta}$-converges to $\mu$ and that the pairs $\left(\mu_{n}, F_{n}\right) \gamma^{A}$-converge to $(\mu, F)$ according with Definition 6.2 (where $A u=-\operatorname{div}(a(x) D u)$ ). In this case the function $R_{n}^{m}: \Omega \times \mathbf{R}^{M} \rightarrow \mathbf{M}^{M \times N}$ is given by $R_{n}^{m}(x, s)=D s_{n}^{m}(x)-D(w s)(x)$, where for every $s \in \mathbf{R}^{M}$, $s_{n}^{m}$ is the solution of the problem

$$
\left\{\begin{array}{l}
s_{n}^{m} \in H_{0}^{1}\left(\Omega, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{2}\left(\Omega, \mathbf{R}^{M}\right)  \tag{8.2}\\
\int_{\Omega} a(x) D s_{n}^{m} D v d x+\int_{\Omega} F_{n}(x) s_{n}^{m} v d \mu_{n}=m \int_{\Omega}\left(w_{n} s-s_{n}^{m}\right) v d x \\
\forall v \in H_{0}^{1}\left(\Omega, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{2}\left(\Omega, \mathbf{R}^{M}\right)
\end{array}\right.
$$

Clearly, the functions $R_{n}^{m}$ are linear in their second argument, and hence they are Carathéodory functions. This allows us to improve Theorem 7.1.

THEOREM 8.6. Let $\Omega^{\prime}$ be an open subset of $\Omega$. Let $\left(u_{n}\right)$, with $u_{n} \in H^{1}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap$ $L_{\mu_{n}}^{2}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$, be a sequence which converges weakly in $H^{1}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$ to some function $u$ and satisfies (6.1). Assume also that there exists a sequence $\left(f_{n}\right)$, with $f_{n}$ belonging to $\left(H_{0}^{1}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{2}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)\right)^{\prime}$, converging to some functional $f \in\left(H_{0}^{1}\left(\Omega, \mathbf{R}^{M}\right) \cap\right.$ $\left.L_{\mu}^{2}\left(\Omega, \mathbf{R}^{M}\right)\right)^{\prime}$ in the sense of $\left(\mathcal{H}_{\Omega^{\prime}}\right)$, such that $\left(u_{n}\right)$ satisfies the following problem:

$$
\left\{\begin{array}{l}
u_{n} \in H^{1}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{2}\left(\Omega^{\prime}, \mathbf{R}^{M}\right),  \tag{8.3}\\
\int_{\Omega} a(x) D u_{n} D v d x+\int_{\Omega} F_{n}(x) u_{n} v d \mu_{n}=\left\langle f_{n}, v\right\rangle \\
\forall v \in H_{0}^{1}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{2}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) .
\end{array}\right.
$$

Then, for every function $\psi \in H^{1}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L^{\infty}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$ and for every closed set $K \subset \Omega$, we have

$$
\begin{equation*}
\limsup _{m \rightarrow \infty} \limsup _{n \rightarrow \infty} \int_{K}\left|D u_{n}-D u-R_{n}^{m}(x) \psi\right|^{2} d x \leq C \int_{K}|u-w \psi|^{2} d \mu \tag{8.4}
\end{equation*}
$$

In particular, if $u / w$ belongs to $L^{\infty}\left(K, \mathbf{R}^{M}\right)$, then we have

$$
\begin{equation*}
\limsup _{m \rightarrow \infty} \limsup _{n \rightarrow \infty} \int_{K}\left|D u_{n}-D u-R_{n}^{m}(x) \frac{u}{w}\right|^{2} d x=0 \tag{8.5}
\end{equation*}
$$

In order to prove Theorem 8.6, we need some preliminary lemmas.
Lemma 8.7. Let $W=\sup \left\{\left\|w_{n}\right\|_{L^{\infty}(\Omega)}\right\}$. Then for every $s \in \mathbf{R}^{M}$, the solutions $s_{n}^{m}$ of (8.2) satisfy

$$
\begin{equation*}
\limsup _{m \rightarrow \infty} \limsup _{n \rightarrow \infty} \int_{\left\{\left|s_{n}^{m}\right| \geq 2^{k} W|s|\right\}}\left|D s_{n}^{m}\right|^{2} d x \leq C \frac{|s|^{2}}{k} \quad \forall k \in \mathbf{N} . \tag{8.6}
\end{equation*}
$$

Proof. For any $j \in \mathbf{N}$, let us consider the function $\Phi_{j}: \mathbf{R}^{M} \mapsto \mathbf{R}^{M}$ defined by

$$
\Phi_{j}(\zeta)= \begin{cases}0 & \text { if }|\zeta| \leq 2^{j-1} W|s|  \tag{8.7}\\ \frac{|\zeta|-2^{j-1} W|s|}{2^{j-1} W|s|} \zeta & \text { if } 2^{j-1} W|s|<|\zeta|<2^{j} W|s| \\ \zeta & \text { if }|\zeta| \geq 2^{j} W|s|\end{cases}
$$

Taking $\Phi_{j}\left(s_{n}^{m}\right)$ as a test function in (8.2), we get
$\int_{\Omega} a(x) D s_{n}^{m} D\left[\Phi_{j}\left(s_{n}^{m}\right)\right] d x+\int_{\Omega} F_{n}(x) s_{n}^{m} \Phi_{j}\left(s_{n}^{m}\right) d \mu_{n}+m \int_{\Omega}\left(s_{n}^{m}-w_{n} s\right) \Phi_{j}\left(s_{n}^{m}\right) d x=0$,
which implies

$$
\begin{gather*}
\alpha \int_{\left\{\left|s_{n}^{m}\right| \geq 2^{j} W|s|\right\}}\left|D s_{n}^{m}\right|^{2} d x \\
\leq-\int_{\left\{2^{j-1} W|s| \leq\left|s_{n}^{m}\right|<2^{j} W|s|\right\}} a(x) D s_{n}^{m} D\left[\Phi_{j}\left(s_{n}^{m}\right)\right] d x+m \int_{\Omega}\left|s_{n}^{m}-w_{n} s\right|\left|\Phi_{j}\left(s_{n}^{m}\right)\right| d x \\
\leq C \int_{\left\{2^{j-1} W|s| \leq\left|s_{n}^{m}\right|<2^{j} W|s|\right\}}\left|D s_{n}^{m}\right|^{2} d x+m \int_{\Omega}\left|s_{n}^{m}-w_{n} s \| \Phi_{1}\left(s_{n}^{m}\right)\right| d x \tag{8.8}
\end{gather*}
$$

where we used that $\left|\Phi_{j}\left(s_{n}^{m}\right)\right| \leq\left|\Phi_{1}\left(s_{n}^{m}\right)\right|$ for every $j \in \mathbf{N}$, and the fact that, in the set $\left\{2^{j-1} W|s| \leq\left|s_{n}^{m}\right|<2^{j} W|s|\right\}$, we have $D\left[\Phi_{j}\left(s_{n}^{m}\right)\right]=D s_{n}^{m}\left(2\left|s_{n}^{m}\right|-2^{j-1} W|s|\right) / 2^{j-1} W|s|$, and hence $\left|D\left[\Phi_{j}\left(s_{n}^{m}\right)\right]\right| \leq 3\left|D s_{n}^{m}\right|$.

On the other hand, by (6.38) we can see that for every $k \in \mathbf{N}$ we have

$$
\sum_{j=1}^{k} \int_{\left\{2^{j-1} W|s| \leq\left|s_{n}^{m}\right|<2^{j} W|s|\right\}}\left|D s_{n}^{m}\right|^{2} d x \leq \int_{\Omega}\left|D s_{n}^{m}\right|^{2} d x \leq C|s|^{2}
$$

and therefore, for every $k \in \mathbf{N}$, there exists $j(k)$, with $1 \leq j(k) \leq k$, such that

$$
\int_{\left\{2^{j(k)-1} W|s| \leq\left|s_{n}^{m}\right|<2^{j(k)} W|s|\right\}}\left|D s_{n}^{m}\right|^{2} d x \leq C \frac{|s|^{2}}{k}
$$

By (8.8), applied with $j(k)$, we deduce that for any $k \in \mathbf{N}$ we have

$$
\begin{aligned}
& \int_{\left\{\left|s_{n}^{m}\right| \geq 2^{k} W|s|\right\}}\left|D s_{n}^{m}\right|^{2} d x \\
& \quad \leq \int_{\left\{\left|s_{n}^{m}\right| \geq 2^{j(k)} W|s|\right\}}\left|D s_{n}^{m}\right|^{2} d x \leq C \frac{|s|^{2}}{k}+m \int_{\Omega}\left|s_{n}^{m}-w_{n} s \| \Phi_{1}\left(s_{n}^{m}\right)\right| d x
\end{aligned}
$$

thus taking the limit as $n \rightarrow \infty$ and using that $\Phi_{1}(w s)=0$, we obtain

$$
\begin{gathered}
\limsup _{n \rightarrow \infty} \int_{\left\{\left|s_{n}^{m}\right| \geq 2^{k} W|s|\right\}}\left|D s_{n}^{m}\right|^{2} d x \leq C \frac{|s|^{2}}{k}+m \int_{\Omega}\left|s^{m}-w s\right|\left|\Phi_{1}\left(s^{m}\right)-\Phi_{1}(w s)\right| d x \\
\leq C \frac{|s|^{2}}{k}+C m \int_{\Omega}\left|s^{m}-w s\right|^{2} d x
\end{gathered}
$$

Since, by Theorem 6.9, the second term on the right-hand side tends to zero when $m$ tends to infinity, estimate (8.6) is proved.

LEMMA 8.8. For every function $\varphi \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$, with $\varphi \geq 0$, we have

$$
\begin{equation*}
\limsup _{m \rightarrow \infty} \limsup _{n \rightarrow \infty} \int_{\Omega}\left|R_{n}^{m}(x)\right|^{2} \varphi d x \leq C \int_{\Omega} w^{2} \varphi d \mu \tag{8.9}
\end{equation*}
$$

Proof. Let $s \in \mathbf{R}^{M}$, with $|s| \leq 1$. Let us define $\Psi_{k}: \mathbf{R}^{M} \mapsto \mathbf{R}^{M}$ by $\Psi_{k}(\zeta)=$ $\zeta-\Phi_{k}(\zeta)$, where $\Phi_{k}$ is the function defined by (8.7). Taking $\Psi_{k}\left(s_{n}^{m}-w_{n} s\right) \varphi$, with
$\varphi \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$ and $\varphi \geq 0$, as a test function in (8.2), we have

$$
\begin{aligned}
& \int_{\Omega} a(x) D s_{n}^{m} D\left[\Psi_{k}\left(s_{n}^{m}-w_{n} s\right)\right] \varphi d x+\int_{\Omega} a(x) D s_{n}^{m} \Psi_{k}\left(s_{n}^{m}-w_{n} s\right) \otimes D \varphi d x \\
+ & m \int_{\Omega}\left(s_{n}^{m}-w_{n} s\right) \Psi_{k}\left(s_{n}^{m}-w_{n} s\right) \varphi d x+\int_{\Omega} F_{n}(x) s_{n}^{m} \Psi_{k}\left(s_{n}^{m}-w_{n} s\right) \varphi d \mu_{n}=0
\end{aligned}
$$

where the second term tends to zero when $n$ and then $m$ tend to infinity and where the third term in the left-hand side is positive. This permits us to write

$$
\begin{aligned}
& \alpha \int_{\left\{\left|s_{n}^{m}-w_{n} s\right| \leq 2^{k-1} W|s|\right\}}\left|D\left(s_{n}^{m}-w_{n} s\right)\right|^{2} \varphi d x+\int_{\Omega} F_{n}(x)\left(s_{n}^{m}-w_{n} s\right) \Psi_{k}\left(s_{n}^{m}-w_{n} s\right) \varphi d \mu_{n} \\
& \leq C \int_{\left\{2^{k-1} W|s|<\left|s_{n}^{m}-w_{n} s\right|<2^{k} W|s|\right\}}\left|D s_{n}^{m}\right|\left|D\left(s_{n}^{m}-w_{n} s\right)\right| \varphi d x \\
& (8.10) \\
& +C \int_{\left\{\left|s_{n}^{m}-w_{n} s\right| \leq 2^{k-1} W|s|\right\}}\left|D\left(w_{n} s-w s\right)\right|\left|D\left(s_{n}^{m}-w_{n} s\right)\right| \varphi d x \\
& +C \int_{\left\{\left|s_{n}^{m}-w_{n} s\right| \leq 2^{k-1} W|s|\right\}}|D w s|\left|D\left(s_{n}^{m}-w_{n} s\right)\right| \varphi d x \\
& \quad+C \int_{\Omega}\left|w_{n} s\right|\left|\Psi_{k}\left(s_{n}^{m}-w_{n} s\right)\right| \varphi d \mu_{n}+o_{m, n}
\end{aligned}
$$

Since for $k \geq 2$

$$
\begin{equation*}
\left|s_{n}^{m}\right| \geq\left|s_{n}^{m}-w_{n} s\right|-\left|w_{n} s\right| \geq\left|s_{n}^{m}-w_{n} s\right|-W|s| \geq 2^{k-2} W|s| \tag{8.11}
\end{equation*}
$$

in the set $\left\{\left|s_{n}^{m}-w_{n} s\right| \geq 2^{k-1} W|s|\right\}$, by Hölder's inequality, (6.38), and Lemma 8.7, we obtain

$$
\int_{\left\{2^{k-1} W|s|<\left|s_{n}^{m}-w_{n} s\right|<2^{k} W|s|\right\}}\left|D s_{n}^{m}\right|\left|D\left(s_{n}^{m}-w_{n} s\right)\right| \varphi d x \leq C \frac{\|\varphi\|_{L^{\infty}(\Omega)}}{\sqrt{k-2}}|s|^{2}+o_{m, n}
$$

By the definition of $\Psi_{k}$ and $\left(\mathrm{I}_{l}\right)$, we have

$$
\begin{gathered}
\int_{\Omega} F_{n}(x)\left(s_{n}^{m}-w_{n} s\right) \Psi_{k}\left(s_{n}^{m}-w_{n} s\right) \varphi d \mu_{n} \geq \alpha \int_{\Omega}\left(s_{n}^{m}-w_{n} s\right) \Psi_{k}\left(s_{n}^{m}-w_{n} s\right) \varphi d \mu_{n} \\
\geq \alpha \int_{\Omega}\left|\Psi_{k}\left(s_{n}^{m}-w_{n} s\right)\right|^{2} \varphi d \mu_{n}
\end{gathered}
$$

Therefore, using Young's inequality in (8.10) and taking into account that $|s| \leq 1$ and that the third term of the right-hand side of (8.10) tends to zero when $n$ and $m$ tend to infinity, we get

$$
\begin{align*}
& \int_{\left\{\left|s_{n}^{m}-w_{n} s\right| \leq 2^{k-1} W|s|\right\}}\left|D\left(s_{n}^{m}-w_{n} s\right)\right|^{2} \varphi d x+\int_{\Omega}\left|\Psi_{k}\left(s_{n}^{m}-w_{n} s\right)\right|^{2} \varphi d \mu_{n} \\
& \leq C\left[\frac{\|\varphi\|_{L^{\infty}(\Omega)}}{\sqrt{k-2}}+\int_{\Omega}\left|D\left(w_{n} s-w s\right)\right|^{2} \varphi d x+\int_{\Omega}\left|w_{n} s\right|^{2} \varphi d \mu_{n}\right]+o_{m, n}  \tag{8.12}\\
& \leq C \frac{\|\varphi\|_{L^{\infty}(\Omega)}}{\sqrt{k-2}}+C \int_{\Omega} w^{2} \varphi d \mu+o_{m, n}
\end{align*}
$$

where in the last inequality we used Lemma 4.2. Thus by (8.12), (8.11), and Lemmas 8.7 and 4.2 , we have

$$
\begin{gathered}
\int_{\Omega}\left|R_{n}^{m}(x) s\right|^{2} \varphi d x=\int_{\Omega}\left|D\left(s_{n}^{m}-w s\right)\right|^{2} \varphi d x \\
\leq 2 \int_{\left\{\left|s_{n}^{m}-w_{n} s\right| \leq 2^{k-1} W|s|\right\}}\left|D\left(s_{n}^{m}-w_{n} s\right)\right|^{2} \varphi d x+2 \int_{\left\{\left|s_{n}^{m}-w_{n} s\right| \leq 2^{k-1} W|s|\right\}}\left|D\left(w_{n} s-w s\right)\right|^{2} \varphi d x \\
+2 \int_{\left\{\left|s_{n}^{m}-w_{n} s\right|>2^{k-1} W|s|\right\}}\left|D s_{n}^{m}\right|^{2} \varphi d x+2 \int_{\left\{\left|s_{n}^{m}-w_{n} s\right|>2^{k-1} W|s|\right\}}|D(w s)|^{2} \varphi d x \\
\leq C\|\varphi\|_{L^{\infty}(\Omega)}\left(\frac{1}{\sqrt{k-2}}+\frac{1}{k-2}\right)+C \int_{\Omega} w^{2} \varphi d \mu+o_{m, n},
\end{gathered}
$$

which by the arbitrariness of $k$ implies

$$
\limsup _{m \rightarrow \infty} \limsup _{n \rightarrow \infty} \int_{\Omega}\left|R_{n}^{m}(x) s\right|^{2} \varphi d x \leq C \int_{\Omega} w^{2} \varphi d \mu
$$

Since

$$
\left|R_{n}^{m}(x)\right|=\max \left\{\left|R_{n}^{m}(x) s\right|:|s| \leq 1\right\} \leq \sum_{i=1}^{N}\left|R_{n}^{m}(x) e_{i}\right|
$$

where $\left\{e_{i}: i \leq i \leq N\right\}$ is the canonical basis of $\mathbf{R}^{N}$, Lemma 8.8 is proved.
Remark 8.9. If in Lemma 8.8, $\varphi$ belongs to $C_{c}^{\infty}(\Omega)$, then estimate (8.9) may be easily deduced from estimate (6.9) in Lemma 6.6. Remark also that Lemmas 8.7 and 8.8 can be easily generalized to the nonlinear case.

Proof of Theorem 8.6. By Lemma 8.8, for every closed $K \subset \Omega^{\prime}$ and for every function $\psi \in H^{1}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$, with $\psi \geq 0$, we have

$$
\begin{equation*}
\limsup _{m \rightarrow \infty} \limsup _{n \rightarrow \infty} \int_{K}\left|R_{m}^{n}(x)\right|^{2} \psi d x \leq C \int_{K} w^{2} \psi d \mu \tag{8.13}
\end{equation*}
$$

Indeed it is enough in (8.9) to take $\varphi$ equals to $\varphi_{n} \psi$, with $\varphi_{n} \in H_{0}^{1}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap$ $L^{\infty}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$ decreasing to the characteristic function of $K$.

Consider $\psi \in H^{1}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L^{\infty}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$ and let $K$ be a closed subset of $\Omega^{\prime}$. By Theorem 7.1, for any function $\zeta=\sum_{i=1}^{l} s_{i} 1_{K_{i}}$, with $s_{i} \in \mathbf{R}$ and $K_{i}$ closed subsets of $\Omega^{\prime}$, such that $K=\bigcup_{i=1}^{l} K_{i}$ and $w=0 \mu$-a.e. on $K_{i} \cap K_{j}$, for $i \neq j$, we have

$$
\begin{gather*}
\int_{K}\left|D u_{n}-D u-R_{n}^{m}(x) \psi\right|^{2} d x \\
\leq 2 \int_{K}\left|D u_{n}-D u-R_{n}^{m}(x) \zeta\right|^{2} d x+2 \int_{K}\left|R_{n}^{m}(x)\right|^{2}|\psi-\zeta|^{2} d x \\
\leq C \int_{K}|u-w \zeta|^{2} d \mu+2 \sum_{i=1}^{l} \int_{K_{i}}\left|R_{n}^{m}(x)\right|^{2}\left|\psi-s_{i}\right|^{2} d x+o_{m, n}  \tag{8.14}\\
\leq C \int_{K}|u-w \zeta|^{2} d \mu+C \sum_{i=1}^{l} \int_{K_{i}}\left|w \psi-s_{i} w\right|^{2} d \mu+o_{m, n} \\
=C \int_{K}|u-w \zeta|^{2} d \mu+C \int_{K}|w \psi-w \zeta|^{2} d \mu+o_{m, n}
\end{gather*}
$$

where we used (8.13). In order to obtain (8.4), it is enough to take $\zeta=\zeta_{k}$, where $\left(\zeta_{k}\right)$ is a sequence of step functions such that $\left(w \zeta_{k}\right)$ converges strongly to $w \psi$ in $L_{\mu}^{2}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$.

Assume now that $u / w$ belongs to $L^{\infty}\left(K, \mathbf{R}^{M}\right)$ and take $\varepsilon>0$. By estimates (8.4) and (8.13), we get

$$
\begin{gather*}
\int_{K}\left|D u_{n}-D u-R_{n}^{m}(x) \frac{u}{w}\right|^{2} d x \\
\quad \leq \int_{K}\left|D u_{n}-D u-R_{n}^{m}(x) \frac{u}{w+\varepsilon}\right|^{2} d x+\int_{K}\left|R_{n}^{m}(x)\right|^{2}\left|\frac{u}{w+\varepsilon}-\frac{u}{w}\right|^{2} d x \\
\leq \int_{K}\left|u-\frac{w u}{w+\varepsilon}\right|^{2} d \mu+C \varepsilon^{2}\left\|\frac{u}{w}\right\|_{L^{\infty}\left(K, \mathbf{R}^{M}\right)}^{2} \int_{K}\left|R_{n}^{m}(x)\right|^{2} \frac{1}{(w+\varepsilon)^{2}} d \mu+o_{m, n}  \tag{8.15}\\
\quad \leq \int_{K}\left|u-\frac{w u}{w+\varepsilon}\right|^{2} d \mu+C \varepsilon^{2}\left\|\frac{u}{w}\right\|_{L^{\infty}\left(K, \mathbf{R}^{M}\right)}^{2} \int_{K} \frac{w^{2}}{(w+\varepsilon)^{2}} d \mu+o_{m, n} .
\end{gather*}
$$

By using that $u$ belongs to $L_{\mu}^{2}\left(\Omega, \mathbf{R}^{M}\right)$ and the dominated convergence theorem, the first integral of the right-hand side of (8.15) tends to zero when $\varepsilon$ tends to zero. Since

$$
\frac{\varepsilon w}{(w+\varepsilon)^{2}}=\frac{\varepsilon}{w+\varepsilon} \frac{w}{w+\varepsilon} \leq 1
$$

and hence by the fact that $\nu=w^{p-1} \mu$ is a Radon measure,

$$
\varepsilon \int_{K} \frac{w^{2}}{(w+\varepsilon)^{2}} d \mu \leq \int_{K} w d \mu<+\infty
$$

we get that the second integral on the right-hand side of (8.15) tends to zero when $\varepsilon$ tends to zero. We deduce (8.5) taking the limit in $n, m$, and then in $\varepsilon$.
9. Asymptotically equivalent operators. We saw in the previous sections that the properties of the function $F$ which appears in the limit problem (6.2) are strictly related to the properties of the function $a$ which define the differential operator $A$. The next proposition shows, in some sense, how the function $F$ depends on the behavior of $a(x, \xi)$ when $|\xi|$ is large.

Let $\tilde{a}: \Omega \times \mathbf{M}^{M \times N} \rightarrow \mathbf{M}^{M \times N}$ be a Carathéodory function which satisfies conditions (i)-(v), and suppose that the following property

$$
\begin{equation*}
\lim _{|\xi| \rightarrow \infty} \frac{|a(x, \xi)-\tilde{a}(x, \xi)|}{|\xi|^{p-1}}=0 \tag{9.1}
\end{equation*}
$$

holds uniformly with respect to $x$ in $\Omega$. Let $\tilde{A}$ be the differential operator given by $\tilde{A} u=-\operatorname{div}(\tilde{a}(x, D u))$.

Proposition 9.1. Suppose that the pair $\left(\mu_{n}, F_{n}\right)$, according to Definition 6.2, $\gamma^{A}$-converges to $(\mu, F)$.

If the functions a and $\tilde{a}$ satisfy condition (9.1), then we also have that $\left(\mu_{n}, F_{n}\right)$ $\gamma^{\tilde{A}}$-converges to $(\mu, F)$.

Proof. According to the definition of the $\gamma^{\tilde{A}}$-convergence, we have to show that for any open subset $\Omega^{\prime}$ of $\Omega$, for any sequence of functionals $\left(f_{n}\right)$, with $f_{n} \in$ $\left(W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)\right)^{\prime}$, which converges to some $f \in\left(W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap\right.$
$\left.L_{\mu}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)\right)^{\prime}$ in the sense of $\left(\mathcal{H}_{\Omega^{\prime}}\right)$, and for any sequence $\left(u_{n}\right)$ which satisfies (6.1) and

$$
\left\{\begin{array}{l}
u_{n} \in W^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right),  \tag{9.2}\\
\int_{\Omega^{\prime}} \tilde{a}\left(x, D u_{n}\right) D v d x+\int_{\Omega^{\prime}} F_{n}\left(x, u_{n}\right) v d \mu_{n}=\left\langle f_{n}, v\right\rangle \\
\forall v \in W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right),
\end{array}\right.
$$

every cluster point of the sequence $\left(u_{n}\right)$ in the weak topology of $W^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$ satisfies problem

$$
\left\{\begin{array}{l}
u \in W^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right),  \tag{9.3}\\
\int_{\Omega^{\prime}} \tilde{a}(x, D u) D v d x+\int_{\Omega^{\prime}} F(x, u) v d \mu=\langle f, v\rangle \\
\forall v \in W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)
\end{array}\right.
$$

If $u_{n}$ satisfies (9.2), then it also satisfies

$$
\left\{\begin{array}{l}
u_{n} \in W^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right), \\
\int_{\Omega^{\prime}} a\left(x, D u_{n}\right) D v d x+\int_{\Omega^{\prime}} F_{n}\left(x, u_{n}\right) v d \mu_{n}=\left\langle g_{n}, v\right\rangle \\
\forall v \in W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right),
\end{array}\right.
$$

where $g_{n}=f_{n}-\operatorname{div}\left[a\left(x, D u_{n}\right)-\tilde{a}\left(x, D u_{n}\right)\right]$. Therefore, once we show that ( $\operatorname{div}\left[a\left(x, D u_{n}\right)-\right.$ $\left.\left.\tilde{a}\left(x, D u_{n}\right)\right]\right)$ converges in the sense of $\left(\mathcal{H}_{\Omega^{\prime}}\right)$ to $\operatorname{div}[a(x, D u)-\tilde{a}(x, D u)]$, by the $\gamma^{A_{-}}$ convergence of $\left(\mu_{n}, F_{n}\right)$ to $(\mu, F)$, we can deduce that $u$ satisfies (9.3).

In order to prove that $\left(-\operatorname{div}\left[\tilde{a}\left(x, D u_{n}\right)-a\left(x, D u_{n}\right)\right]\right)$ converges in the sense of $\left(\mathcal{H}_{\Omega^{\prime}}\right)$, let us consider $v_{n} \in W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$ such that $\left(v_{n}\right)$ converges weakly to some $v$ in $W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$. Since by Proposition 5.4 the sequence $\left(D u_{n}\right)$ converges to $D u$ pointwise a.e. in $\Omega^{\prime}$, by Egorov's theorem, for every $\delta>0$, there exists a set $E \subseteq \Omega^{\prime}$, with $|E|<\delta$, such that $\left(D u_{n}\right)$ converges uniformly to $D u$ in $\Omega^{\prime} \backslash E$. Thus we get

$$
\begin{gather*}
\lim _{n \rightarrow \infty} \int_{\Omega^{\prime}}\left[\tilde{a}\left(x, D u_{n}\right)-a\left(x, D u_{n}\right)\right] D v_{n} d x \\
=\int_{\Omega^{\prime} \backslash E}[\tilde{a}(x, D u)-a(x, D u)] D v d x+\lim _{n \rightarrow \infty} \int_{E}\left[\tilde{a}\left(x, D u_{n}\right)-a\left(x, D u_{n}\right)\right] D v_{n} d x . \tag{9.4}
\end{gather*}
$$

Let us estimate the last limit in (9.4). By (9.1), for every $\varepsilon>0$ there exists $M>0$ such that

$$
|\tilde{a}(x, \xi)-a(x, \xi)| \leq \varepsilon|\xi|^{p-1}
$$

whenever $|\xi|>M$. Thus, since $\left(v_{n}\right)$ and $\left(u_{n}\right)$ are bounded in $W^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$, by

Hölder's inequality, we get

$$
\begin{gather*}
\lim _{n \rightarrow \infty}\left|\int_{E}\left[\tilde{a}\left(x, D u_{n}\right)-a\left(x, D u_{n}\right)\right] D v_{n} d x\right| \\
\leq \lim _{n \rightarrow \infty} \int_{E \cap\left\{\left|D u_{n}\right|>M\right\}_{\Omega^{\prime}}}\left|\tilde{a}\left(x, D u_{n}\right)-a\left(x, D u_{n}\right)\right|\left|D v_{n}\right| d x  \tag{9.5}\\
+\int_{E \cap\left\{\left|D u_{n}\right| \leq M\right\}_{\Omega^{\prime}}}\left|\tilde{a}\left(x, D u_{n}\right)-a\left(x, D u_{n}\right)\right|\left|D v_{n}\right| d x \leq C\left(\varepsilon+M^{p-1} \delta^{(p-1) / p}\right) .
\end{gather*}
$$

Now taking the limit as $\delta$ goes to zero and then the limit as $M$ goes to infinity, by (9.4) and (9.5) we obtain

$$
\lim _{n \rightarrow \infty} \int_{\Omega^{\prime}}\left[\tilde{a}\left(x, D u_{n}\right)-a\left(x, D u_{n}\right)\right] D v_{n} d x=\int_{\Omega^{\prime}}[\tilde{a}(x, D u)-a(x, D u)] D v d x
$$

which concludes the proof.
Corollary 9.2. Let $\left(F_{n}\right)$ be a sequence in $\mathcal{F}(L)$ which satisfies condition (VI) and assume that the function a satisfies the following condition: There exists a Carathéodory function $\tilde{a}$ such that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{a(x, t \xi)}{|t|^{p-2} t}=\tilde{a}(x, \xi) \tag{9.6}
\end{equation*}
$$

uniformly in $x$, for every $\xi \in \mathbf{M}^{M \times N}$.
Suppose that the pair $\left(\mu_{n}, F_{n}\right)$, according to Definition 6.2, $\gamma^{A}$-converges to $(\mu, F)$. Then the function $F$ also satisfies condition (VI).

Proof. It is easy to see that $\tilde{a}$ satisfies conditions (i)-(vi) and that condition (9.6) implies condition (9.1). Thus by the previous theorem the sequence of pairs $\left(F_{n}, \mu_{n}\right) \gamma^{\tilde{A}}$-converges to $(\mu, F)$ and by Theorem 8.1 the function $F$ satisfies condition (VI).
10. General operators. In this section we shall prove that the results given in the previous sections hold for a class of more general operators. Actually, let $2 \leq p<+\infty$ and let $b: \Omega \times \mathbf{R}^{M} \times \mathbf{M}^{M \times N} \mapsto \mathbf{M}^{M \times N}$ be a Carathéodory function such that:
(i') there exists a constant $\alpha>0$ such that

$$
\left(b\left(x, 0, \xi_{1}\right)-b\left(x, 0, \xi_{2}\right)\right)\left(\xi_{1}-\xi_{2}\right) \geq \alpha\left|\xi_{1}-\xi_{2}\right|^{p}
$$

for every $s \in \mathbf{R}^{M}$, for every $\xi_{1}, \xi_{2} \in \mathbf{M}^{M \times N}$, and for a.e. $x \in \Omega$;
(ii') there exists a constant $\beta>0$ and a function $h \in L^{\frac{p}{p-2}}(\Omega)(p /(p-2)=+\infty$ if $p=2$ ) such that

$$
\left|b\left(x, 0, \xi_{1}\right)-b\left(x, 0, \xi_{2}\right)\right| \leq \beta\left(h(x)+\left(\left|\xi_{1}\right|+\left|\xi_{2}\right|\right)^{p-2}\right)\left|\xi_{1}-\xi_{2}\right|
$$

for every $\xi_{1}, \xi_{2} \in \mathbf{M}^{M \times N}$ and for a.e. $x \in \Omega$;
(iii') there exists a constant $\gamma>0$ and a function $k \in L^{p^{\prime}}(\Omega)$ such that

$$
\left|b\left(x, s_{1}, \xi\right)-b\left(x, s_{2}, \xi\right)\right| \leq \gamma\left(k(x)+\left(\left|s_{1}\right|+\left|s_{2}\right|\right)^{q}+|\xi|^{r}\right) \min \left\{\left|s_{1}-s_{2}\right|, 1\right\}
$$

for every $s_{1}, s_{2} \in \mathbf{R}^{M}$, for every $\xi \in \mathbf{M}^{M \times N}$ and for a.e. $x \in \Omega$, where $q$ and $r$ are constants which satisfy $0 \leq q<N(p-1) /(N-p)$ if $p<N, q \geq 0$ if $p \geq N$ and $0 \leq r<p-1$.
$\left(\mathrm{iv}^{\prime}\right) b(\cdot, 0,0) \in L^{p^{\prime}}(\Omega)$.
Under these hypotheses on the operator $B u=-\operatorname{div}(b(x, u, D u))$, we have the following generalizations of Definition 6.2 and Theorem 6.4.

Definition 10.1. Let $\left(\mu_{n}\right)$ be a sequence in $\mathcal{M}_{0}^{p}(\Omega)$, let $\left(F_{n}\right)$ be a sequence in $\mathcal{F}\left(c_{1}, c_{2}, \sigma\right)$, let $\mu \in \mathcal{M}_{0}^{p}(\Omega)$ and $F \in \mathcal{F}\left(c_{1}, c_{2}, \sigma\right)$. We say that the pairs $\left(\mu_{n}, F_{n}\right) \gamma^{B_{-}}$ converge (in $\Omega$ ) to the pair ( $\mu, F)$ if the following property holds: for any open set $\Omega^{\prime} \subseteq$ $\Omega$, for any sequence of functionals $\left(f_{n}\right)$, with $f_{n} \in\left(W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)\right)^{\prime}$, which converges to some $f \in\left(W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)\right)^{\prime}$ in the sense of $\left(\mathcal{H}_{\Omega^{\prime}}\right)$ (according to Definition 5.1), and for any sequence ( $u_{n}$ ) of solutions of the problems

$$
\left\{\begin{array}{l}
u_{n} \in W^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right),  \tag{10.1}\\
\int_{\Omega^{\prime}} b\left(x, u_{n}, D u_{n}\right) D v d x+\int_{\Omega^{\prime}} F_{n}\left(x, u_{n}\right) v d \mu_{n}=\left\langle f_{n}, v\right\rangle \\
\forall v \in W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)
\end{array}\right.
$$

satisfying (6.1), all cluster points of the sequence $\left(u_{n}\right)$ in the weak topology of $W^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$ satisfy the following problem:

$$
\left\{\begin{array}{l}
u \in W^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right),  \tag{10.2}\\
\int_{\Omega^{\prime}} b(x, u, D u) D v d x+\int_{\Omega^{\prime}} F(x, u) v d \mu=\langle f, v\rangle \\
\forall v \in W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) .
\end{array}\right.
$$

Remark 10.2. If $\left(u_{n}\right)$ is a sequence of solutions of problems (10.1) then the assertion of Proposition 5.4 can be proved using the same argument.

Theorem 10.3. Let $\left(\mu_{n}\right)$ be a sequence of measures in $\mathcal{M}_{0}^{p}(\Omega)$ and let $\left(F_{n}\right)$ be a sequence in $\mathcal{F}(L)$, with $L>0$. Then there exists an increasing sequence of integers $\left(n_{j}\right)$, a measure $\mu \in \mathcal{M}_{0}^{p}(\Omega)$, and a function $F \in \mathcal{F}(\alpha, C, 1 /(p-1))$ such that the pairs $\left(\mu_{n_{j}}, F_{n_{j}}\right) \gamma^{B}$-converge to ( $\left.\mu, F\right)$ in $\Omega$ (according to Definition 10.1).

Proof. The above hypotheses on $b(x, s, \xi)$ imply that the application $a: \Omega \times$ $\mathbf{M}^{M \times N} \mapsto \mathbf{M}^{M \times N}$ defined by $a(x, \xi)=b(x, 0, \xi)-b(x, 0,0)$ satisfies conditions (i)-(v) in section 5 and then, by Theorem 6.4, there exists an increasing sequence of integers $\left(n_{j}\right)$, a measure $\mu \in \mathcal{M}_{0}^{p}(\Omega)$, and a function $F \in \mathcal{F}(\alpha, C, 1 /(p-1))$ such that the pairs $\left(\mu_{n_{j}}, F_{n_{j}}\right) \gamma^{A}$-converge to ( $\left.\mu, F\right)$ in $\Omega$ (according to Definition 6.2). Let us see that the pairs $\left(\mu_{n_{j}}, F_{n_{j}}\right) \gamma^{B}$-converge to $(\mu, F)$ in $\Omega$ (according to Definition 10.1). Let us consider a sequence of functionals $\left(f_{n_{j}}\right)$, with $f_{n_{j}} \in\left(W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n_{j}}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)\right)^{\prime}$, which converges to some $f \in\left(W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)\right)^{\prime}$ in the sense of $\left(\mathcal{H}_{\Omega^{\prime}}\right)$, a sequence ( $u_{n_{j}}$ ) which satisfies (10.1) (with $n$ replaced by $n_{j}$ ) and (6.1), and a cluster point $u$ of the sequence $\left(u_{n_{j}}\right)$ in the weak topology of $W^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$. We have to prove that $u$ satisfies problem (10.2). In order to simplify the notation, we shall still denote by $\left(u_{n_{j}}\right)$ the subsequence of $\left(u_{n_{j}}\right)$ which converges weakly in $W^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right)$ to $u$. By (10.1), the sequence $\left(u_{n_{j}}\right)$ satisfies

$$
\left\{\begin{array}{l}
u_{n_{j}} \in W^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n_{j}}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right),  \tag{10.3}\\
\int_{\Omega^{\prime}} a\left(x, D u_{n_{j}}\right) D v d x+\int_{\Omega^{\prime}} F\left(x, u_{n_{j}}\right) v d \mu=\left\langle f_{n_{j}}, v\right\rangle-\left\langle g_{n_{j}}, v\right\rangle \\
\forall v \in W_{0}^{1, p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right) \cap L_{\mu_{n_{j}}}^{p}\left(\Omega^{\prime}, \mathbf{R}^{M}\right),
\end{array}\right.
$$

where $g_{n_{j}}=-\operatorname{div}\left(b\left(x, u_{n_{j}}, D u_{n_{j}}\right)-b\left(x, 0, D u_{n_{j}}\right)-b(x, 0,0)\right)$. To conclude the proof it is enough to show that the sequence $\left(g_{n_{j}}\right)$ converges in the sense of $\left(\mathcal{H}_{\Omega^{\prime}}\right)$ to the functional $g=-\operatorname{div}(b(x, u, D u)-b(x, 0, D u)-b(x, 0,0))$. By (iii') we have

$$
\begin{equation*}
\left|b\left(x, u_{n_{j}}, D u_{n_{j}}\right)-b\left(x, 0, D u_{n_{j}}\right)\right| \leq \gamma\left(k+\left|u_{n_{j}}\right|^{q}+\left|D u_{n_{j}}\right|^{r}\right)\left|u_{n_{j}}\right| \tag{10.4}
\end{equation*}
$$

By Remark 10.2, $D u_{n_{j}}$ converges pointwise to $D u$, and then the left-hand side of (10.4) converges pointwise to $b(x, u, D u)-b(x, 0, D u)$, and the power $p^{\prime}$ of the right-hand side is uniformly integrable. This implies that $\left(b\left(x, u_{n_{j}}, D u_{n_{j}}\right)-b\left(x, 0, D u_{n_{j}}\right)\right)$ converges strongly in $L^{p^{\prime}}\left(\Omega^{\prime}\right)$ to $b(x, u, D u)-b(x, 0, D u)$, which concludes the proof.
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#### Abstract

We study a certain class of mild solutions of the nonlinear Schrödinger equation $i u_{t}+\Delta u=\gamma|u|^{\alpha} u$. In particular, we develop a scattering theory in this class of solutions. As a consequence, we characterize self-similar solutions in $L^{\alpha+2}$ whose gradient is in $L^{2}$. In addition, we prove the existence of classical $H^{1}$ global solutions having various specified rates of decay as $t \rightarrow \infty$.
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1. Introduction. This paper is devoted to the study of a certain class of mild solutions of the nonlinear Schrödinger equation

$$
\begin{equation*}
i u_{t}+\Delta u=\gamma|u|^{\alpha} u, \tag{1.1}
\end{equation*}
$$

where $u=u(t, x) \in \mathbb{C}, t>0, x \in \mathbb{R}^{N}, \gamma$ is a fixed real number, and $\alpha>0$. As usual, a mild solution refers to a solution of the corresponding integral equation. Since we consider solutions of (1.1) for $t>0$, i.e., without specifying an initial value, the corresponding integral equation has $u(\tau)$ as "initial value" for any $\tau>0$. See Definition 3.1 for the precise formulation. In particular, the solution must be in $L_{\text {loc }}^{\infty}\left((0, \infty), L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right)$.

Historically, (1.1) has been studied in $H^{1}\left(\mathbb{R}^{N}\right)$, often with the additional restriction that $\alpha$ be "subcritical", i.e.,

$$
\alpha<\frac{4}{N-2} \quad(\alpha<\infty \text { if } N=1,2) .
$$

In this case, the natural energy of a solution

$$
E(u(t))=\frac{1}{2} \int_{\mathbb{R}^{N}}|\nabla u(t, x)|^{2} d x+\frac{\gamma}{\alpha+2} \int_{\mathbb{R}^{N}}|u(t, x)|^{\alpha+2} d x
$$

is well defined.
On the other hand, $H^{1}$ is not well adapted for the study of self-similar solutions of (1.1), i.e., solutions $u$ of the form

$$
u(t, x)=t^{-\frac{p}{2}} f\left(\frac{x}{\sqrt{t}}\right)
$$

where $p \in \mathbb{C}$ and $\operatorname{Re} p=2 / \alpha$. Conservation laws for $H^{1}$ solutions of (1.1) combined with the dilation properties of self-similar solutions show that nontrivial $H^{1}$ selfsimilar solutions of (1.1) could only exist if $\alpha=4 / N$. And even if $\alpha=4 / N$, no radially

[^28]symmetric nontrivial $H^{1}$ self-similar solutions exist (see [7], [9]). As far as we are aware, however, the existence of nontrivial self-similar solutions with $\nabla f \in L^{2}\left(\mathbb{R}^{N}\right)$ and $f \in L^{\alpha+2}\left(\mathbb{R}^{N}\right)$ is an open question; see [10].

If $u(t, x)=t^{-\frac{p}{2}} f\left(\frac{x}{\sqrt{t}}\right)$, where $\operatorname{Re} p=2 / \alpha$ and $f \in L^{\alpha+2}\left(\mathbb{R}^{N}\right)$, then

$$
\|u(t)\|_{L^{\alpha+2}}=t^{-\beta}\|f\|_{L^{\alpha+2}},
$$

where

$$
\begin{equation*}
\beta=\frac{4-(N-2) \alpha}{2 \alpha(\alpha+2)} \tag{1.2}
\end{equation*}
$$

(Note that $\beta>0$ precisely when $\alpha$ is subcritical.) Thus, we are motivated to consider the class of mild solutions $u$ of (1.1) such that

$$
\begin{equation*}
u \in X_{\alpha} \equiv\left\{u \in L_{\mathrm{loc}}^{\infty}\left((0, \infty), L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right) ; \sup _{t>0} t^{\beta}\|u(t)\|_{L^{\alpha+2}}<\infty\right\} \tag{1.3}
\end{equation*}
$$

We believe this to be a natural space in which to study solutions of (1.1). As we shall see, this study will yield new results about $H^{1}$ solutions.

In a previous article [4] we proved that if

$$
\begin{equation*}
\alpha_{0}<\alpha<\frac{4}{N-2} \tag{1.4}
\end{equation*}
$$

where $\alpha_{0}$ is the positive root of the polynomial $N \alpha^{2}+(N-2) \alpha-4$, and if $\varphi: \mathbb{R}^{N} \rightarrow \mathbb{C}$ is small enough in the space

$$
\begin{equation*}
W_{\alpha}=\left\{\varphi \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right) ; \sup _{t>0} t^{\beta}\|\mathcal{T}(t) \varphi\|_{L^{\alpha+2}}<\infty\right\} \tag{1.5}
\end{equation*}
$$

where

$$
\mathcal{T}(t)=e^{i t \Delta}
$$

is the Schrödinger group on $\mathbb{R}^{N}$, then $\varphi$ is the initial value of a (mild) solution $u \in X_{\alpha}$ of (1.1). If, in addition, $\varphi \in H^{1}\left(\mathbb{R}^{N}\right)$, then the resulting solution coincides with the "classical" $H^{1}$ solution. Furthermore, we showed that the resulting set of solutions includes a class of nontrivial self-similar solutions, and, if $\alpha<4 / N$, it includes a class of $H^{1}$ solutions which are asymptotically self-similar as $t \rightarrow \infty$.

In this paper, we continue the study of $X_{\alpha}$ solutions of (1.1). Section 2 gives the technical preliminaries, including information about $X_{\alpha}$ and $W_{\alpha}$ and related spaces. In section 3 below (Proposition 3.3) we prove that if $\alpha$ satisfies (1.4), then every solution $u \in X_{\alpha}$ of (1.1) has an initial value $\varphi \in W_{\alpha}$ and a scattering state $u^{+} \in W_{\alpha}$. If, in addition, $\alpha>4 / N$ and $u$ is an $H^{1}$ solution, then $u^{+}$is also a scattering state in $H^{1}$ (Proposition 3.10). Furthermore, we obtain stronger estimates on the initial value, the scattering state, and decay of the integral term in case the solution $u \in X_{\alpha}$ in fact decays as $t \rightarrow \infty$ as $t^{-\mu}$ for some $\mu>\beta$. See Propositions 3.6, 3.7, and 3.8, Corollary 3.9, and Proposition 3.10 (iv).

In section 4 we show that the scattering state $u^{+}$of the $X_{\alpha}$ solution $u$ is (essentially) the Fourier transform of the initial value $\psi$ of the function $v(s, y)$ related to $u(t, x)$ by the pseudoconformal transformation.

In section 5 we prove that if $\alpha$ satisfies (1.4) and $u^{+}$is sufficiently small in $W_{\alpha}$, then there exists a solution $u \in X_{\alpha}$ of (1.1) which has scattering state $u^{+}$. The
results of this section, along with those of section 3 and [4], construct a "low energy" scattering theory for (1.1) in the space $W_{\alpha}$. We also show (Proposition 5.3) that if, in addition, $\alpha>4 / N$ and $u^{+} \in H^{1}\left(\mathbb{R}^{N}\right)$, then the resulting solution $u(t)$ is an $H^{1}$ solution. Moreover (Proposition 5.4), if $\alpha$ satisfies (1.4) and $u^{+} \in H^{1}\left(\mathbb{R}^{N}\right) \cap W_{\alpha}$ is sufficiently small in $W_{\alpha}$, and if $\left\|\mathcal{T}(t) u^{+}\right\|_{L^{\alpha+2}}$ decays like $t^{-\mu}$ for some $\mu>\beta$, then the resulting solution $u(t)$ is an $H^{1}$ solution. The smallness condition is not needed if $\gamma>0$ or $\alpha<4 / N$ (Proposition 5.5).

We should point out that while the solution $u \in X_{\alpha}$ uniquely determines its initial value $\varphi \in W_{\alpha}$ and scattering state $u^{+} \in W_{\alpha}$, the converse is not necessarily true. If $u^{+}$(respectively, $\varphi$ ) is sufficiently small in $W_{\alpha}$, then there is a solution $u \in X_{\alpha}$ with scattering state $u^{+}$(respectively, with initial value $\varphi$ ). We know this solution to be unique among functions $u \in X_{\alpha}$ with $\sup _{t>0} t^{\beta}\|u(t)\|_{L^{\alpha+2}} \leq M$ for some specific $M$ determined by the parameters and $W_{\alpha}$ norm of $u^{+}($respectively, $\varphi$ ). It is conceivable (though we have no example) that another larger solution $\widetilde{u} \in X_{\alpha}$ of (1.1) will have the same scattering state (respectively, initial value). Indeed, for a solution $u \in X_{\alpha}$ of (1.1) we have not shown that $u^{+}=0$ (or $\varphi=0$ ) implies $u \equiv 0$. See Proposition 3.8 for a partial result. Furthermore, we show in section 6 (Proposition 6.3) that if $u(t, x)=t^{-\frac{p}{2}} f(x / \sqrt{t})$ with $\operatorname{Re} p=2 / \alpha$ is a self-similar solution of (1.1), and if $f \in L^{\alpha+2}\left(\mathbb{R}^{N}\right)$ and $\nabla f \in L^{2}\left(\mathbb{R}^{N}\right)$, then its scattering state $u^{+}$must be zero. In other words, if (1.4), a nontrivial finite energy self-similar solution of (1.1) would provide an example of a nontrivial $X_{\alpha}$ solution of (1.1) with $u^{+}=0$. Proposition 6.8 shows a partial converse: any radially symmetric self-similar solution $u \in X_{\alpha}$ of (1.1) (whose profile is also in a certain $L^{q}\left(\mathbb{R}^{N}\right)$; see the statement of Proposition 6.8) must be of finite energy.

The last section (before the appendix) is concerned with the comparison between scattering states and the asymptotic form of a solution as $t \rightarrow \infty$. As we shall see, different solutions of (1.1) in $X_{\alpha}$ can have the same asymptotic form as $t \rightarrow \infty$. On the other hand, at least among the solutions constructed by the "low energy" scattering theory in $X_{\alpha}$, there is a one-to-one correspondence between solution and scattering state. Thus, the scattering state is a more precise description of the solution. In this section (section 7), we construct $H^{1}$ solutions of (1.1) which are asymptotic as $t \rightarrow \infty$ to various self-similar solutions of the linear Schrödinger equation. Indeed, if $\psi(x)$ is $C^{\infty}$ away from the origin and homogeneous of degree $-q, 0<\operatorname{Re} q<N$, then the solution of the linear Schrödinger equation in $\mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$ given by $v(t)=\mathcal{T}(t) \psi$ is self-similar in that $\lambda^{q} v\left(\lambda^{2} t, \lambda x\right) \equiv v(t, x)$. If we further require

$$
\frac{\alpha+2}{\alpha+1}<\frac{N}{\operatorname{Re} q}<\alpha+2,
$$

then $\mathcal{T}(t) \psi \in L^{\alpha+2}\left(\mathbb{R}^{N}\right)$ for all $t>0$, and so $v \in X_{\alpha}$. (See [4, 5, 12, 13]. This last reference shows that $C^{\infty}$ can be replaced by lesser regularity.) Under the additional assumption that

$$
\operatorname{Re} q>\min \left\{\frac{N}{2}, \frac{2}{\alpha}\right\}
$$

we prove the existence of initial values and scattering states in $W_{\alpha} \cap H^{1}\left(\mathbb{R}^{N}\right)$ which give rise to solutions $u \in X_{\alpha} \cap C\left([0, \infty), H^{1}\left(\mathbb{R}^{N}\right)\right)$, asymptotic as $t \rightarrow \infty$ to a linear self-similar solution of the above form. For such solutions, we are able to show that as $t \rightarrow \infty$

$$
0<a \leq t^{\nu}\|u(t)\|_{L^{\alpha+2}} \leq b<\infty
$$

for certain $\nu>\beta$. We also obtain estimates on the difference $u(t)-\mathcal{T}(t) u^{+}$in $L^{\alpha+2}\left(\mathbb{R}^{N}\right)$ and $H^{1}\left(\mathbb{R}^{N}\right)$ as $t \rightarrow \infty$. For similar results for the nonlinear heat equation, but in terms of the decay rate of $\|u(t)\|_{L^{\infty}}$, see Theorem 3.8 in [11].

We will have occasion to use the following property of the Schrödinger group on $\mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$ : If $u_{n} \rightarrow u$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$ and if $t_{n} \rightarrow t$, then $\mathcal{T}\left(t_{n}\right) u_{n} \rightarrow \mathcal{T}(t) u$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$. Indeed, given $\theta \in \mathcal{S}\left(\mathbb{R}^{N}\right)$,

$$
\left\langle\mathcal{T}\left(t_{n}\right) u_{n}, \theta\right\rangle_{\mathcal{S}^{\prime}, \mathcal{S}}=\left\langle u_{n}, \mathcal{T}\left(-t_{n}\right) \theta\right\rangle_{\mathcal{S}^{\prime}, \mathcal{S}} \rightarrow\langle u, \mathcal{T}(-t) \theta\rangle_{\mathcal{S}^{\prime}, \mathcal{S}}=\langle\mathcal{T}(t) u, \theta\rangle_{\mathcal{S}^{\prime}, \mathcal{S}},
$$

since $u_{n} \rightarrow u$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$ and $\mathcal{T}\left(-t_{n}\right) \theta \rightarrow \mathcal{T}(-t) \theta$ in $\mathcal{S}\left(\mathbb{R}^{N}\right)$ (see [14, Theorem 2.17, p. 52]).
2. Function spaces and preliminary estimates. In this section, we establish various estimates of the integral

$$
\begin{equation*}
\mathcal{G}(\tau, \sigma, t, u)=\int_{\tau}^{\sigma} \mathcal{T}(t-s)|u(s)|^{\alpha} u(s) d s \tag{2.1}
\end{equation*}
$$

Here, $\alpha>0,0 \leq \tau<\infty, 0 \leq \sigma \leq \infty$, and $t \in \mathbb{R}$. All these estimates rely on the elementary property

$$
\begin{equation*}
\|\mathcal{T}(t) \varphi\|_{L^{\alpha+2}} \leq|t|^{-\frac{N \alpha}{2(\alpha+2)}}\|\varphi\|_{L^{\frac{\alpha+2}{\alpha+1}}}, \tag{2.2}
\end{equation*}
$$

which holds for all $t \neq 0$ and all $\varphi \in L^{\frac{\alpha+2}{\alpha+1}}\left(\mathbb{R}^{N}\right)$ and

$$
\begin{equation*}
L^{\frac{\alpha+2}{\alpha+1}}\left(\mathbb{R}^{N}\right) \hookrightarrow H^{-\frac{N \alpha}{2(\alpha+2)}}, \tag{2.3}
\end{equation*}
$$

which follows by duality from the Sobolev embedding $H^{\frac{N \alpha}{2(\alpha+2)}}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{\alpha+2}\left(\mathbb{R}^{N}\right)$. We begin with a simple observation.

Lemma 2.1. The following properties hold:
(i) If $u \in L_{\mathrm{loc}}^{\alpha+1}\left((0, \infty), L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right)$ and if $0<\tau \leq \sigma<\infty$, then for every $t \in \mathbb{R}$ the integral in (2.1) is absolutely convergent in $H^{-\frac{N \alpha}{2(\alpha+2)}}\left(\mathbb{R}^{N}\right)$ and

$$
\begin{equation*}
\|\mathcal{G}(\tau, \sigma, t, u)\|_{H^{-\frac{N \alpha}{2(\alpha+2)}}} \leq C \int_{\tau}^{\sigma}\|u(s)\|_{L^{\alpha+2}}^{\alpha+1} d s \tag{2.4}
\end{equation*}
$$

for some constant $C=C(N, \alpha)$. If $u \in L_{\text {loc }}^{\alpha+1}\left([0, \infty), L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right)$, then the integral is also convergent for $\tau=0$ and the estimate (2.4) holds.
(ii) Under the assumptions of (i) above, $\mathcal{G}(\tau, \sigma, t, u)$ depends continuously in $H^{-\frac{N \alpha}{2(\alpha+2)}}\left(\mathbb{R}^{N}\right)$ on $\tau, \sigma, t$. Moreover, for all $t, t^{\prime} \in \mathbb{R}, \mathcal{T}\left(t^{\prime}\right) \mathcal{G}(\tau, \sigma, t, u)=\mathcal{G}(\tau, \sigma, t+$ $\left.t^{\prime}, u\right)$.
(iii) If $u \in L_{\mathrm{loc}}^{\alpha+1}\left((0, \infty), L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right)$ and if $0<\tau \leq \sigma<\infty$, then for ev ery $t \notin[\tau, \sigma]$ the integral in (2.1) is absolutely convergent in $L^{\alpha+2}\left(\mathbb{R}^{N}\right)$. If $u \in$ $L_{\mathrm{loc}}^{\alpha+1}\left([0, \infty), L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right)$, then the same property holds for $\tau=0$. If we assume that $\alpha<4 /(N-2)$ (so that $\frac{N \alpha}{2(\alpha+2)}<1$ ) and that $u \in L_{\text {loc }}^{\infty}\left((0, \infty), L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right)$, then the integral is also convergent for every $t \in[\tau, \sigma]$ such that $t+\tau>0$.
(iv) If $u, v$ both satisfy the assumptions of (iii) above, then

$$
\begin{align*}
& \|\mathcal{G}(\tau, \sigma, t, u)-\mathcal{G}(\tau, \sigma, t, v)\|_{L^{\alpha+2}} \\
& \quad \leq C \int_{\tau}^{\sigma}|t-s|^{-\frac{N \alpha}{2(\alpha+2)}}\left(\|u(s)\|_{L^{\alpha+2}}^{\alpha}+\|v(s)\|_{L^{\alpha+2}}^{\alpha}\right)\|u(s)-v(s)\|_{L^{\alpha+2}} d s \tag{2.5}
\end{align*}
$$

for some constant $C=C(\alpha)$.
Proof. By (2.3), $\left\||u|^{\alpha} u\right\|_{H^{-\frac{N \alpha}{2(\alpha+2)}}} \leq C\|u\|_{L^{\alpha+2}}^{\alpha+1}$. Properties (i) and (ii) follow immediately, since $(\mathcal{T}(t))_{t \in \mathbb{R}}$ is a group of isometries in $H^{-\frac{N \alpha}{2(\alpha+2)}}\left(\mathbb{R}^{N}\right)$. The other properties are immediate consequences of (2.2) and Hölder's inequality. $\quad$.

We next introduce the various spaces of initial values and time-dependent functions which we will use to study the Schrödinger equation (1.1). Suppose (1.2) and (1.4), so that

$$
\begin{equation*}
\beta(\alpha+1)<1, \quad \frac{N \alpha}{2(\alpha+2)}<1 \tag{2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{N \alpha}{2(\alpha+2)}+\alpha \beta=1 \tag{2.7}
\end{equation*}
$$

The spaces $W_{\alpha}$ and $X_{\alpha}$ defined by (1.5) and (1.3) with the norms

$$
\|\varphi\|_{W_{\alpha}}=\sup _{t>0} t^{\beta}\|\mathcal{T}(t) \varphi\|_{L^{\alpha+2}}, \quad\|u\|_{X_{\alpha}}=\sup _{t>0} t^{\beta}\|u(t)\|_{L^{\alpha+2}}
$$

are Banach spaces. We observe that $W_{\alpha}=\left\{\varphi \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right) ; \mathcal{T}(\cdot) \varphi \in X_{\alpha}\right\}$. Moreover, it is clear that for all $t \geq 0, \mathcal{T}(t): W_{\alpha} \rightarrow W_{\alpha}$ with

$$
\begin{equation*}
\|\mathcal{T}(t)\|_{\mathcal{L}\left(W_{\alpha}\right)} \leq 1 \tag{2.8}
\end{equation*}
$$

Given $\alpha$ as above and $\mu \geq 0$, we also define

$$
\begin{equation*}
\mathcal{W}_{\alpha, \mu}=\left\{\varphi \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right) ; \sup _{t>0} t^{\mu}\|\mathcal{T}(t) \varphi\|_{L^{\alpha+2}}<\infty\right\} \tag{2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{X}_{\alpha, \mu}=\left\{u \in L_{\mathrm{loc}}^{\infty}\left((0, \infty), L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right) ; \sup _{t>0} t^{\mu}\|u(t)\|_{L^{\alpha+2}}<\infty\right\} \tag{2.10}
\end{equation*}
$$

It is clear that $\mathcal{W}_{\alpha, \mu}$ and $\mathcal{X}_{\alpha, \mu}$ are Banach spaces with the norms

$$
\|\varphi\| \mathcal{W}_{\alpha, \mu}=\sup _{t>0} t^{\mu}\|\mathcal{T}(t) \varphi\|_{L^{\alpha+2}} \quad \text { and } \quad\|u\|_{\mathcal{X}_{\alpha, \mu}}=\sup _{t>0} t^{\mu}\|u(t)\|_{L^{\alpha+2}}
$$

We observe that $\mathcal{W}_{\alpha, \mu}=\left\{\varphi \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right) ; \mathcal{T}(\cdot) \varphi \in \mathcal{X}_{\alpha, \mu}\right\}$. Moreover, it is clear that for all $t \geq 0, \mathcal{T}(t): \mathcal{W}_{\alpha, \mu} \rightarrow \mathcal{W}_{\alpha, \mu}$ with

$$
\begin{equation*}
\|\mathcal{T}(t)\|_{\mathcal{L}\left(\mathcal{W}_{\alpha, \mu}\right)} \leq 1 \tag{2.11}
\end{equation*}
$$

It is also clear that $\mathcal{W}_{\alpha, \beta}=W_{\alpha}$ and $\mathcal{X}_{\alpha, \beta}=X_{\alpha}$, where $\beta$ is defined by (2.6).
REmARK 2.2. Note that the definitions of $W_{\alpha}$ and $\mathcal{W}_{\alpha, \mu}$ make sense for any $\alpha>0$. On the other hand, if $\alpha>4 /(N-2)$, then $\beta<0$; thus $W_{\alpha}=\{0\}$ because $\|\mathcal{T}(t) \varphi\|_{L^{\alpha+2}} \rightarrow 0$ as $t \downarrow 0$. Moreover, if $\alpha<\alpha_{0}$ then Proposition 8.1 also implies that $W_{\alpha}=\{0\}$. This result has been proved independently by Oru [12, Theorem V.2-5]. Furthermore, if $\mu>\frac{N \alpha}{2(\alpha+2)}$, then Proposition 8.1 implies that $\mathcal{W}_{\alpha, \mu}=\{0\}$.

We next estimate $\mathcal{G}(\tau, \sigma, t, u)$ for $u \in X_{\alpha}$ in the case $\sigma<\infty$.
Proposition 2.3. If (1.2) and (1.4), then the following properties hold:
(i) For all $u \in X_{\alpha}$ and all $0 \leq \tau \leq \sigma<\infty$ and $t \in \mathbb{R}$, the integral in (2.1) is
 in $L^{\alpha+2}\left(\mathbb{R}^{N}\right)$. Moreover,

$$
\begin{equation*}
\mathcal{T}\left(t^{\prime}\right) \mathcal{G}(\tau, \sigma, t, u)=\mathcal{G}\left(\tau, \sigma, t^{\prime}+t, u\right) \tag{2.12}
\end{equation*}
$$

for all $0 \leq \tau \leq \sigma<\infty$ and all $t, t^{\prime} \in \mathbb{R}$. Furthermore, $\mathcal{G}(\tau, \sigma, t, u)$ depends continuously in $H^{-\frac{N \alpha}{2(\alpha+2)}}\left(\mathbb{R}^{N}\right)$ on $\tau, \sigma, t$ as above.
(ii) If $u, v \in X_{\alpha}$ and if $u-v \in \mathcal{X}_{\alpha, \mu}$ for some $\mu \in(0,1-\alpha \beta)$, then $\mathcal{G}(\tau, \sigma, t, u)-$ $\mathcal{G}(\tau, \sigma, t, v) \in \mathcal{W}_{\alpha, \mu}$ for all $\tau, \sigma, t \geq 0$. Moreover, $\mathcal{G}(\tau, \sigma, \cdot, u)-\mathcal{G}(\tau, \sigma, \cdot, v) \in \mathcal{X}_{\alpha, \mu}$ and

$$
\begin{align*}
& \|\mathcal{G}(\tau, \sigma, t, u)-\mathcal{G}(\tau, \sigma, t, v)\|_{\mathcal{W}_{\alpha, \mu}}+\|\mathcal{G}(\tau, \sigma, \cdot, u)-\mathcal{G}(\tau, \sigma, \cdot, v)\|_{\mathcal{X}_{\alpha, \mu}}  \tag{2.13}\\
& \quad \leq C\left(\|u\|_{X_{\alpha}}^{\alpha}+\|v\|_{X_{\alpha}}^{\alpha}\right)\|u-v\|_{\mathcal{X}_{\alpha, \mu}}
\end{align*}
$$

where $C=C(N, \alpha, \mu)$.
Proof. By (2.6), property (i) follows from Lemma 2.1. Now let $\mu \in(0,1-\alpha \beta)$ and let $u, v \in X_{\alpha}$ be such that $u-v \in \mathcal{X}_{\alpha, \mu}$. Given $\theta \geq 0$, it follows from (2.12) that $\mathcal{T}(\theta) \mathcal{G}(\tau, \sigma, t, u)=\mathcal{G}(\tau, \sigma, \theta+t, u)$. Therefore, applying (2.5), we obtain

$$
\begin{align*}
& \|\mathcal{T}(\theta)(\mathcal{G}(\tau, \sigma, t, u)-\mathcal{G}(\tau, \sigma, t, v))\|_{L^{\alpha+2}} \\
& \quad \leq C\left(\|u\|_{X_{\alpha}}^{\alpha}+\|v\|_{X_{\alpha}}^{\alpha}\right)\|u-v\|_{\mathcal{X}_{\alpha, \mu}}\left|\int_{\tau}^{\sigma}\right| \theta+t-\left.s\right|^{-\frac{N \alpha}{2(\alpha+2)}} s^{-\alpha \beta-\mu} d s \mid \tag{2.14}
\end{align*}
$$

On the other hand, we deduce from (2.7) and (2.6) that

$$
\begin{align*}
\int_{0}^{\infty}|\theta+t-s|^{-\frac{N \alpha}{2(\alpha+2)}} s^{-\alpha \beta-\mu} d s & =(\theta+t)^{-\mu} \int_{0}^{\infty}|1-s|^{-\frac{N \alpha}{2(\alpha+2)}} s^{-\alpha \beta-\mu} d s  \tag{2.15}\\
& =(\theta+t)^{-\mu} C(N, \alpha, \mu)
\end{align*}
$$

Property (ii) follows from (2.14) and (2.15).
We now estimate $\mathcal{G}(\tau, \infty, t, u)$ for $u \in X_{\alpha}$.
Proposition 2.4. If (1.2) and (1.4), then the following properties hold:
(i) Given $u \in X_{\alpha}$, the integral in (2.1) with $\sigma=\infty$ is absolutely convergent in $L^{\alpha+2}\left(\mathbb{R}^{N}\right)$ for all $0 \leq \tau<\infty$ and $t \in \mathbb{R}$ such that $|t|+\tau>0$. For $t=\tau=0$, it converges in $H^{-\frac{N \alpha}{2(\alpha+2)}}\left(\mathbb{R}^{N}\right)+L^{\alpha+2}\left(\mathbb{R}^{N}\right)$. Moreover,

$$
\begin{equation*}
\mathcal{G}(\tau, \infty, t, u)-\mathcal{G}(\tau, \sigma, t, u)=\mathcal{G}(\sigma, \infty, t, u) \underset{\sigma \rightarrow \infty}{\longrightarrow} 0 \tag{2.16}
\end{equation*}
$$

in $L^{\alpha+2}\left(\mathbb{R}^{N}\right)$ for $\tau \geq 0$ and $t \in \mathbb{R}$, and

$$
\begin{equation*}
\mathcal{T}\left(t^{\prime}\right) \mathcal{G}(\tau, \infty, t, u)=\mathcal{G}\left(\tau, \infty, t^{\prime}+t, u\right) \tag{2.17}
\end{equation*}
$$

for all $0 \leq \tau<\infty$ and all $t, t^{\prime} \in \mathbb{R}$.
(ii) If $u, v \in X_{\alpha}$ and if $u-v \in \mathcal{X}_{\alpha, \mu}$ for some $\mu \in(0,1-\alpha \beta)$, then $\mathcal{G}(\tau, \infty, t, u)-$ $\mathcal{G}(\tau, \infty, t, v) \in \mathcal{W}_{\alpha, \mu}$ for all $\tau, t \geq 0$. Moreover, $\mathcal{G}(\tau, \infty, \cdot, u)-\mathcal{G}(\tau, \infty, \cdot, v) \in \mathcal{X}_{\alpha, \mu}$ and

$$
\begin{align*}
& \|\mathcal{G}(\tau, \infty, t, u)-\mathcal{G}(\tau, \infty, t, v)\| \mathcal{W}_{\alpha, \mu}+\|\mathcal{G}(\tau, \infty, \cdot, u)-\mathcal{G}(\tau, \infty, \cdot, v)\|_{\mathcal{X}_{\alpha, \mu}}  \tag{2.18}\\
& \quad \leq C\left(\|u\|_{X_{\alpha}}^{\alpha}+\|v\|_{X_{\alpha}}^{\alpha}\right)\|u-v\|_{\mathcal{X}_{\alpha, \mu}},
\end{align*}
$$

where $C=C(N, \alpha, \mu)$.
(iii) If $u, v \in X_{\alpha}$ and if $u-v \in \mathcal{X}_{\alpha, \mu}$ for some $\mu>0$, then

$$
\begin{equation*}
\|\mathcal{G}(\cdot, \infty, \cdot, u)-\mathcal{G}(\cdot, \infty, \cdot, v)\|_{\mathcal{X}_{\alpha, \mu}} \leq C\left(\|u\|_{X_{\alpha}}^{\alpha}+\|v\|_{X_{\alpha}}^{\alpha}\right)\|u-v\|_{\mathcal{X}_{\alpha, \mu}} \tag{2.19}
\end{equation*}
$$

where $C=C(N, \alpha, \mu)$.
Proof. Let $u \in X_{\alpha}$. We first observe that

$$
\begin{align*}
& \left\|\mathcal{T}(t-s)|u(s)|^{\alpha} u(s)\right\|_{L^{\alpha+2}} \\
& \quad \leq|t-s|^{-\frac{N \alpha}{2(\alpha+2)}}\|u(s)\|_{L^{\alpha+2}}^{\alpha+1} \leq|t-s|^{-\frac{N \alpha}{2(\alpha+2)}} s^{-\alpha \beta-\beta}\|u\|_{X_{\alpha}}^{\alpha+1} . \tag{2.20}
\end{align*}
$$

It follows from (2.7) that $\left\|\mathcal{T}(t-s)|u(s)|^{\alpha} u(s)\right\|_{L^{\alpha+2}}$ is integrable as $s \rightarrow \infty$. The other singularities are $|t-s|^{-\frac{N \alpha}{2(\alpha+2)}}$ at $s=t$ and $s^{-\alpha \beta-\beta}$ at $s=0$. By (2.6) both are integrable provided $t \neq 0$. Thus we see that the integral in (2.1) is absolutely convergent in $L^{\alpha+2}\left(\mathbb{R}^{N}\right)$ for all $0 \leq \tau<\infty$ and $t \in \mathbb{R}$ such that $|t|+\tau>0$. For $t=\tau=0$, we write

$$
\int_{0}^{\infty} \mathcal{T}(-s)|u(s)|^{\alpha} u(s) d s=\int_{0}^{1} \mathcal{T}(-s)|u(s)|^{\alpha} u(s) d s+\int_{1}^{\infty} \mathcal{T}(-s)|u(s)|^{\alpha} u(s) d s
$$

The second integral on the right-hand side is absolutely convergent in $L^{\alpha+2}\left(\mathbb{R}^{N}\right)$ by the previous argument, and the first one is absolutely convergent in $H^{-\frac{N \alpha}{2(\alpha+2)}}\left(\mathbb{R}^{N}\right)$ by Proposition 2.3 (i). This proves the first part of (i), and (2.16) is an immediate consequence. To prove (2.17), we observe that on the one hand,

$$
\mathcal{T}\left(t^{\prime}\right) \mathcal{G}(\tau, \sigma, t, u) \underset{\sigma \rightarrow \infty}{\longrightarrow} \mathcal{T}\left(t^{\prime}\right) \mathcal{G}(\tau, \infty, t, u)
$$

in $\mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$ by (2.16). On the other hand, by (2.12) and (2.16),

$$
\mathcal{T}\left(t^{\prime}\right) \mathcal{G}(\tau, \sigma, t, u)=\mathcal{G}\left(\tau, \sigma, t^{\prime}+t, u\right) \underset{\sigma \rightarrow \infty}{\longrightarrow} \mathcal{G}\left(\tau, \infty, t^{\prime}+t, u\right)
$$

in $\mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$.
Turning now to (ii), we let $u, v \in X_{\alpha}$ be such that $u-v \in \mathcal{X}_{\alpha, \mu}$ for some $\mu \in$ $(0,1-\alpha \beta)$. By (2.17) and (2.16), we may let $\sigma \rightarrow \infty$ in (2.13) and we obtain (2.18).

Finally, let $u, v \in X_{\alpha}$ be such that $u-v \in \mathcal{X}_{\alpha, \mu}$ for some $\mu>0$. It follows from (2.2) and Hölder's inequality that

$$
\begin{aligned}
\| \mathcal{G}(t, & \infty, t, u)-\mathcal{G}(t, \infty, t, v) \|_{L^{\alpha+2}} \\
& \leq C\left(\|u\|_{X_{\alpha}}^{\alpha}+\|v\|_{X_{\alpha}}^{\alpha}\right)\|u-v\|_{\mathcal{X}_{\alpha, \mu}} \int_{t}^{\infty}|t-s|^{-\frac{N \alpha}{2(\alpha+2)}} s^{-\alpha \beta-\mu} d s \\
& =C t^{-\mu}\left(\|u\|_{X_{\alpha}}^{\alpha}+\|v\|_{X_{\alpha}}^{\alpha}\right)\|u-v\|_{\mathcal{X}_{\alpha, \mu}} \int_{1}^{\infty}|1-s|^{-\frac{N \alpha}{2(\alpha+2)}} s^{-\alpha \beta-\mu} d s
\end{aligned}
$$

This proves property (iii).
3. Mild solutions of the nonlinear Schrödinger equation in $L^{\alpha+2}\left(\mathbb{R}^{N}\right)$.

Throughout this paper, we consider solutions of (1.1) in the following sense.
DEFINITION 3.1. Given $u \in L_{\mathrm{loc}}^{\infty}\left((0, \infty), L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right)$, we say that $u$ is a solution of (1.1) if

$$
\begin{equation*}
u(t)=\mathcal{T}(t-\tau) u(\tau)-i \gamma \int_{\tau}^{t} \mathcal{T}(t-s)|u(s)|^{\alpha} u(s) d s \tag{3.1}
\end{equation*}
$$

for all $t, \tau>0$.
Remark 3.2. At first sight, it seems that Definition 3.1 does not make sense since $u$ is only defined almost everywhere; and so (3.1) could only be required to hold
for almost all $t, \tau>0$. One can show, however, that if $u \in L_{\text {loc }}^{\infty}\left((0, \infty), L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right)$ satisfies (3.1) for almost all $t, \tau>0$, then $u$ can be modified on a set of measure 0 in $t$ so that $u \in C\left((0, \infty), \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)\right)$ and satisfies (3.1) for all $t, \tau>0$. Indeed, given any $\tau>0$, it follows from Lemma 2.1 that the right-hand side of (3.1) is a continuous function of $t>0$ with values in $\mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$. Fix $\tau_{0}>0$ such that (3.1) holds for almost all $t>0$ and redefine $u$ to be equal everywhere to the right-hand side of (3.1) with $\tau=\tau_{0}$. Given now any $t, \tau>0$, using (3.1) with $(\tau, t)$ replaced successively by $\left(\tau_{0}, \tau\right)$ and $\left(\tau_{0}, t\right)$, we see that $u$ satisfies (3.1) at $(t, \tau)$. It is understood that we always consider this continuous representative of the solution $u$.

Proposition 3.3. Suppose (1.2) and (1.4). If $u \in X_{\alpha}$ is a solution of (1.1), then the following properties hold:
(i) $u(t) \in W_{\alpha}$ for all $t>0$ and $\sup _{t>0}\|u(t)\|_{W_{\alpha}} \leq\|u\|_{X_{\alpha}}+C\|u\|_{X_{\alpha}}^{\alpha+1}$.
(ii) $\mathcal{T}(-t) u(t) \in W_{\alpha}$ for all $t>0$ and $\sup _{t>0}\|\mathcal{T}(-t) u(t)\|_{W_{\alpha}} \leq\|u\|_{X_{\alpha}}+C\|u\|_{X_{\alpha}}^{\alpha+1}$.
(iii) There exists $\varphi \in W_{\alpha}$ such that $u(t) \rightarrow \varphi$ as $t \downarrow 0$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$ and

$$
\begin{equation*}
u(t)=\mathcal{T}(t) \varphi-i \gamma \int_{0}^{t} \mathcal{T}(t-s)|u(s)|^{\alpha} u(s) d s \tag{3.2}
\end{equation*}
$$

for all $t \geq 0$. The integral in (3.2) makes sense in $H^{-\frac{N \alpha}{2(\alpha+2)}}\left(\mathbb{R}^{N}\right)$. Furthermore,

$$
\begin{equation*}
\|u(t)-\mathcal{T}(t) \varphi\|_{H^{-} \frac{N \alpha}{2(\alpha+2)}} \leq C t^{1-\beta(\alpha+1)}\|u\|_{X_{\alpha}}^{\alpha+1} \tag{3.3}
\end{equation*}
$$

for all $t \geq 0$. Moreover, $u:[0, \infty) \rightarrow \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$ is continuous and $u:(0, \infty) \rightarrow$ $L^{\alpha+2}\left(\mathbb{R}^{N}\right)$ is weakly continuous.
(iv) There exists $u^{+} \in W_{\alpha}$ such that $\mathcal{T}(-t) u(t) \rightarrow u^{+}$as $t \rightarrow \infty$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$ and equation

$$
\begin{equation*}
\mathcal{T}(\tau-t) u(t)=\mathcal{T}(\tau) u^{+}+i \gamma \int_{t}^{\infty} \mathcal{T}(\tau-s)|u(s)|^{\alpha} u(s) d s \tag{3.4}
\end{equation*}
$$

holds for all $t, \tau \geq 0$. If $t+\tau>0$, the integral in (3.4) makes sense in $L^{\alpha+2}\left(\mathbb{R}^{N}\right)$. (If $t=\tau=0$, the integral makes sense in $L^{\alpha+2}\left(\mathbb{R}^{N}\right)+H^{-\frac{N \alpha}{2(\alpha+2)}}\left(\mathbb{R}^{N}\right)$.) Finally,

$$
\begin{equation*}
\left\|\mathcal{T}(-t) u(t)-u^{+}\right\|_{L^{\alpha+2}} \leq C t^{-\beta}\|u\|_{X_{\alpha}}^{\alpha+1} \tag{3.5}
\end{equation*}
$$

for all $t>0$.
Proof. We begin by showing statement (ii). It follows from (3.1) that

$$
\begin{equation*}
\mathcal{T}(t-\tau) u(\tau)=u(t)+i \gamma \int_{\tau}^{t} \mathcal{T}(t-s)|u(s)|^{\alpha} u(s) d s \tag{3.6}
\end{equation*}
$$

Consider a fixed $\tau>0$. It follows from (3.6) and (2.13) applied with $v=0, \sigma=t$, and $\mu=\beta$ that

$$
\|\mathcal{T}(\cdot-\tau) u(\tau)\|_{X_{\alpha}} \leq\|u\|_{X_{\alpha}}+\gamma\|\mathcal{G}(\tau, \cdot, \cdot, u)\|_{X_{\alpha}} \leq\|u\|_{X_{\alpha}}\left(1+C\|u\|_{X_{\alpha}}^{\alpha}\right)
$$

Since $\|\mathcal{T}(\cdot-\tau) u(\tau)\|_{X_{\alpha}}=\|\mathcal{T}(-\tau) u(\tau)\|_{W_{\alpha}}$, we deduce statement (ii). Property (i) follows from property (ii) and (2.8).

We turn to property (iii). We deduce from (3.1) and (2.12) that

$$
\begin{equation*}
\mathcal{T}(-t) u(t)-\mathcal{T}(-\tau) u(\tau)=-i \gamma \int_{\tau}^{t} \mathcal{T}(-s)|u(s)|^{\alpha} u(s) d s \tag{3.7}
\end{equation*}
$$

Next, we let $\tau \downarrow 0$. The right-hand side converges to an element of $H^{-\frac{N \alpha}{2(\alpha+2)}}\left(\mathbb{R}^{N}\right)$ by Lemma 2.1. Since $\mathcal{T}(-t) u(t)$ is a fixed element of $\mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$, we see that there exists $\varphi \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$ such that $\mathcal{T}(-\tau) u(\tau) \rightarrow \varphi$ in $\varphi \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$ as $\tau \downarrow 0$. This implies that $u(\tau) \rightarrow \varphi$ in $\varphi \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$ as $\tau \downarrow 0$. We then find

$$
\begin{equation*}
\mathcal{T}(-t) u(t)=\varphi-i \gamma \int_{0}^{t} \mathcal{T}(-s)|u(s)|^{\alpha} u(s) d s \tag{3.8}
\end{equation*}
$$

for all $t \geq 0$. We may then apply $\mathcal{T}(t)$ and we obtain (3.2). Here again, the right-hand side makes sense in $H^{-\frac{N \alpha}{2(\alpha+2)}}\left(\mathbb{R}^{N}\right)$. Furthermore, it follows from (2.4) that

$$
\|u(t)-\mathcal{T}(t) \varphi\|_{H^{-} \frac{N \alpha}{2(\alpha+2)}} \leq C\|u\|_{X_{\alpha}}^{\alpha+1} \int_{0}^{t} s^{-(\alpha+1) \beta} d s
$$

and the estimate (3.3) follows. Using (3.2) and the estimate (2.13) with $\tau=0, \sigma=t$, $\mu=\beta$, and $v=0$, we see that $\varphi \in W_{\alpha}$ and $\|\varphi\|_{W_{\alpha}} \leq\|u\|_{W_{\alpha}}+C\|u\|_{W_{\alpha}}^{\alpha+1}$. Since $\mathcal{T}(\cdot) \varphi:[0, \infty) \rightarrow \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$ is continuous, it follows from Proposition 2.3 (i) that $u$ : $[0, \infty) \rightarrow \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$ is continuous, and this proves (iii).

We now construct $u^{+}$. We fix $\tau>0$ and we let $t \rightarrow \infty$ in (3.7). It follows from (2.16) that the right-hand side of (3.7) converges to $-i \gamma \mathcal{G}(\tau, \infty, 0, u)$ in $L^{\alpha+2}\left(\mathbb{R}^{N}\right)$ as $t \rightarrow \infty$, and thus $\mathcal{T}(-t) u(t)$ converges in $\mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$ to a limit that we call $u^{+}$. Thus we obtain (3.4) with $\tau=0$. The general case of (3.4) now follows from applying $\mathcal{T}(\tau)$ (which is possible by (2.17)). It follows from (3.4) applied with $\tau=0$ and Proposition 2.4 (ii) that $u^{+} \in W_{\alpha}$. Finally, since

$$
\begin{align*}
& \left\|\int_{t}^{\infty} \mathcal{T}(-s)|u(s)|^{\alpha} u(s) d s\right\|_{L^{\alpha+2}} \\
& \quad \leq C\|u\|_{X_{\alpha}}^{\alpha+1} \int_{t}^{\infty} s^{-\frac{N \alpha}{2(\alpha+2)}} s^{-\beta(\alpha+1)} d s \leq C\|u\|_{X_{\alpha}}^{\alpha+1} t^{-\beta} \tag{3.9}
\end{align*}
$$

we obtain (3.5). This proves (iv).
REMARK 3.4. It follows from (2.13) and (2.18) that $\varphi$ and $u^{+}$depend continuously on $u$. More precisely, given two solutions $u_{1}$ and $u_{2}$ of (1.1),

$$
\begin{equation*}
\left\|\varphi_{1}-\varphi_{2}\right\|_{W_{\alpha}}+\left\|u_{1}^{+}-u_{2}^{+}\right\|_{W_{\alpha}} \leq\left\|u_{1}-u_{2}\right\|_{X_{\alpha}}+C\left(\left\|u_{1}\right\|_{X_{\alpha}}^{\alpha}+\left\|u_{2}\right\|_{X_{\alpha}}^{\alpha}\right)\left\|u_{1}-u_{2}\right\|_{X_{\alpha}}, \tag{3.10}
\end{equation*}
$$

where $\varphi_{j}$ and $u_{j}^{+}$are the corresponding initial values and scattering states.
REmARK 3.5. In principle, we could have considered solutions of (1.1) in $X_{\alpha}$ without requiring $\alpha>\alpha_{0}$. It is not too hard to check that Proposition 3.3 would still be true, except for the construction of the initial value $\varphi$. The reason for this is that the condition $\beta(\alpha+1)<1$ is needed only for the convergence of integrals at 0 . In particular, $u^{+} \in W_{\alpha}$ and $u(t) \in W_{\alpha}$ for all $t>0$. On the other hand, if $\alpha<\alpha_{0}$, then $W_{\alpha}=\{0\}$ by Remark 2.2. Thus, if $\alpha<\alpha_{0}$ then (1.1) has no nontrivial solutions in $X_{\alpha}$ and in particular no nontrivial self-similar solutions with profile in $L^{\alpha+2}\left(\mathbb{R}^{N}\right)$.

Proposition 3.6. Suppose (1.2) and (1.4) and let $\mu>0$. If $u_{1}, u_{2} \in X_{\alpha}$ are two solutions of (1.1) with initial values $\varphi_{1}, \varphi_{2} \in W_{\alpha}$ and scattering states $u_{1}^{+}, u_{2}^{+} \in W_{\alpha}$, respectively, and if in addition $u_{1}-u_{2} \in \mathcal{X}_{\alpha, \mu}$, then $u_{1}^{+}-u_{2}^{+} \in \mathcal{W}_{\alpha, \mu}$ and

$$
\begin{equation*}
\left\|u_{1}^{+}-u_{2}^{+}\right\|_{\mathcal{W}_{\alpha, \mu}} \leq\left\|u_{1}-u_{2}\right\|_{\mathcal{X}_{\alpha, \mu}}+C\left(\left\|u_{1}\right\|_{X_{\alpha}}^{\alpha}+\left\|u_{2}\right\|_{X_{\alpha}}^{\alpha}\right)\left\|u_{1}-u_{2}\right\|_{\mathcal{X}_{\alpha, \mu}} \tag{3.11}
\end{equation*}
$$

for some constant $C$ independent of $u_{1}$ and $u_{2}$. If, furthermore, $\alpha \beta+\mu<1$, then $\varphi_{1}-\varphi_{2} \in \mathcal{W}_{\alpha, \mu}$ and $u_{1}(t)-u_{2}(t) \in \mathcal{W}_{\alpha, \mu}$ for all $t>0$, and

$$
\begin{align*}
& \max \left\{\left\|\varphi_{1}-\varphi_{2}\right\|_{\mathcal{W}_{\alpha, \mu}}, \sup _{t>0}\left\|u_{1}(t)-u_{2}(t)\right\|_{\mathcal{W}_{\alpha, \mu}}\right\}  \tag{3.12}\\
& \quad \leq\left\|u_{1}-u_{2}\right\|_{\mathcal{X}_{\alpha, \mu}}+C\left(\left\|u_{1}\right\|_{X_{\alpha}}^{\alpha}+\left\|u_{2}\right\|_{X_{\alpha}}^{\alpha}\right)\left\|u_{1}-u_{2}\right\|_{\mathcal{X}_{\alpha, \mu}}
\end{align*}
$$

for some constant $C$ independent of $u_{1}$ and $u_{2}$.
Proof. It follows from (3.4) with $\tau=t$ that

$$
\mathcal{T}(t)\left(u_{1}^{+}-u_{2}^{+}\right)=u_{1}(t)-u_{2}(t)-i \gamma\left(\mathcal{G}\left(t, \infty, t, u_{1}\right)-\mathcal{G}\left(t, \infty, t, u_{2}\right)\right)
$$

so (3.11) follows from (2.19). Next, assume $\alpha \beta+\mu<1$ and consider (3.4) with a fixed value of $t>0$, i.e.,

$$
\mathcal{T}(\cdot) \mathcal{T}(-t)\left(u_{1}(t)-u_{2}(t)\right)=\mathcal{T}(\cdot)\left(u_{1}^{+}-u_{2}^{+}\right)+i \gamma\left(\mathcal{G}\left(t, \infty, \cdot, u_{1}\right)-\mathcal{G}\left(t, \infty, \cdot, u_{2}\right)\right) .
$$

It follows from (3.11) and (2.18) that

$$
\left\|\mathcal{T}(-t)\left(u_{1}(t)-u_{2}(t)\right)\right\|_{\mathcal{W}_{\alpha, \mu}} \leq\left\|u_{1}-u_{2}\right\|_{\mathcal{X}_{\alpha, \mu}}+C\left(\left\|u_{1}\right\|_{X_{\alpha}}^{\alpha}+\left\|u_{2}\right\|_{X_{\alpha}}^{\alpha}\right)\left\|u_{1}-u_{2}\right\|_{\mathcal{X}_{\alpha, \mu}}
$$

We deduce the second estimate in (3.12) by applying (2.11). Next, it follows from (3.2) that $\mathcal{T}(t)\left(\varphi_{1}-\varphi_{2}\right)=u_{1}(t)-u_{2}(t)+i \gamma\left(\mathcal{G}\left(0, t, t, u_{1}\right)-\mathcal{G}\left(0, t, t, u_{2}\right)\right)$; and so the first estimate in (3.12) is a consequence of (2.13).

Proposition 3.7. Suppose (1.2) and (1.4). Let $u \in X_{\alpha}$ be a solution of (1.1) with initial value $\varphi \in W_{\alpha}$ and scattering state $u^{+} \in W_{\alpha}$. If $u \in \mathcal{X}_{\alpha, \mu}$ for some $\mu>\beta$, then the following properties hold:
(i) $t^{\mu}\left\|u(t)-\mathcal{T}(t) u^{+}\right\|_{L^{\alpha+2}} \leq C\|u\|_{\mathcal{X}_{\alpha, \mu}}^{\alpha+1} t^{-\alpha(\mu-\beta)}$ for all $t>0$.
(ii) $t^{\mu}\|u(t)-\mathcal{T}(t) \varphi\|_{L^{\alpha+2}} \leq C\|u\|_{\mathcal{X}_{\alpha, \mu}}^{\alpha+1} t^{-\alpha(\mu-\beta)}$ for all $t>0$, provided $(\alpha+1) \mu<1$.
(iii) $t^{\mu}\left\|\mathcal{T}(-t) u(t)-u^{+}\right\|_{L^{\alpha+2}} \leq C\|u\|_{\mathcal{X}_{\alpha, \mu}}^{\alpha+1} t^{-\alpha(\mu-\beta)}$ for all $t>0$.
(iv) $\left\|\mathcal{T}(-t) u(t)-u^{+}\right\|_{H^{-\frac{N \alpha}{2(\alpha+2)}}} \leq C\|u\|_{\mathcal{X}_{\alpha, \mu}}^{\alpha+1} t^{1-(\alpha+1) \mu}$ for all $t>0$, provided $(\alpha+$ 1) $\mu>1$.
(v) $t^{\mu}\left\|\mathcal{T}(t)\left(\varphi-u^{+}\right)\right\|_{L^{\alpha+2}} \leq C\|u\|_{\mathcal{X}_{\alpha, \mu}}^{\alpha+1} t^{-\alpha(\mu-\beta)}$ for all $t>0$, provided $(\alpha+1) \mu<1$.

Proof. All these results follow from the various integral equations, where in the integral term $\|u(s)\|_{L^{\alpha+2}}$ is always estimated by $s^{-\mu}\|u\|_{\mathcal{X}_{\alpha, \mu}}$.

Proposition 3.8. Suppose (1.2) and (1.4). Let $u \in X_{\alpha}$ be a solution of (1.1) with scattering state $u^{+} \in W_{\alpha}$. If $u \in \mathcal{X}_{\alpha, \mu}$ for some $\mu>\beta$ and if $u^{+}=0$, then $u(t) \equiv 0$.

Proof. We apply (3.4) with $\tau=t$ and we deduce that

$$
\|u(t)\|_{L^{\alpha+2}} \leq C \int_{t}^{\infty}(s-t)^{-\frac{N \alpha}{2(\alpha+2)}}\|u(s)\|_{L^{\alpha+2}}^{\alpha+1} d s
$$

and so, setting $f(t)=\sup _{s \geq t}\|u(s)\|_{L^{\alpha+2}}$,

$$
\begin{equation*}
\|u(t)\|_{L^{\alpha+2}} \leq C f(t) \int_{t}^{\infty}(s-t)^{-\frac{N \alpha}{2(\alpha+2)}} s^{-\mu \alpha} d s=C f(t) t^{-\alpha(\mu-\beta)} \tag{3.13}
\end{equation*}
$$

by (2.7). Since the right-hand side of (3.13) is nonincreasing, we see that $f(t) \leq$ $C f(t) t^{-\alpha(\mu-\beta)}$. Thus $f(t)=0$ for $t$ sufficiently large. Fix now $t_{0}$ large enough so that $u(t)=0$ for $t \geq t_{0}$. We deduce from (3.6) that

$$
\begin{equation*}
u(t)=i \gamma \int_{t}^{t_{0}} \mathcal{T}(t-s)|u(s)|^{\alpha} u(s) d s \tag{3.14}
\end{equation*}
$$

for all $t \geq 0$. Fix $0<\varepsilon<t_{0}$. Since $\sup _{\varepsilon \leq s \leq t_{0}}\|u(s)\|_{L^{\alpha+2}}<\infty$, we deduce from (3.14) that

$$
\|u(t)\|_{L^{\alpha+2}} \leq C \int_{t}^{t_{0}}|t-s|^{-\frac{N \alpha}{2(\alpha+2)}}\|u(s)\|_{L^{\alpha+2}} d s
$$

for $\varepsilon \leq t \leq t_{0}$, and by a singular Gronwall-type argument, $u(t)=0$ for all $\varepsilon \leq t \leq t_{0}$. The result follows by letting $\varepsilon \downarrow 0$.

Corollary 3.9. Suppose (1.2) and (1.4). If $\mu>\frac{N \alpha}{2(\alpha+2)}$ and if $u$ is a solution of (1.1) in $X_{\alpha} \cap \mathcal{X}_{\alpha, \mu}$, then $u \equiv 0$.

Proof. By Proposition 3.6, $u^{+} \in \mathcal{W}_{\alpha, \mu}$. Since $\mathcal{W}_{\alpha, \mu}=\{0\}$ by Remark 2.2, the result follows from Proposition 3.8.

We conclude this section by considering solutions of (1.1) that are both in $X_{\alpha}$ and $H^{1}\left(\mathbb{R}^{N}\right)$.

Proposition 3.10. Suppose (1.2) and (1.4) and let $u \in X_{\alpha}$ be a solution of (1.1) in the sense of Definition 3.1 with scattering state $u^{+}$. If $u\left(t_{0}\right) \in H^{1}\left(\mathbb{R}^{N}\right)$ for some $t_{0}>0$, then the following properties hold:
(i) $u(t) \in H^{1}\left(\mathbb{R}^{N}\right)$ for all $t>0$ and $u$ is the "classical" $H^{1}$ solution determined by $u\left(t_{0}\right)$.
(ii) $u^{+} \in H^{1}\left(\mathbb{R}^{N}\right)$.
(iii) If $\alpha>4 / N$, or if $\alpha=4 / N$ and $\left\|u\left(t_{0}\right)\right\|_{H^{1}}$ is sufficiently small, then $\mathcal{T}(-t) u(t)$ $\rightarrow u^{+}$in $H^{1}\left(\mathbb{R}^{N}\right)$ as $t \rightarrow \infty$ and $\left\|u(t)-\mathcal{T}(t) u^{+}\right\|_{H^{1}} \leq C t^{-\beta(\alpha+2) \frac{N \alpha-4}{N \alpha}}$.
(iv) If $u \in \mathcal{X}_{\alpha, \mu}$ for some $\mu>\beta$, then $\mathcal{T}(-t) u(t) \rightarrow u^{+}$in $H^{1}\left(\mathbb{R}^{N}\right)$ as $t \rightarrow \infty$ and $\left\|u(t)-\mathcal{T}(t) u^{+}\right\|_{H^{1}} \leq C t^{-\alpha(\mu-\beta)}$.

Proof. Let $v$ be the $H^{1}$ solution of (1.1) with the initial value $v\left(t_{0}\right)=u\left(t_{0}\right)$, which is defined on the maximal interval $\left(t_{0}-T_{*}, t_{0}+T^{*}\right)$. It follows that

$$
u(t)-v(t)=-i \mathcal{G}\left(t_{0}, t, t, u\right)+i \mathcal{G}\left(t_{0}, t, t, v\right)
$$

for $t_{0}<t<t_{0}+T^{*}$. By applying (2.5), we deduce that

$$
\begin{aligned}
& \|u(t)-v(t)\|_{L^{\alpha+2}} \\
& \quad \leq C \sup _{t_{0} \leq s \leq t}\left(\|u(s)\|_{L^{\alpha+2}}+\|v(s)\|_{L^{\alpha+2}}\right)^{\alpha} \int_{t_{0}}^{t}|t-s|^{-\frac{N \alpha}{2(\alpha+2)}}\|u(s)-v(s)\|_{L^{\alpha+2}} d s
\end{aligned}
$$

It now follows from a singular Gronwall argument that $u(t)=v(t)$ for $t_{0} \leq t<$ $t_{0}+T^{*}$. Since $\sup _{t \geq t_{0}}\|u(t)\|_{L^{\alpha+2}}<\infty$, it follows from conservation of energy that $\sup _{t_{0} \leq t<t_{0}+T^{*}}\|u(t)\|_{H^{1}}<\infty$, so that $T^{*}=\infty$. For $t_{0}-T_{*}<t<t_{0}$, we have $u(t)-v(t)=i \mathcal{G}\left(t, t_{0}, t, u\right)+i \mathcal{G}\left(t, t_{0}, t, v\right)$ and a similar argument shows that $T_{*} \geq t_{0}$ and that $v(t)=u(t)$ for all $0<t<t_{0}$. This proves (i).

We now observe that $\|u(t)\|_{L^{\alpha+2}}$ is bounded as $t \rightarrow \infty$. By conservation of energy, this implies that $\|u(t)\|_{H^{1}}$ is bounded as $t \rightarrow \infty$. Thus $\|\mathcal{T}(-t) u(t)\|_{H^{1}}$ is bounded, which implies that $u^{+} \in H^{1}\left(\mathbb{R}^{N}\right)$. Hence (ii).

Next, we prove (iii). When $\gamma \geq 0$ and $\alpha>4 / N$, the result follows from [6]; and when $\alpha \geq 4 / N$ with $\left\|u\left(t_{0}\right)\right\|_{H^{1}}$ small, the result follows from [8]. Regardless of the sign of $\gamma$, it is known that if $u \in C\left((0, \infty), H^{1}\left(\mathbb{R}^{N}\right)\right)$ is a solution of (1.1) such that $\|u(t)\|_{L^{\alpha+2}} \rightarrow 0$ as $t \rightarrow \infty$ and if $4 / N<\alpha<4 /(N-2)$ (or if $\alpha=4 / N$ and $\left\|u\left(t_{0}\right)\right\|_{H^{1}}$ is small for some $\left.t_{0} \geq 0\right)$, then $\mathcal{T}(-t) u(t)$ has a limit in $H^{1}\left(\mathbb{R}^{N}\right)$ as $t \rightarrow \infty$. We give the proof of this last property for completeness. We first show that

$$
\begin{equation*}
u \in L^{q}\left((1, \infty), W^{1, r}\left(\mathbb{R}^{N}\right)\right) \tag{3.15}
\end{equation*}
$$

with $r=\alpha+2$ and $q=4(\alpha+2) / N \alpha$. First observe that $u \in L_{\text {loc }}^{q}\left((0, \infty), W^{1, r}\left(\mathbb{R}^{N}\right)\right)$ (see [1, Theorem 5.3.1 and Remark 5.3.5]). Fix now $S>0$ to be chosen large enough. It follows from (3.1) that

$$
u(t+S)=\mathcal{T}(t) u(S)-i \gamma \int_{0}^{t} \mathcal{T}(t-s)\left(|u|^{\alpha} u\right)(s+S) d s
$$

It follows from Strichartz' estimate (see, e.g., [1, Theorem 3.2.5]) that

$$
\|u\|_{L^{q}\left((S, T), W^{1, r}\right)} \leq C\|u(S)\|_{H^{1}}+C\left\||u|^{\alpha} u\right\|_{L^{q^{\prime}}\left((S, T), W^{1, r^{\prime}}\right)}
$$

for all $S<T<\infty$, where $C$ is independent of $S$ and $T$. On the other hand, it follows from Hölder's inequality that

$$
\begin{equation*}
\left\||u|^{\alpha} u\right\|_{L^{q^{\prime}}\left((S, T), W^{1, r^{\prime}}\right)} \leq C\left(\sup _{t \geq S}\|u(t)\|_{L^{\alpha+2}}\right)^{\left(1-\frac{4}{N \alpha}\right)(\alpha+2)}\|u\|_{L^{q}\left((S, T), W^{1, r}\right)}^{1+\frac{2(4-(N-2) \alpha)}{N \alpha}} \tag{3.16}
\end{equation*}
$$

Since by conservation of energy $\|u(S)\|_{H^{1}}^{2} \rightarrow\left\|u\left(t_{0}\right)\right\|_{L^{2}}^{2}+2 E\left(u\left(t_{0}\right)\right)$ as $S \rightarrow \infty$, we deduce from the above inequalities that there exists $C$, independent of $S$ large and $T>S$, such that

$$
\begin{aligned}
\|u\|_{L^{q}\left((S, T), W^{1, r}\right) \leq} \leq\left(\left\|u\left(t_{0}\right)\right\|_{L^{2}}^{2}\right. & \left.+2 E\left(u\left(t_{0}\right)\right)\right)^{\frac{1}{2}} \\
& +C\left(\sup _{t \geq S}\|u(t)\|_{L^{\alpha+2}}\right)^{\left(1-\frac{4}{N \alpha}\right)(\alpha+2)}\|u\|_{L^{q}\left((S, T), W^{1, r}\right)}^{1+\frac{2(4-(N-2) \alpha)}{N, \alpha}}
\end{aligned}
$$

It follows, either by choosing $S$ large enough if $\alpha>4 / N$, or by assuming $\left\|u\left(t_{0}\right)\right\|_{H^{1}}$ small enough if $\alpha=4 / N$, that

$$
\|u\|_{L^{q}\left((S, T), W^{1, r}\right)} \leq C
$$

independent of $T>S$. We obtain (3.15) by letting $T \rightarrow \infty$. We now set $v(t)=$ $\mathcal{T}(-t) u(t)$ and we observe that

$$
v(\tau)-v(t)=-i \gamma \int_{t}^{\tau} \mathcal{T}(-s)\left(|u|^{\alpha} u\right)(s) d s
$$

for all $0<t<\tau<\infty$. Applying Strichartz' estimate, (3.16), and (3.15), we obtain that

$$
\begin{aligned}
\|v(\tau)-v(t)\|_{H^{1}} & \leq C\left\||u|^{\alpha} u\right\|_{L^{q^{\prime}}\left((t, \tau), W^{1, r^{\prime}}\right)} \\
& \leq C\left(\sup _{s \geq t}\|u(s)\|_{L^{\alpha+2}}\right)^{\left(1-\frac{4}{N \alpha}\right)(\alpha+2)}\|u\|_{L^{q}\left((t, \infty), W^{1, r}\right)}^{1+\frac{2(4-(N-2) \alpha)}{N \alpha}} \\
& \leq C t^{-\beta(\alpha+2) \frac{N \alpha-4}{N \alpha}}
\end{aligned}
$$

and (iii) follows. (If $\alpha=4 / N$, note that $\|u\|_{L^{q}\left((t, \infty), W^{1, r}\right)} \rightarrow 0$ as $t \rightarrow \infty$.)
Finally, we prove (iv). The proof follows the same outline as for part (iii), except that instead of (3.16) we use the inequality

$$
\begin{equation*}
\left\||u|^{\alpha} u\right\|_{L^{q^{\prime}}\left((S, T), W^{1, r^{\prime}}\right)} \leq C\|u\|_{L^{\frac{1}{\beta}}\left((S, T), L^{\alpha+2}\right)}^{\alpha}\|u\|_{L^{q}\left((S, T), W^{1, r}\right)} \tag{3.17}
\end{equation*}
$$

and we observe that

$$
\begin{equation*}
\|u\|_{L^{\frac{1}{\beta}}\left((S, T), L^{\alpha+2}\right)} \leq\left(\frac{\beta}{\mu-\beta}\right)^{\beta} S^{-(\mu-\beta)}\|u\|_{\mathcal{X}_{\alpha, \mu}} \tag{3.18}
\end{equation*}
$$

This completes the proof.
REmARK 3.11. As is well known, an $H^{1}$ scattering theory (global when $\gamma \geq 0$ and "low energy" when $\gamma<0$ ) was developed by Ginibre and Velo [6].

REMARK 3.12. The previous proof shows that (3.15) under the hypotheses of Proposition 3.10 (iii). It follows that $\liminf _{t \rightarrow \infty} t^{\frac{N \alpha}{4(\alpha+2)}}\|u(t)\|_{L^{\alpha+2}}=0$, and in particular $\lim \inf _{t \rightarrow \infty} t^{\beta}\|u(t)\|_{L^{\alpha+2}}=0$.

Proposition 3.13. Suppose $4 / N<\alpha<4 /(N-2)$ and let $u \in X_{\alpha}$ be a solution of (1.1) with initial value $\varphi$. If $u(t) \in H^{1}\left(\mathbb{R}^{N}\right)$ for all $t>0$ and $\varphi=0$, then $u(t) \equiv 0$.

Proof. By standard interpolation,

$$
\|u(t)\|_{L^{2}} \leq C\|u(t)\|_{H^{-\frac{N \alpha}{2(\alpha+2)}}}^{\theta}\|u(t)\|_{H^{1}}^{1-\theta}
$$

with $\theta \frac{N \alpha}{2(\alpha+2)}=1-\theta$. Using formula (3.3) and conservation of charge and energy, we deduce that

$$
\begin{aligned}
\|u(t)\|_{L^{2}} & \leq C t^{\theta(1-\beta(\alpha+1))}+C t^{\theta(1-\beta(\alpha+1))}\|u(t)\|_{L^{\alpha+2}}^{(1-\theta) \frac{\alpha+2}{2}} \\
& \leq C t^{\theta(1-\beta(\alpha+1))}+C t^{\theta(1-\beta(\alpha+1))-\beta(1-\theta) \frac{\alpha+2}{2}} .
\end{aligned}
$$

Since $\alpha>4 / N$, the powers of $t$ are positive, which contradicts the conservation of charge as $t \downarrow 0$.
4. Pseudoconformally equivalent solutions. In this paragraph, we consider solutions $v$ of a nonautonomous nonlinear Schrödinger equation obtained from (1.1) by the pseudoconformal transformation. In particular, we give an explicit relationship between the scattering state $u^{+}$and the initial value $v(0)$.

For the rest of this section, we assume that $u, v \in L_{\mathrm{loc}}^{\infty}\left((0, \infty), L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right)$ are related by the following formula:

$$
\begin{equation*}
v(s, y)=s^{-\frac{N}{2}} e^{i \frac{|y|^{2}}{4 s}} \bar{u}\left(\frac{1}{s}, \frac{y}{s}\right)=t^{\frac{N}{2}} e^{i \frac{|x|^{2}}{4 t}} \bar{u}(t, x) \tag{4.1}
\end{equation*}
$$

where $s, t>0, x, y \in \mathbb{R}^{N}$ with $s=1 / t$ and $x=y / s=t y$. It follows (see Lemma 5.9 of [4]) that $u$ is a solution of (1.1) in the sense of Definition 3.1 if and only if $v$ is a solution of

$$
\begin{equation*}
v(s)=\mathcal{T}(s-\sigma) v(\sigma)-i \gamma \int_{\sigma}^{s} \mathcal{T}(s-\theta) \theta^{\frac{N \alpha-4}{2}}|v(\theta)|^{\alpha} v(\theta) d \theta \tag{4.2}
\end{equation*}
$$

for all $0<\sigma \leq s<\infty$. Moreover, an elementary calculation shows that

$$
\begin{equation*}
t^{\beta}\|u(t)\|_{L^{\alpha+2}}=s^{\delta}\|v(s)\|_{L^{\alpha+2}} \tag{4.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta=\frac{N \alpha^{2}+(N-2) \alpha-4}{2 \alpha(\alpha+2)} \tag{4.4}
\end{equation*}
$$

In particular, $u \in X_{\alpha}$ if and only if $v \in \mathcal{X}_{\alpha, \delta}$. More generally,

$$
\begin{equation*}
t^{\mu}\|u(t)\|_{L^{\alpha+2}}=s^{\frac{N \alpha}{2(\alpha+2)}-\mu}\|v(s)\|_{L^{\alpha+2}} \tag{4.5}
\end{equation*}
$$

for all $\mu \in \mathbb{R}$.
Proposition 4.1. Suppose (1.4). Let $v \in \mathcal{X}_{\alpha, \delta}$ be a solution of (4.2). It follows that there exists $\psi \in \mathcal{W}_{\alpha, \delta}$ such that $v(s) \rightarrow \psi$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$ as $s \downarrow 0$ and $v$ satisfies

$$
\begin{equation*}
v(s)=\mathcal{T}(s) \psi-i \gamma \int_{0}^{s} \mathcal{T}(s-\theta) \theta^{\frac{N \alpha-4}{2}}|v(\theta)|^{\alpha} v(\theta) d \theta \tag{4.6}
\end{equation*}
$$

for all $s>0$. Moreover,

$$
\begin{equation*}
\mathcal{F} \psi=i^{\frac{N}{2}} D_{4 \pi} \overline{u^{+}}, \tag{4.7}
\end{equation*}
$$

where $\mathcal{F}$ denotes the Fourier transform

$$
\mathcal{F} \phi(x)=\int_{\mathbb{R}^{N}} e^{-2 \pi i x \cdot y} \phi(y) d y,
$$

and $D_{\mu}$ denotes the dilation operator defined by $D_{\mu} \phi(x)=\mu^{\frac{N}{2}} \phi(\mu x)$.
Proof. The first part of the proposition is proved in the same way as statement (iii) in Proposition 3.3. The second statement is a consequence of Lemma 4.2 below. Indeed, note that formula (4.1) can be written as $\bar{u}(t)=M_{-s} D_{s} v(s)$. Lemma 4.2 therefore implies that

$$
\overline{\mathcal{T}(-t) u(t)}=\mathcal{T}(t) \bar{u}(t)=\mathcal{T}\left(\frac{1}{s}\right) M_{-s} D_{s} v(s)=i^{-\frac{N}{2}} D_{\frac{1}{4 \pi}} \mathcal{F} \mathcal{T}(-s) v(s)
$$

The result follows by letting $s \downarrow 0$ and thus $t \rightarrow \infty$. Indeed, $\mathcal{T}(-s) v(s) \rightarrow \psi$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$ as $s \downarrow 0$ by construction of $\psi$.

Lemma 4.2. For all $s>0$,

$$
T\left(\frac{1}{s}\right) M_{-s} D_{s} \mathcal{T}(s)=i^{-\frac{N}{2}} D_{\frac{1}{4 \pi}} \mathcal{F}
$$

where the multiplication operator $M_{s}$ is defined by $M_{s} \phi(x)=e^{\frac{\left.s|x|\right|^{2}}{4}} \phi(x)$.
Proof. Starting with formula (3.5) in [2] we derive that

$$
\begin{aligned}
\mathcal{T}\left(\frac{1}{s}\right) M_{-s} D_{s} \mathcal{T}(s) & =i^{-\frac{N}{2}} M_{s} D_{\frac{s}{4 \pi}} \mathcal{F} D_{s} \mathcal{T}(s)=i^{-\frac{N}{2}} M_{s} D_{\frac{s}{4 \pi}} D_{\frac{1}{s}} \mathcal{F} \mathcal{T}(s) \\
& =i^{-\frac{N}{2}} M_{s} D_{\frac{1}{4 \pi}} M_{-16 \pi^{2} s} \mathcal{F}=i^{-\frac{N}{2}} D_{\frac{1}{4 \pi}} \mathcal{F} .
\end{aligned}
$$

This completes the proof.
Remark 4.3. Formula (4.7) is analogous to formula (3.11) in [2] as well as the last formula in Proposition 3.14 in [3]. The difference between this paper and the papers [2], [3] is the specific form of the pseudoconformal transformation used. In [2], [3] the transformation fixed $t=0$ and brought $\infty$ to $t=1$. In the present paper, the transformation we use exchanges $t=\infty$ and $t=0$. Moreover, the class of solutions considered in the present paper is different.
5. Wave operators and their properties. In this section, we prove that, given a scattering state $u^{+}$sufficiently small in the space $W_{\alpha}$, there is a unique solution $u$ of (1.1) sufficiently small in $X_{\alpha}$ which has $u^{+}$as a scattering state. The construction is similar to Theorem 2.1 in [4] where we prove that sufficiently small initial values $\varphi \in W_{\alpha}$ give rise to solutions of (1.1) in $X_{\alpha}$. As a result, we will have constructed a "low energy" scattering theory for (1.1) in the space $W_{\alpha}$.

Theorem 5.1. Suppose (1.2) and (1.4). Assume $\rho, M>0$ satisfy the inequality

$$
\rho+K M^{\alpha+1} \leq M,
$$

where $K=K(\alpha, \gamma)$ is given by (5.5) below. Let $u^{+} \in W_{\alpha}$ be such that $\left\|u^{+}\right\|_{W_{\alpha}} \leq \rho$. It follows that there exists a unique solution $u \in X_{\alpha}$ of (1.1) in the sense of Definition 3.1
such that $\|u\|_{X_{\alpha}} \leq M$ and $\mathcal{T}(-t) u(t) \rightarrow u^{+}$in $\mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$ as $t \rightarrow \infty$. Furthermore, the following properties hold:
(i) Let $u^{+}, v^{+} \in W_{\alpha}$ with $\left\|u^{+}\right\|_{W_{\alpha}},\left\|v^{+}\right\|_{W_{\alpha}} \leq \rho$ and let $u$ and $v$ be the resulting solutions of (1.1). It follows that $\|u-v\|_{X_{\alpha}} \leq C\left\|u^{+}-v^{+}\right\|_{W_{\alpha}}$, for some constant $C$ independent of $u^{+}$and $v^{+}$.
(ii) Let $u^{+}, v^{+} \in W_{\alpha}$ with $\left\|u^{+}\right\|_{W_{\alpha}},\left\|v^{+}\right\|_{W_{\alpha}} \leq \rho$ and let $u$ and $v$ be the resulting solutions of (1.1). Given $\mu>0$, there exists $\rho_{1}=\rho_{1}(\alpha, \gamma, \mu)>0$ such that if $\left\|u^{+}\right\|_{W_{\alpha}}+$ $\left\|u^{+}\right\|_{W_{\alpha}} \leq \rho_{1}$ and $u^{+}-v^{+} \in \mathcal{W}_{\alpha, \mu}$, then $u-v \in \mathcal{X}_{\alpha, \mu}$.
(iii) Let $u^{+} \in W_{\alpha}$ with $\left\|u^{+}\right\|_{W_{\alpha}} \leq \rho$ and let $u$ be the resulting solution of (1.1). Given $\mu>0$, there exists $\rho_{2}=\rho_{2}(\alpha, \gamma, \mu)>0$ such that if $\left\|u^{+}\right\|_{W_{\alpha}} \leq \rho_{2}$ and $u^{+} \in$ $\mathcal{W}_{\alpha, \mu}$, then $u \in \mathcal{X}_{\alpha, \mu}$.

Proof. The basic idea of the proof is to use a contraction mapping argument to prove global existence of solutions of the equation

$$
\begin{equation*}
u(t)=\mathcal{T}(t) u^{+}+i \gamma \int_{t}^{\infty} \mathcal{T}(t-s)|u(s)|^{\alpha} u(s) d s \tag{5.1}
\end{equation*}
$$

for all $t>0$, which is equation (3.4) with $\tau=t$.
For $u^{+} \in W_{\alpha}$ and $u \in X_{\alpha}$, we set

$$
\begin{equation*}
\left(\mathcal{Q}_{u^{+}} u\right)(t)=\mathcal{T}(t) u^{+}+i \gamma \int_{t}^{\infty} \mathcal{T}(t-s)|u(s)|^{\alpha} u(s) d s \tag{5.2}
\end{equation*}
$$

for all $t>0$. In other words, $\left(\mathcal{Q}_{u^{+}} u\right)(t)=\mathcal{T}(t) u^{+}+i \gamma \mathcal{G}(t, \infty, t, u)$. This definition makes sense by Proposition 2.4. In particular, it follows from (2.18) applied with $v=0$ and $\mu=\beta$ that $\mathcal{Q}_{u^{+}} u \in X_{\alpha}$ and

$$
\begin{equation*}
\left\|\mathcal{Q}_{u^{+}} u\right\|_{X_{\alpha}} \leq\left\|u^{+}\right\|_{W_{\alpha}}+C_{1}\|u\|_{X_{\alpha}}^{\alpha+1} \tag{5.3}
\end{equation*}
$$

Moreover, if $u^{+}, v^{+} \in W_{\alpha}$ and $u, v \in X_{\alpha}$, then it follows also from (2.18) that

$$
\begin{equation*}
\left\|\mathcal{Q}_{u^{+}} u-\mathcal{Q}_{v^{+}} v\right\|_{X_{\alpha}} \leq\left\|u^{+}-v^{+}\right\|_{W_{\alpha}}+C_{2} \max \left\{\|u\|_{X_{\alpha}},\|v\|_{X_{\alpha}}\right\}^{\alpha}\|u-v\|_{X_{\alpha}} \tag{5.4}
\end{equation*}
$$

It is clear now that if $M, \rho>0$ satisfy $\rho+K M^{\alpha+1} \leq M$ with

$$
\begin{equation*}
K=K(\alpha, \gamma)=\max \left\{C_{1}, C_{2}\right\} \tag{5.5}
\end{equation*}
$$

then given $u^{+} \in W_{\alpha}$ with $\left\|u^{+}\right\|_{W_{\alpha}} \leq \rho, \mathcal{Q}_{u^{+}}$is a strict contraction on the set $B_{M}=$ $\left\{u \in X_{\alpha} ;\|u\|_{X_{\alpha}} \leq M\right\}$ equipped with the distance induced by the norm in $X_{\alpha}$. Thus $\mathcal{Q}_{u^{+}}$has a unique fixed point, which is the unique solution of (5.1) in $B_{M}$. We also obtain the estimate of property (i).

Next we show that $u$ is a solution of (1.1) in the sense of Definition 3.1. We observe first that by (2.17), we may commute $\mathcal{T}(t)$ with the integral in (5.1); and so, $u$ satisfies

$$
\begin{equation*}
\mathcal{T}(-t) u(t)=u^{+}+i \gamma \int_{t}^{\infty} \mathcal{T}(-s)|u(s)|^{\alpha} u(s) d s \tag{5.6}
\end{equation*}
$$

The integral converges strongly in $L^{\alpha+2}\left(\mathbb{R}^{N}\right)$ and it follows in particular that

$$
\begin{equation*}
\mathcal{T}(-t) u(t)-u^{+} \underset{t \rightarrow \infty}{\longrightarrow} 0 \tag{5.7}
\end{equation*}
$$

in $L^{\alpha+2}\left(\mathbb{R}^{N}\right)$. Furthermore, (5.6) implies that

$$
\mathcal{T}(-t) u(t)-\mathcal{T}(-\tau) u(\tau)=i \gamma \int_{t}^{\tau} \mathcal{T}(-s)|u(s)|^{\alpha} u(s) d s
$$

for all (finite) $t, \tau>0$, where now the integral converges in both $L^{\alpha+2}\left(\mathbb{R}^{N}\right)$ and $H^{-\frac{N \alpha}{2(\alpha+2)}}$. By applying $\mathcal{T}(t)$, we see that $u$ is a solution of (1.1) in the sense of Definition 3.1. This completes the proof of the main statement of the theorem and property (i).

Finally, we prove property (ii) (property (iii) being a special case). If $u^{+}, v^{+} \in W_{\alpha}$ with $u^{+}-v^{+} \in \mathcal{W}_{\alpha, \mu}$ and if $u, v \in X_{\alpha}$ with $u-v \in \mathcal{X}_{\alpha, \mu}$, then it follows from (2.19) that $\mathcal{Q}_{u^{+}} u-\mathcal{Q}_{v^{+}} v \in \mathcal{X}_{\alpha, \mu}$ and

$$
\begin{equation*}
\left\|\mathcal{Q}_{u+} u-\mathcal{Q}_{v^{+}} v\right\|_{\mathcal{X}_{\alpha, \mu}} \leq\left\|u^{+}-v^{+}\right\|_{\mathcal{W}_{\alpha, \mu}}+C_{3} \max \left\{\|u\|_{X_{\alpha}},\|v\|_{X_{\alpha}}\right\}^{\alpha}\|u-v\|_{\mathcal{X}_{\alpha, \mu}} \tag{5.8}
\end{equation*}
$$

with $C_{3}=C_{3}(\alpha, \gamma, \mu)$. To prove the statement, we fix $0<\rho_{1} \leq \rho$ and $0<M_{1} \leq M$ small enough so that

$$
\rho_{1}+K(\alpha, \gamma) M_{1}^{\alpha+1} \leq M_{1} \quad \text { and } \quad C_{3} M_{1}^{\alpha}<1
$$

Assuming $\left\|v^{+}\right\|_{W_{\alpha}} \leq \rho_{1}$, it follows that the corresponding solution $v$ satisfies $\|v\|_{X_{\alpha}} \leq$ $M_{1}$. Next, assuming also that $\left\|u^{+}\right\|_{W_{\alpha}} \leq \rho_{1}$, we carry out a new contraction mapping argument in the set

$$
\widetilde{B}=\left\{w \in X_{\alpha} ; w-v \in \mathcal{X}_{\alpha, \mu},\|w\|_{X_{\alpha}} \leq M_{1},\|w-v\|_{\mathcal{X}_{\alpha, \mu}} \leq L_{1}\right\}
$$

with

$$
L_{1}=\frac{\left\|u^{+}-v^{+}\right\|_{\mathcal{W}_{\alpha, \mu}}}{1-C_{3} M_{1}^{\alpha}}
$$

$\widetilde{B}$ is a complete metric space using the distance induced by the norm in $X_{\alpha}$. The only new element in the contraction mapping argument is to show that $\left\|\mathcal{Q}_{u^{+}} w-v\right\|_{\mathcal{X}_{\alpha, \mu}} \leq$ $L_{1}$ for all $w \in \widetilde{B}$. This is an immediate consequence of (5.8) and the definition of $L_{1}$, and the fact that $\mathcal{Q}_{v^{+}} v=v$. The resulting solution $u$ of (1.1) is clearly the same as obtained in $B_{M}$ since $\widetilde{B} \subset B_{M}$.

Remark 5.2. In fact, the proof of Theorem 5.1 never uses the fact that $\alpha>\alpha_{0}$, which is the same as the condition $\beta(\alpha+1)<1$. Indeed, this last condition is needed only when the integrand in (3.1) needs to be estimated as $s \downarrow 0$. On the other hand, the theorem is vacuous if $\alpha<\alpha_{0}$ since $W_{\alpha}=\{0\}$.

Proposition 5.3. Suppose (1.2) and (1.4). Let $u^{+} \in W_{\alpha}$ be such that $\left\|u^{+}\right\|_{W_{\alpha}} \leq$ $\rho$ as in Theorem 5.1 and let $u$ be the resulting solution of (1.1). If, in addition, $u^{+} \in H^{1}\left(\mathbb{R}^{N}\right)$ and $\alpha \geq 4 / N$, then $u(t) \in H^{1}\left(\mathbb{R}^{N}\right)$ for all $t>0$.

Proof. Let $\rho, M$ be as in Theorem 5.1 and let $u^{+}$and $u$ be as above. Let $r=\alpha+2$ and $q=4(\alpha+2) / N \alpha$ and observe that by Strichartz' estimate $\mathcal{T}(\cdot) u^{+} \in$ $L^{q}\left(\mathbb{R}, W^{1, r}\left(\mathbb{R}^{N}\right)\right)$. Given $T>0$, consider the set

$$
\begin{aligned}
B_{M}^{T}=\{u & \in L^{\infty}\left((T, \infty), L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right) \cap L^{q}\left((T, \infty), W^{1, r}\left(\mathbb{R}^{N}\right)\right) \\
& \left.\sup _{t \geq T} t^{\beta}\|u(t)\|_{L^{\alpha+2}} \leq M,\|u\|_{L^{q}\left((T, \infty), W^{1, r}\right)} \leq 2\left\|\mathcal{T}(\cdot) u^{+}\right\|_{L^{q}\left((T, \infty), W^{1, r}\right)}\right\} .
\end{aligned}
$$

It is clear that $B_{M}^{T}$ equipped with the distance $d(u, v)=\sup _{t \geq T} t^{\beta}\|u(t)-v(t)\|_{L^{\alpha+2}}$ is a complete metric space. On the other hand, it follows from (5.3), (5.4), and (5.5) that (with $\mathcal{Q}$ defined by (5.2))

$$
\begin{gather*}
\sup _{t \geq T} t^{\beta}\left\|\mathcal{Q}_{u^{+}} u\right\|_{L^{\alpha+2}} \leq \rho+K M^{\alpha+1} \leq M  \tag{5.9}\\
d\left(\mathcal{Q}_{u^{+}} u, \mathcal{Q}_{u^{+}} v\right) \leq K M^{\alpha} d(u, v) \tag{5.10}
\end{gather*}
$$

for all $u, v \in B_{M}^{T}$. Furthermore, it follows from Strichartz' estimate (see, e.g., [1, Theorem 3.2.5]) that

$$
\begin{aligned}
& \left\|\mathcal{Q}_{u^{+}} u\right\|_{L^{q}\left((T, \infty), W^{1, r}\right)} \leq\left\|\mathcal{T}(\cdot) u^{+}\right\|_{L^{q}\left((T, \infty), W^{1, r}\right)}+C\left\||u|^{\alpha} u\right\|_{L^{q^{\prime}}\left((T, \infty), W^{1, r^{\prime}}\right)} \\
& \quad \leq\left\|\mathcal{T}(\cdot) u^{+}\right\|_{L^{q}\left((T, \infty), W^{1, r}\right)}+C\left(\sup _{t \geq T}\|u(t)\|_{L^{\alpha+2}}\right)^{\left(1-\frac{4}{N \alpha}\right)(\alpha+2)}\|u\|_{L^{q}\left((T, \infty), W^{1, r}\right)}^{1+\frac{2(4-(N-2) \alpha)}{N \alpha}},
\end{aligned}
$$

where the last inequality follows from (3.16). Therefore,

$$
\begin{aligned}
\left\|\mathcal{Q}_{u^{+}} u\right\|_{L^{q}\left((T, \infty), W^{1, r}\right) \leq} \leq & \left\|\mathcal{T}(\cdot) u^{+}\right\|_{L^{q}\left((T, \infty), W^{1, r}\right)} \\
& +C T^{-\beta\left(1-\frac{4}{N \alpha}\right)(\alpha+2)}\left(2\left\|\mathcal{T}(\cdot) u^{+}\right\|_{L^{q}\left((T, \infty), W^{1, r}\right)}\right)^{1+\frac{2(4-(N-2) \alpha)}{N \alpha}} \\
\leq & 2\left\|\mathcal{T}(\cdot) u^{+}\right\|_{L^{q}\left((T, \infty), W^{1, r}\right)}
\end{aligned}
$$

if $T$ is large enough. (5.9), (5.10), and (5.11) imply that $\mathcal{Q}_{u^{+}}$has a unique fixed point in $B_{M}^{T}$, which clearly coincides with the solution constructed in Theorem 5.1 by (5.10). Thus $u \in L^{q}\left((T, \infty), W^{1, r}\left(\mathbb{R}^{N}\right)\right)$ for $T$ large enough. Applying again Strichartz' inequality, we now see that $u \in C\left([T, \infty), H^{1}\left(\mathbb{R}^{N}\right)\right)$. The result now follows from Proposition 3.10 (i).

Proposition 5.4. Suppose (1.2) and (1.4). Let $u^{+} \in W_{\alpha} \cap \mathcal{W}_{\alpha, \mu}$ for some $\mu>\beta$. Suppose $\left\|u^{+}\right\|_{W_{\alpha}} \leq \min \left\{\rho, \rho_{1}\right\}$ as in Theorem 5.1 parts (i) and (iii) and let $u$ be the resulting solution of (1.1). If, in addition, $u^{+} \in H^{1}\left(\mathbb{R}^{N}\right)$, then $u(t) \in H^{1}\left(\mathbb{R}^{N}\right)$ for all $t>0$.

Proof. The proof is similar to the proof of Proposition 5.3 above, except that instead of the inequality (3.16), we use the inequalities (3.17) and (3.18).

Proposition 5.5. Suppose (1.2) and (1.4). Let $u^{+} \in H^{1}\left(\mathbb{R}^{N}\right) \cap \mathcal{W}_{\alpha, \mu}$ for some $\mu>\beta$. Suppose $\gamma>0$ or $\alpha<4 / N$. Then there exists a unique solution $u \in$ $C\left([0, \infty), H^{1}\left(\mathbb{R}^{N}\right)\right) \cap \mathcal{X}_{\alpha, \mu}$ of (1.1) whose scattering state is $u^{+}$.

Proof. The proof is again similar to the proof of Proposition 5.3 above, and we use the same notation. Fix $M \geq 2 \sup _{t>0} t^{\mu}\left\|\mathcal{T}(t) u^{+}\right\|_{L^{\alpha+2}}, M \geq 2\left\|\mathcal{T}(\cdot) u^{+}\right\|_{L^{q}\left(\mathbb{R}, W^{1, r}\right)}$. Given $T, M>0$, consider the set

$$
\begin{aligned}
& B_{M}^{T}=\left\{u \in L^{\infty}\left((T, \infty), L^{\alpha+2}\left(\mathbb{R}^{N}\right)\right) \cap L^{q}\left((T, \infty), W^{1, r}\left(\mathbb{R}^{N}\right)\right)\right. \\
&\left.\sup _{t \geq T} t^{\mu}\|u(t)\|_{L^{\alpha+2}} \leq M,\|u\|_{L^{q}\left((T, \infty), W^{1, r}\right)} \leq M\right\}
\end{aligned}
$$

It is clear that $B_{M}^{T}$ equipped with the distance $d(u, v)=\sup _{t \geq T} t^{\mu}\|u(t)-v(t)\|_{L^{\alpha+2}}$ is a complete metric space. Using (3.17) and (3.18) instead of (3.16), we still obtain the final inequality in (5.11), i.e., if $T$ is large enough, then

$$
\begin{equation*}
\left\|\mathcal{Q}_{u^{+}} u\right\|_{L^{q}\left((T, \infty), W^{1, r}\right)} \leq 2\left\|\mathcal{T}(\cdot) u^{+}\right\|_{L^{q}\left(\mathbb{R}, W^{1, r}\right)} \leq M \tag{5.12}
\end{equation*}
$$

Next,

$$
\begin{aligned}
& \sup _{t \geq T} t^{\mu}\left\|\mathcal{Q}_{u^{+}}\right\|_{L^{\alpha+2}} \leq \sup _{t \geq T} t^{\mu}\left\|\mathcal{T}(t) u^{+}\right\|_{L^{\alpha+2}} \\
& \quad+\gamma M^{\alpha+1} \sup _{t \geq T} t^{\mu} \int_{t}^{\infty}|t-s|^{-\frac{N \alpha}{2(\alpha+2)}} s^{-\mu(\alpha+1)} d s \\
& \quad \leq \sup _{t \geq T} t^{\mu}\left\|\mathcal{T}(t) u^{+}\right\|_{L^{\alpha+2}}+C \gamma M^{\alpha+1} T^{1-\frac{N \alpha}{2(\alpha+2)}-\alpha \mu}
\end{aligned}
$$

Since $1-\frac{N \alpha}{2(\alpha+2)}-\alpha \mu<1-\frac{N \alpha}{2(\alpha+2)}-\alpha \beta=0$,

$$
\begin{equation*}
\sup _{t \geq T} t^{\mu}\left\|\mathcal{Q}_{u^{+}}\right\|_{L^{\alpha+2}} \leq M \tag{5.13}
\end{equation*}
$$

if $T$ is large enough. In a similar way, we see that

$$
\begin{equation*}
d\left(\mathcal{Q}_{u^{+}}(u), \mathcal{Q}_{u^{+}}(v)\right) \leq C \gamma M^{\alpha} T^{1-\frac{N \alpha}{2(\alpha+2)}-\alpha \mu} d(u, v) \leq \frac{1}{2} d(u, v) \tag{5.14}
\end{equation*}
$$

if $T$ is large enough. By (5.12), (5.13), and (5.14), $\mathcal{Q}_{u^{+}}$has a unique fixed point $u \in$ $B_{T}^{M}$ for $T$ large enough. By Strichartz' inequality, we see that $u \in C\left([T, \infty), H^{1}\left(\mathbb{R}^{N}\right)\right)$. Since $\gamma>0$ or $\alpha<4 / N$, all $H^{1}$ solutions of (1.1) are global, so that $u$ can be extended to a solution $u \in C\left([0, \infty), H^{1}\left(\mathbb{R}^{N}\right)\right)$. Since $u \in B_{M}^{T}$, and $H^{1}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{\alpha+2}\left(\mathbb{R}^{N}\right)$, we clearly have $u \in \mathcal{X}_{\alpha, \mu} \cap X_{\alpha}$. We conclude as in Theorem 5.1 that $u^{+}$is the scattering state of $u$.

Finally we show uniqueness. Consider two solutions $u, v \in C\left([0, \infty), H^{1}\left(\mathbb{R}^{N}\right)\right) \cap$ $\mathcal{X}_{\alpha, \mu}$ of (1.1) with the same scattering state $u^{+} \in H^{1}\left(\mathbb{R}^{N}\right) \cap \mathcal{W}_{\alpha, \mu}$. It follows (see the proof of Proposition 3.10 (iv)) that $u, v \in L^{q}\left((0, \infty), W^{1, r}\left(\mathbb{R}^{N}\right)\right)$. Consider now the set $B_{M}^{T}$ with $M$ sufficiently large so that

$$
M \geq \max \left\{\|u\|_{\mathcal{X}_{\alpha, \mu}},\|v\|_{\mathcal{X}_{\alpha, \mu}},\|u\|_{L^{q}\left((0, \infty), W^{1, r}\right)},\|v\|_{L^{q}\left((0, \infty), W^{1, r}\right)}\right\}
$$

In particular, $u, v \in B_{M}^{T}$ for all $T>0$. Applying (5.14) with this choice of $M$, we see that $u(t)=v(t)$ for $t$ sufficiently large. By uniqueness of $H^{1}$ solutions, we conclude that $u=v$.
6. Self-similar solutions. Let $p \in \mathbb{C}$ with $\operatorname{Re} p=2 / \alpha$. Given $\lambda>0$ and $u \in \mathcal{S}^{\prime}\left((0, \infty) \times \mathbb{R}^{N}\right)$, let $u_{\lambda}(t, x)=\lambda^{p} u\left(\lambda^{2} t, \lambda x\right)$. (Even if $u$ is not a function, this is obviously defined by duality.) If $u \in X_{\alpha}$, then it follows that $u_{\lambda} \in X_{\alpha}$ and $\left\|u_{\lambda}\right\|_{X_{\alpha}}=\|u\|_{X_{\alpha}}$. Moreover, if $u \in X_{\alpha}$ is a solution of (1.1), then $u_{\lambda}$ is also a solution. In addition, if $\varphi$ and $u^{+}$are the initial values and scattering states of $u$ and $\varphi_{\lambda}$ and $u_{\lambda}^{+}$are the initial values and scattering states of $u_{\lambda}$, then $\varphi_{\lambda}(x)=\lambda^{p} \varphi(\lambda x)$ and $u_{\lambda}^{+}(x)=\lambda^{p} u^{+}(\lambda x)$.

We recall that a solution $u \in X_{\alpha}$ of (1.1) is self-similar if $u_{\lambda}=u$ for all $\lambda>0$.
Proposition 6.1. Suppose (1.4) and let $p \in \mathbb{C}$ with $\operatorname{Re} p=2 / \alpha$.
(i) If $u \in X_{\alpha}$ is a self-similar solution of (1.1), it follows that the initial value $\varphi$ and the scattering state $u^{+}$are homogeneous tempered distributions of degree $-p$.
(ii) Let $u^{+} \in W_{\alpha}$ be such that $\left\|u^{+}\right\|_{W_{\alpha}} \leq \rho$ as in Theorem 5.1. Let $u$ be the resulting solution of (1.1) with scattering state $u^{+}$as provided by Theorem 5.1. If in addition $u^{+}$is a homogeneous tempered distribution of degree $-p$, then $u$ is a selfsimilar solution of (1.1).

Proof. (i) follows from formula (3.4) with $\tau=0$ and from formula (3.8) by a straightforward calculation using $u=u_{\lambda}$ and the commutation relation $(\mathcal{T}(t) \psi)_{\lambda}=$ $\mathcal{T}\left(t / \lambda^{2}\right)\left(\psi_{\lambda}\right)$ for all $t \in \mathbb{R}$ and $\lambda>0$.

The proof of statement (ii) is the same as the proof of the analogous statement in Proposition 4.3 of [4] for initial values. For each $\lambda>0, u_{\lambda}$ and $u$ are both solutions of (1.1) with $\left\|u_{\lambda}\right\|_{X_{\alpha}}=\|u\|_{X_{\alpha}} \leq M$ as in Theorem 5.1 with the same scattering state. By the uniqueness part of Theorem 5.1, $u_{\lambda}=u$.

Remark 6.2. Let $f \in L_{\text {loc }}^{1}\left(\mathbb{R}^{N}\right)$, let $p \in \mathbb{C}$ with $\operatorname{Re} p=2 / \alpha$, and set $u(t, x)=$ $t^{-\frac{p}{2}} f(x / \sqrt{t})$ for $t>0$ and $x \in \mathbb{R}^{N}$. It follows that $f \in L^{\alpha+2}\left(\mathbb{R}^{N}\right)$ if and only if $u \in X_{\alpha}$.

Proposition 6.3. In addition to (1.4), suppose $N \geq 3$. Let $p \in \mathbb{C}$ with $\operatorname{Re} p=$ $2 / \alpha$. Let $u \in X_{\alpha}$ be a self-similar solution of (1.1) with the profile $f$, i.e., $u(t, x)=$ $t^{-\frac{p}{2}} f(x / \sqrt{t})$. If $\nabla f \in L^{2}\left(\mathbb{R}^{N}\right)$, then $u^{+}=0$.

Proof. We first show that

$$
\begin{equation*}
\mathcal{T}(-t) u(t) \in L^{\frac{2 N}{N-2}}\left(\mathbb{R}^{N}\right) \tag{6.1}
\end{equation*}
$$

for all $t>0$. Set $w=\mathcal{T}(-t) u(t)$. Since $w \in W_{\alpha}$ by Proposition 3.3, it follows that for $\tau>0$,

$$
\begin{equation*}
\mathcal{T}(\tau) w \in L^{\alpha+2}\left(\mathbb{R}^{N}\right) \tag{6.2}
\end{equation*}
$$

Since $\nabla f \in L^{2}\left(\mathbb{R}^{N}\right)$, it is clear that $\nabla u(t) \in L^{2}\left(\mathbb{R}^{N}\right)$. Thus

$$
\begin{equation*}
\nabla \mathcal{T}(\tau) w \in L^{2}\left(\mathbb{R}^{N}\right) \tag{6.3}
\end{equation*}
$$

It follows from (6.2), (6.3), and an obvious truncation argument that

$$
\|\mathcal{T}(\tau) w\|_{L^{\frac{2 N}{N-2}}} \leq C\|\nabla \mathcal{T}(\tau) w\|_{L^{2}}=C\|\nabla w\|_{L^{2}}
$$

We obtain (6.1) by letting $\tau \downarrow 0$.
It therefore follows from (3.4) with $\tau=0$, from (6.1), and from (3.9) that $u^{+} \in$ $L^{\frac{2 N}{N-2}}\left(\mathbb{R}^{N}\right)+L^{\alpha+2}\left(\mathbb{R}^{N}\right)$. Since $u^{+}$is homogeneous of degree $-p$ by Proposition 6.1, and since $N \alpha / 2<\alpha+2<2 N /(N-2)$, $u^{+}$must be 0 , as shown by Lemma 6.4 below.

Lemma 6.4. Let $1 \leq r \leq \infty$ and let $v \in L_{\mathrm{loc}}^{r}\left(\mathbb{R}^{N}\right)$. If $v$ is homogeneous of degree $-k+i \omega$ with $k \geq N / r$ and $k>0$ if $r=\infty$, then $v \equiv 0$.

Proof. Let $0<\lambda<1$. Since $\lambda^{k}|v(\lambda x)| \equiv|v(x)|$, it follows that

$$
\|v\|_{L^{r}(\{|x|<1\})}=\lambda^{k-\frac{N}{r}}\|v\|_{L^{r}(\{|x|<\lambda\})} .
$$

If $r<\infty$, then $\|v\|_{L^{r}(\{|x|<1\})} \leq\|v\|_{L^{r}(\{|x|<\lambda\})}$, thus $v=0$ on $\{\lambda<|x|<1\}$. If $r=\infty$, then $\|v\|_{L^{r}(\{|x|<1\})}<\|v\|_{L^{r}(\{|x|<1\})}$, thus $v=0$ on $\{|x|<1\}$. By homogeneity, we deduce in both cases that $v \equiv 0$.

Corollary 6.5. Under the assumptions of Proposition 6.3, let $u \in X_{\alpha}$ be a self-similar solution of (1.1) with the profile $f \in L^{\alpha+2}\left(\mathbb{R}^{N}\right)$, $f \not \equiv 0$. If $\|f\|_{L^{\alpha+2}} \leq M$ with $M$ as in the statement of Theorem 5.1, then $\nabla f \notin L^{2}\left(\mathbb{R}^{N}\right)$.

Proof. If $\nabla f \in L^{2}\left(\mathbb{R}^{N}\right)$, then by Proposition $6.3 u^{+}=0$, and by Theorem 5.1 it follows that $u(t) \equiv 0$ (note that $\|u\|_{X_{\alpha}}=\|f\|_{L^{\alpha+2}}$ ).

Remark 6.6. Remark 3.12 shows that if $\alpha=4 / N$, then there is no $H^{1}$ selfsimilar solution of (1.1) with small $H^{1}$ norm. (If $N \geq 3$, this is also a consequence of Corollary 6.5.) It follows from [9] that there is no radially symmetric $H^{1}$ self-similar solution of (1.1).

Remark 6.7. If $u \in X_{\alpha}$ is a self-similar solution of (1.1) with profile $f$ and if $\mathcal{T}(-1) f \in L_{\text {loc }}^{\frac{N \alpha}{2}}\left(\mathbb{R}^{N}\right)$, then the proof of Proposition 6.3 shows that $u^{+}=0$. This is true
in particular if $f \in L^{r}\left(\mathbb{R}^{N}\right)$ for some $r \leq 2$ in the case $\alpha \leq 4 / N$ and $r \leq N \alpha /(N \alpha-2)$ in the case $\alpha>4 / N$. This is also true if $f \in \dot{H}^{s}\left(\mathbb{R}^{N}\right)$ for some $s \geq 0$ in the case $\alpha \leq 4 / N$ and $s \geq N / 2-2 / \alpha$ in the case $\alpha>4 / N$.

We now establish a partial converse of Proposition 6.3.
Proposition 6.8. In addition to (1.4), suppose $N \geq 3$. Let $p \in \mathbb{C}$ with $\operatorname{Re} p=$ $2 / \alpha$. Let $u \in X_{\alpha}$ be a self-similar solution of (1.1) with the profile $f$, i.e., $u(t, x)=$ $t^{-\frac{p}{2}} f(x / \sqrt{t})$. Suppose further that $f$ is radially symmetric and that $f \in L^{\rho}\left(\mathbb{R}^{N}\right)$ for some $\alpha+1 \leq \rho<\frac{2 N}{N+2}(\alpha+1)$. If $u^{+}=0$, then $\nabla f \in L^{2}\left(\mathbb{R}^{N}\right)$.

Remark 6.9. Note that $\frac{N \alpha}{2}<\frac{2 N}{N+2}(\alpha+1)<\alpha+2$, since $\alpha<4 /(N-2)$.
Proof of Proposition 6.8. Set

$$
v=\int_{1}^{\infty} \mathcal{T}(-s)|u(s)|^{\alpha} u(s) d s
$$

By formula (3.4), it suffices to show that $\nabla v \in L^{2}\left(\mathbb{R}^{N}\right)$.
Let $g=\mathcal{T}(-1)|f|^{\alpha} f$. Since $f \in L^{\alpha+2}\left(\mathbb{R}^{N}\right), g \in L^{\alpha+2}\left(\mathbb{R}^{N}\right)$; and since $f \in L^{\rho}\left(\mathbb{R}^{N}\right)$, $g \in L^{\frac{\rho}{\rho-\alpha-1}}\left(\mathbb{R}^{N}\right)$. (Note that $\left.q:=\frac{\rho}{\rho-\alpha-1}>\frac{2 N}{N-2}.\right)$ It follows from the scaling properties of $(\mathcal{T}(t))_{t \in \mathbb{R}}$ with respect to dilations that

$$
v(r)=\int_{1}^{\infty} s^{-1-\frac{p}{2}} g\left(\frac{r}{\sqrt{s}}\right) d s
$$

where $r=|x|$. Setting $\sigma=r / \sqrt{s}$, this implies

$$
v(r)=2 r^{-p} \int_{0}^{r} \sigma^{p-1} g(\sigma) d \sigma
$$

Thus,

$$
\partial_{r} v=2 r^{-1} g(r)-2 p r^{-p-1} \int_{0}^{r} \sigma^{p-1} g(\sigma) d \sigma=2 r^{-1} g(r)-h(r)
$$

We now estimate the right-hand side in $L^{2}\left(\mathbb{R}^{N}\right)$.

$$
\left\|r^{-1} g(r)\right\|_{L^{2}(\{|x|>1\})} \leq\|g\|_{L^{\alpha+2}}\left\|r^{-1}\right\|_{L^{\frac{2(\alpha+2)}{\alpha}(\{|x|>1\})}}<\infty
$$

since $\alpha<4 /(N-2)$; and

$$
\left\|r^{-1} g(r)\right\|_{L^{2}(\{|x|<1\})} \leq\|g\|_{L^{q}}\left\|r^{-1}\right\|_{L^{\frac{2 q}{q-2}}(\{|x|<1\})}<\infty
$$

since $q>2 N /(N-2)$. Thus, $r^{-1} g(r) \in L^{2}\left(\mathbb{R}^{N}\right)$. Next, we have

$$
\left|\int_{0}^{r} \sigma^{p-1} g(\sigma) d \sigma\right| \leq C r^{\frac{2}{\alpha}-\frac{N}{\alpha+2}}\|g\|_{L^{\alpha+2}}
$$

Since $-\frac{2}{\alpha}-1+\frac{2}{\alpha}-\frac{N}{\alpha+2}<-\frac{N}{2}$, it follows that $h \in L^{2}(\{|x|>1\})$. A similar calculation where $\|g\|_{L^{q}}$ is used in place of $\|g\|_{L^{\alpha+2}}$ shows that $h \in L^{2}(\{|x|<1\})$.
7. Scattering theory versus asymptotically self-similar solutions. In this section we exhibit various classes of scattering states $u^{+}$and initial values $\varphi$ in $W_{\alpha} \cap$ $H^{1}\left(\mathbb{R}^{N}\right)$ for which the asymptotic rate of decay of $\|u(t)\|_{L^{\alpha+2}}$ as $t \rightarrow \infty$ can be precisely determined. These classes are determined either by the asymptotic behavior of $u^{+}(x)$ or $\varphi(x)$ as $|x| \rightarrow \infty$ or by the asymptotic behavior of $\widehat{u^{+}}(\xi)$ or $\widehat{\varphi}(\xi)$ as $|\xi| \rightarrow 0$.

As usual, we assume (1.4). In addition, we consider $q \in \mathbb{C}$ such that

$$
\begin{equation*}
\frac{\alpha+2}{\alpha+1}<\frac{N}{\operatorname{Re} q}<\alpha+2 \tag{7.1}
\end{equation*}
$$

Note that if $\operatorname{Re} q=2 / \alpha$, then (7.1) is the same as (1.4). However, in what follows we explicitly exclude this possibility by requiring the following additional conditions:

$$
\begin{align*}
& \operatorname{Re} q>\frac{2}{\alpha}  \tag{7.2}\\
& \operatorname{Re} q>\frac{N}{2} \tag{7.3}
\end{align*}
$$

Suppose that $\psi(x)$ is $C^{\infty}$ away from the origin and homogeneous of degree $-q$. (It follows that $\widehat{\psi}(\xi)$ is also $C^{\infty}$ away from the origin and homogeneous of degree $q-N$. See [15, p. 262].) By (the proof of) Theorem V.1-3 in [12] (see also Proposition 3.9 in [4], Lemma 3.2 in [5], and Theorem 3 in [13]), (7.1) implies that $\mathcal{T}(t) \psi \in L^{\alpha+2}\left(\mathbb{R}^{N}\right)$ for all $t>0$; and so,

$$
\begin{equation*}
t^{\nu}\|\mathcal{T}(t) \psi\|_{L^{\alpha+2}}=\|\mathcal{T}(1) \psi\|_{L^{\alpha+2}} \tag{7.4}
\end{equation*}
$$

for all $t>0$ with

$$
\begin{equation*}
\nu=\frac{\operatorname{Re} q}{2}-\frac{N}{2(\alpha+2)}=\beta+\frac{\operatorname{Re} q}{2}-\frac{1}{\alpha}>\beta \tag{7.5}
\end{equation*}
$$

by formula (3.6) in [4]. Note that

$$
\begin{equation*}
\nu<\frac{N \alpha}{2(\alpha+2)} \tag{7.6}
\end{equation*}
$$

by (7.1). Note also that $\mathcal{T}(t) \psi$ is a self-similar solution of the linear Schrödinger equation, with a different homogeneity than the self-similar solutions of (1.1) in the previous section. More precisely, $v(t, x)=\mathcal{T}(t) \psi(x)$ satisfies $\lambda^{q} v\left(\lambda^{2} t, \lambda x\right)=v(t, x)$ for all $\lambda>0$ and all $t \geq 0, x \in \mathbb{R}^{N}$.

Let $\eta \in C_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{N}\right)$ and $\eta(x) \equiv 1$ in a neighborhood of the origin, and set

$$
\begin{equation*}
\Psi=(1-\eta) \psi \tag{7.7}
\end{equation*}
$$

Note that $\eta \psi=\psi-\Psi \in L^{\frac{\alpha+2}{\alpha+1}}\left(\mathbb{R}^{N}\right)$ by (7.1). Also, we define $\Theta$ by

$$
\begin{equation*}
\widehat{\Theta}=\eta \widehat{\psi} \tag{7.8}
\end{equation*}
$$

Note that, by the arguments on pp. 88-89 in [12], we have that $\psi-\Theta \in L^{\frac{\alpha+2}{\alpha+1}}\left(\mathbb{R}^{N}\right)$.
We begin with the following lemma.

Lemma 7.1. Assume (1.4), (7.1), (7.2), and (7.3) and let $\Psi$ and $\Theta$ be as above. It follows that $\Psi, \Theta \in H^{1}\left(\mathbb{R}^{N}\right) \cap W_{\alpha} \cap \mathcal{W}_{\alpha, \nu}$ with $\nu$ defined by (7.5).

Proof. We consider first $\Psi$. It follows from (7.3) and the homogeneity of $\psi$ that $\Psi \in H^{1}\left(\mathbb{R}^{N}\right) ;$ and so

$$
\begin{equation*}
\sup _{t \geq 0}\|\mathcal{T}(t) \Psi\|_{L^{\alpha+2}} \leq C \sup _{t \geq 0}\|\mathcal{T}(t) \Psi\|_{H^{1}} \leq C\|\Psi\|_{H^{1}}<\infty \tag{7.9}
\end{equation*}
$$

On the other hand, since $\psi-\Psi=\eta \psi \in L^{\frac{\alpha+2}{\alpha+1}}\left(\mathbb{R}^{N}\right)$,

$$
\|\mathcal{T}(t) \Psi\|_{L^{\alpha+2}} \leq\|\mathcal{T}(t)(\Psi-\psi)\|_{L^{\alpha+2}}+\|\mathcal{T}(t) \psi\|_{L^{\alpha+2}} \leq C t^{-\frac{N_{\alpha}}{2(\alpha+2)}}+C t^{-\nu}
$$

where we also used (7.4). Applying (7.6), we deduce that

$$
\begin{equation*}
\sup _{t \geq 1} t^{\nu}\|\mathcal{T}(t) \Psi\|_{L^{\alpha+2}}<\infty \tag{7.10}
\end{equation*}
$$

The result now follows from (7.5), (7.9), and (7.10).
Next we turn to $\Theta$. By (7.3) and the homogeneity of $\widehat{\psi}$, we have that $\eta \widehat{\psi} \in L^{2}\left(\mathbb{R}^{N}\right)$ and $\xi \eta(\xi) \widehat{\psi}(\xi) \in L^{2}\left(\mathbb{R}^{N}\right)$, and so $\Theta \in H^{1}\left(\mathbb{R}^{N}\right)$. Furthermore, since $\varphi-\Theta \in L^{\frac{\alpha+2}{\alpha+1}}\left(\mathbb{R}^{N}\right)$, it follows that

$$
\|\mathcal{T}(t) \Theta\|_{L^{\alpha+2}} \leq\|\mathcal{T}(t)(\Theta-\psi)\|_{L^{\alpha+2}}+\|\mathcal{T}(t) \psi\|_{L^{\alpha+2}} \leq C t^{-\frac{N \alpha}{2(\alpha+2)}}+C t^{-\nu}
$$

and we conclude as we did for $\Psi$.
Proposition 7.2. Assume (1.4), (7.1), (7.2), and (7.3). Let $\Psi$ be given by (7.7) and let $u^{+}=c \Psi$ where the constant $c$ is small enough so that $u^{+}$satisfies the hypotheses of part (iii) of Theorem 5.1 with $\mu=\nu$ and let $u \in X_{\alpha} \cap \mathcal{X}_{\alpha, \nu} \cap C\left([0, \infty), H^{1}\left(\mathbb{R}^{N}\right)\right)$ be the resulting solution of (1.1). It follows that

$$
\begin{equation*}
t^{\nu}\left\|u(t)-\mathcal{T}(t) u^{+}\right\|_{L^{\alpha+2}}+t^{\nu}\left\|\mathcal{T}(-t) u(t)-u^{+}\right\|_{L^{\alpha+2}} \leq C t^{-\alpha(\nu-\beta)} \tag{7.11}
\end{equation*}
$$

and

$$
\begin{equation*}
t^{\nu}\|u(t)-c \mathcal{T}(t) \psi\|_{L^{\alpha+2}} \leq C \max \left\{t^{-\alpha(\nu-\beta)}, t^{-\frac{N \alpha}{2(\alpha+2)}+\nu}\right\} \tag{7.12}
\end{equation*}
$$

for all $t>0$. In particular,

$$
\begin{equation*}
0<\liminf _{t \rightarrow \infty} t^{\nu}\|u(t)\|_{L^{\alpha+2}} \leq \limsup _{t \rightarrow \infty} t^{\nu}\|u(t)\|_{L^{\alpha+2}}<\infty \tag{7.13}
\end{equation*}
$$

In addition,

$$
\begin{equation*}
\left\|u(t)-\mathcal{T}(t) u^{+}\right\|_{H^{1}} \leq C t^{-\alpha(\nu-\beta)} \tag{7.14}
\end{equation*}
$$

The same is true if $u^{+}=c \Theta$ where $\Theta$ is given by (7.8) and $c$ is sufficiently small.
Proof. Recall that $u \in C\left([0, \infty), H^{1}\left(\mathbb{R}^{N}\right)\right)$ by Proposition 5.4. The first estimate is a consequence Proposition 3.7 (i) and (iii). Furthermore, since $c \psi=u^{+}+c \eta \psi$, it follows that

$$
\begin{aligned}
t^{\nu}\|u(t)-\mathcal{T}(t) c \psi\|_{L^{\alpha+2}} & \leq t^{\nu}\left\|u(t)-\mathcal{T}(t) u^{+}\right\|_{L^{\alpha+2}}+t^{\nu}\|\mathcal{T}(t) c \eta \psi\|_{L^{\alpha+2}} \\
& \leq C t^{-\alpha(\nu-\beta)}\|u\|_{\mathcal{X}_{\alpha, \nu}}+C t^{-\frac{N \alpha}{2(\alpha+2)}+\nu}\|\eta \psi\|_{L^{\frac{\alpha+2}{\alpha+1}}}
\end{aligned}
$$

This proves the second estimate, which immediately implies the third. The last one follows from Proposition 3.10 (iv). If $u^{+}=c \Theta$, the same argument works using $c \psi=u^{+}+c(\psi-\Theta)$.

REmARK 7.3. (7.13) gives the precise decay rate of $\|u(t)\|_{L^{\alpha+2}}$ as $t \rightarrow \infty$. Notice that for different choices of $q$, we obtain $H^{1}$ solutions of (1.1) with different decay rates. By (7.1), (7.2), and (7.3), the decay rates which can be realized by Proposition 7.2 are

$$
\begin{equation*}
\beta<\nu<\frac{N \alpha}{2(\alpha+2)} \quad \text { if } \quad \alpha_{0}<\alpha \leq \frac{4}{N} \tag{7.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{N \alpha}{4(\alpha+2)}<\nu<\frac{N \alpha}{2(\alpha+2)} \quad \text { if } \quad \frac{4}{N} \leq \alpha<\frac{4}{N-2} \tag{7.16}
\end{equation*}
$$

Note that $\frac{N \alpha \alpha}{4(\alpha+2)}<\beta$ precisely when $\alpha<4 / N$. We can make the following additional comments on the optimality of (7.15) and (7.16).
(i) The right-hand limit $\nu=\frac{N \alpha}{2(\alpha+2)}$ in (7.15) and (7.16) can be achieved for solutions with initial values $\varphi \in H^{1}\left(\mathbb{R}^{N}\right) \cap L^{2}\left(\mathbb{R}^{N},|x|^{2} d x\right)$ (see [16] and [3]). On the other hand, Corollary 3.9 shows that it cannot be improved.
(ii) If $\alpha>4 / N$, then Remark 3.12 shows that the lower bound in (7.16) cannot even be attained.
(iii) We conjecture that the lower bound in (7.15) is not sharp. Indeed, if $\alpha_{0}<$ $\alpha<4 / N$ and $N / 2<\operatorname{Re} q<2 / \alpha$, then $\Psi$ defined by $(7.7)$ is in $H^{1}\left(\mathbb{R}^{N}\right)$ but not in $W_{\alpha}$. Thus the resulting (global) solution is not in $X_{\alpha}$. On the other hand, by Corollary 7.4.6 in [1], at least in the radially symmetric case and when $\gamma>0,\|u(t)\|_{L^{\alpha+2}} \rightarrow 0$ as $t \rightarrow \infty$.

Remark 7.4. Under the hypotheses of Proposition 7.2, (1.1) has a large class of solutions, corresponding to different choices of the cut-off function $\eta$, all of which are asymptotic as $t \rightarrow \infty$ to the same self-similar solution of the linear Schrödinger equation (whose scaling properties are different from those of (1.1)). See Theorems 1.4 and 1.5 in [17] for similar results for the "two-power" nonlinear Schrödinger equation.

Remark 7.5. If, in addition to the hypotheses of Proposition 7.2, we assume $\alpha>$ $4 / N$, then the property that $u(t)-\mathcal{T}(t) u^{+} \rightarrow 0$ in $H^{1}\left(\mathbb{R}^{N}\right)$ is a well-known result of the "classical" $H^{1}$ theory of Ginibre and Velo [6]. The precise decay estimates (7.11), (7.13), and (7.14) are new as far as we are aware. In other words, new information about $H^{1}$ solutions of (1.1) has been obtained by studying $X_{\alpha}$ solutions.

Applying Proposition 5.5 instead of Theorem 5.1, we obtain the following analogue of Proposition 7.2, where we do not need the smallness condition, but instead we assume $\gamma>0$ or $\alpha<4 / N$.

Proposition 7.6. Assume (1.4), (7.1), (7.2), and (7.3). Suppose in addition $\gamma>0$ or $\alpha<4 / N$. Let $\Psi$ be given by (7.7) and let $u^{+}=c \Psi$ for some $c \in \mathbb{C}$. Let $u \in$ $C\left([0, \infty), H^{1}\left(\mathbb{R}^{N}\right)\right) \cap \mathcal{X}_{\alpha, \nu}$ be the resulting solution of $(1.1)$, as given by Proposition 5.5. It follows that (7.11), (7.12), (7.13), and (7.14) hold. The same is true if $u^{+}=c \Theta$, where $\Theta$ is given by (7.8).

The next proposition is the analogue of Proposition 7.2 for initial values instead of scattering states. Its proof uses Theorem 2.1 in [4] to guarantee the existence of global solutions $u$ of (1.1) in $X_{\alpha} \cap \mathcal{X}_{\alpha, \nu}$. This theorem requires the additional condition $\alpha \beta+\nu<1$ in order to conclude $u \in \mathcal{X}_{\alpha, \nu}$. In the present situation, this condition is automatic, since by (7.6) and (2.7) $\nu<\frac{N \alpha}{2(\alpha+2)}=1-\alpha \beta$.

Proposition 7.7. Assume (1.4), (7.1), (7.2), and (7.3). Let $\Psi$ be given by (7.7) and $\varphi=c \Psi$ where the constant $c$ is small enough so that $\varphi$ satisfies the hypotheses of Theorem 2.1 in [4] with $\delta=\nu-\beta$. Let $u \in X_{\alpha} \cap \mathcal{X}_{\alpha, \nu}$ be the resulting solution of (1.1), which is also a "classical" $H^{1}$ solution by Proposition 2.3 in [4]. It follows that

$$
\begin{equation*}
t^{\nu}\|u(t)-c \mathcal{T}(t) \psi\|_{L^{\alpha+2}}=O\left(t^{-\varepsilon}\right) \tag{7.17}
\end{equation*}
$$

as $t \rightarrow \infty$ for some $\varepsilon>0$. In particular, $u$ satisfies (7.13). Moreover, u satisfies (7.11) and (7.14), where $u^{+}$is the scattering state of $u$. These results are true if $\varphi=c \Theta$ where $\Theta$ is given by (7.8) and $c$ is sufficiently small.

Proof. If $(\alpha+1) \nu<1$, the proof of (7.17) is similar to the proof of (7.12) using part (ii) of Proposition 3.7. If $(\alpha+1) \nu \geq 1$, fix $\nu^{\prime} \in(\beta, \nu)$ such that $(\alpha+1) \nu^{\prime}<1$. By using part (ii) of Proposition 3.7 again, we obtain

$$
\begin{aligned}
t^{\nu}\|u(t)-\mathcal{T}(t) c \psi\|_{L^{\alpha+2}} & \leq t^{\nu}\|u(t)-\mathcal{T}(t) \varphi\|_{L^{\alpha+2}}+t^{\nu}\|\mathcal{T}(t) c \eta \psi\|_{L^{\alpha+2}} \\
& \leq C t^{\nu-\nu^{\prime}-\alpha\left(\nu^{\prime}-\beta\right)}\|u\|_{\mathcal{X}_{\alpha, \nu^{\prime}}^{\alpha+1}}+C t^{-\frac{N \alpha}{2(\alpha+2)}+\nu}\|\eta \psi\|_{L^{\frac{\alpha+2}{\alpha+1}}}
\end{aligned}
$$

It follows from (7.6) that $-\frac{N \alpha}{2(\alpha+2)}+\nu<0$ and that

$$
\nu-\nu^{\prime}-\alpha\left(\nu^{\prime}-\beta\right)=\nu-(\alpha+1) \nu^{\prime}+1-\frac{N \alpha}{2(\alpha+2)}<0
$$

if $(\alpha+1) \nu^{\prime}$ is sufficiently close to 1 . This proves (7.17). (7.11) follows from Proposition 3.7 (i) and (iii), and (7.14) follows from Proposition 3.10 (iv). This completes the proof if $\varphi=c \Psi$. The proof for $\varphi=c \Theta$ is analogous.
8. Appendix. In this appendix, we give some properties of the linear Schrödinger equation.

Proposition 8.1. If $\varphi \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right), \varphi \neq 0$, then

$$
\liminf _{t \rightarrow \infty} t^{\frac{N \alpha}{2(\alpha+2)}}\|\mathcal{T}(t) \varphi\|_{L^{\alpha+2}}>0
$$

for all $\alpha \geq 0$. Here, we use the convention that $\|\psi\|_{L^{\alpha+2}}=+\infty$ if $\psi \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$, $\psi \notin L^{\alpha+2}\left(\mathbb{R}^{N}\right)$.

Proof. We claim that

$$
\begin{equation*}
\mathcal{T}(-t) \mathcal{F} \psi=i^{\frac{N}{2}} D_{\frac{1}{4 \pi t}} M_{-16 \pi^{2} t} \mathcal{T}\left(\frac{1}{16 \pi^{2} t}\right) \psi \tag{8.1}
\end{equation*}
$$

for all $t>0$ and all $\psi \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$, where the dilation $D_{\ell}$ and the multiplier $M_{\mu}$ are defined by

$$
\left(D_{\ell} \theta\right)(x)=\ell^{\frac{N}{2}} \theta(\ell x), \quad\left(M_{\mu} \theta\right)(x)=e^{i \frac{\mu|x|^{2}}{4}} \theta(x)
$$

for all $\theta \in \mathcal{S}\left(\mathbb{R}^{N}\right)$ and by duality for all $\theta \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$. Indeed, by density it suffices to establish (8.1) for $\psi \in \mathcal{S}\left(\mathbb{R}^{N}\right)$. Since $\mathcal{T}(t)=\mathcal{F} M_{-16 \pi^{2} t} \mathcal{F}^{-1}$ (take the inverse Fourier transform of the Schrödinger equation satisfied by $\mathcal{T}(t) \psi$, it follows that $\mathcal{T}(-t) \mathcal{F}=\mathcal{F} M_{16 \pi^{2} t}$. Next, we use the following formula (see formula (3.5) in [2]) which can be verified by a direct calculation with the kernel of $\mathcal{T}(t)$,

$$
\mathcal{F} M_{16 \pi^{2} t}=i^{\frac{N}{2}} D_{\frac{1}{4 \pi t}} M_{-16 \pi^{2} t} \mathcal{T}\left(\frac{1}{16 \pi^{2} t}\right)
$$

(8.1) follows. We now deduce from (8.1) that

$$
\begin{equation*}
\|\mathcal{T}(-t) \mathcal{F} \psi\|_{L^{\alpha+2}}=(4 \pi t)^{-\frac{N \alpha}{2(\alpha+2)}}\left\|\mathcal{T}\left(\frac{1}{16 \pi^{2} t}\right) \psi\right\|_{L^{\alpha+2}} \tag{8.2}
\end{equation*}
$$

for all $\psi \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$.
Finally, suppose by contradiction that there exist $\alpha \geq 0$ and a sequence $\tau_{n} \rightarrow \infty$ such that

$$
\tau_{n}^{\frac{N^{\alpha}}{2(\alpha+2)}}\left\|\mathcal{T}\left(\tau_{n}\right) \varphi\right\|_{L^{\alpha+2}} \underset{n \rightarrow \infty}{\longrightarrow} 0
$$

Applying (8.2) with $t=\left(16 \pi^{2} \tau_{n}\right)^{-1}$, we deduce that

$$
\left\|\mathcal{T}\left(-\frac{1}{16 \pi^{2} \tau_{n}}\right) \mathcal{F} \varphi\right\|_{L^{\alpha+2}} \underset{n \rightarrow \infty}{\longrightarrow} 0 .
$$

Since $\tau_{n} \rightarrow \infty$, this implies that $\mathcal{F} \varphi=0$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$, thus $\varphi=0$.
REMARK 8.2. For every $\alpha>0$, the following properties hold:
(i) Given $0<\nu<\frac{N \alpha}{2(\alpha+2)}$, there exists $\varphi \in \mathcal{S}^{\prime}\left(\mathbb{R}^{N}\right)$ such that $t^{\nu}\|\mathcal{T}(t) \varphi\|_{L^{\alpha+2}}=1$ for all $t>0$. Indeed, let $\varphi(x)=c|x|^{-2 \nu-\frac{N}{\alpha+2}}$ and apply Proposition 3.7 in [4].
(ii) Given $\frac{N \alpha}{4(\alpha+2)}<\nu<\frac{N \alpha}{2(\alpha+2)}$, there exist $0<a<b<\infty$ and $\varphi \in H^{\infty}\left(\mathbb{R}^{N}\right)$ such that $a \leq t^{\nu}\|\mathcal{T}(t) \varphi\|_{L^{\alpha+2}} \leq b$ for all $t \geq 1$. Indeed, let $\varphi(x)=c|x|^{-2 \nu-\frac{N}{\alpha+2}} \theta(x)$ with $\theta \in C^{\infty}\left(\mathbb{R}^{N}\right), \theta(x)=0$ for $|x| \leq 1$, and $\theta(x)=1$ for $|x| \geq 2$.

Remark 8.3. Here are a few observations on the structure of the Banach space $\mathcal{W}_{\alpha, \mu}$.
(i) $(\mathcal{T}(t))_{t \geq 0}$ is a semigroup of contractions on $\mathcal{W}_{\alpha, \mu}$, but if $0<\mu<\frac{N \alpha}{2(\alpha+2)}$, then $(\mathcal{T}(t))_{t \geq 0}$ is not continuous. More precisely, if $\varphi \in \mathcal{W}_{\alpha, \mu}$, then one verifies easily that

$$
\|\mathcal{T}(\tau) \varphi-\varphi\|_{\mathcal{W}_{\alpha, \mu}} \geq \liminf _{t \downarrow 0} t^{\mu}\|\mathcal{T}(t) \varphi\|_{L^{\alpha+2}}
$$

for all $\tau>0$. In particular, if $\varphi(x)=|x|^{-2 \mu-\frac{N}{\alpha+2}}$, then $\|\mathcal{T}(\tau) \varphi-\varphi\|_{\mathcal{W}_{\alpha, \mu}} \geq\|\varphi\|_{\mathcal{W}_{\alpha, \mu}}>$ 0 for all $\tau>0$ by Remark 8.2 (i).
(ii) If $0<\mu<\frac{N \alpha}{2(\alpha+2)}$, then $\mathcal{S}\left(\mathbb{R}^{N}\right)$ is not dense in $\mathcal{W}_{\alpha, \mu}$. More precisely, if $\varphi(x)=|x|^{-2 \mu-\frac{N}{\alpha+2}}$ and $\theta \in \mathcal{S}\left(\mathbb{R}^{N}\right)$, then $\|\varphi-\theta\|_{\mathcal{W}_{\alpha, \mu}} \geq\|\varphi\|_{\mathcal{W}_{\alpha, \mu}}>0$. Indeed, by Remark 8.2 (i),
$t^{\mu}\|\mathcal{T}(t)(\varphi-\theta)\|_{L^{\alpha+2}} \geq t^{\mu}\|\mathcal{T}(t) \varphi\|_{L^{\alpha+2}}-t^{\mu}\|\mathcal{T}(t) \theta\|_{L^{\alpha+2}}=\|\varphi\|_{\mathcal{W}_{\alpha, \mu}}-t^{\mu}\|\mathcal{T}(t) \theta\|_{L^{\alpha+2}}$, and the conclusion follows by letting $t \downarrow 0$. We do not know what is the closure of $\mathcal{S}\left(\mathbb{R}^{N}\right)$ in $\mathcal{W}_{\alpha, \mu}$.
(iii) If $0<\mu<\frac{N \alpha}{2(\alpha+2)}$, then $\mathcal{W}_{\alpha, \mu}$ is not separable. To see this, let $\varphi(x)=$ $|x|^{-2 \mu-\frac{N}{\alpha+2}}$ and, given $v \in \mathbb{R}^{N}$, set $\varphi_{v}(x)=e^{i \frac{v \cdot x}{2}} \varphi(x)$. If $v \neq w$, we claim that $\left\|\varphi_{v}-\varphi_{w}\right\|_{\mathcal{W}_{\alpha, \mu}} \geq\|\varphi\|_{\mathcal{W}_{\alpha, \mu}}$, which implies the result. Indeed, by Galilean invariance, $\left(\mathcal{T}(t) \varphi_{v}\right)(x)=e^{-i t \frac{|v|^{2}}{4}} e^{i \frac{v \cdot x}{2}}(\mathcal{T}(t) \varphi)(x-t v)$. Thus $\varphi_{v} \in \mathcal{W}_{\alpha, \mu}$ and $\left\|\varphi_{v}\right\|_{\mathcal{W}_{\alpha, \mu}}=$ $\|\varphi\|_{\mathcal{W}_{\alpha, \mu}}$. Moreover, if $f$ is the profile associated with $\varphi$, then
$\mathcal{T}(t)\left(\varphi_{v}-\varphi_{w}\right)(x)=t^{-\mu-\frac{N}{2(\alpha+2)}}\left[e^{-i t \frac{|v|^{2}}{4}} e^{i \frac{v \cdot x}{2}} f\left(\frac{x-t v}{\sqrt{t}}\right)-e^{-i t \frac{|w|^{2}}{4}} e^{i \frac{w \cdot x}{2}} f\left(\frac{x-t w}{\sqrt{t}}\right)\right]$.

In particular,

$$
t^{\mu}\left\|\mathcal{T}(t)\left(\varphi_{v}-\varphi_{w}\right)\right\|_{L^{\alpha+2}(\{|x-t v|<1\})} \geq\|f\|_{L^{\alpha+2}(\{|x|<\sqrt{t}\})}-\|f\|_{L^{\alpha+2}(\{|x|>\sqrt{t}|v-w|-1\})}
$$

Letting $t \rightarrow \infty$, we see that

$$
\liminf _{t \rightarrow \infty} t^{\mu}\left\|\mathcal{T}(t)\left(\varphi_{v}-\varphi_{w}\right)\right\|_{L^{\alpha+2}(\{|x-t v|<1\})} \geq\|f\|_{L^{\alpha+2}}
$$

and the claim follows.
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# AN ELLIPTIC REGULARITY RESULT FOR A COMPOSITE MEDIUM WITH "TOUCHING" FIBERS OF CIRCULAR CROSS-SECTION* 
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#### Abstract

In this paper we consider the elliptic equation $\nabla \cdot a \nabla u=0$ in a two dimensional domain $\Omega$, which contains a finite number of circular inhomogeneities (cross-sections of fibers). The coefficient, $a$, takes two constant values, one in all the inhomogeneities and one in the part of $\Omega$ which lies outside the inhomogeneities. A number of the inhomogeneities may possibly touch, but in spite of this we prove that any variational solution $u$ (with sufficiently smooth boundary data) is in $W^{1, \infty}$. For this very interesting, particular type of coefficient, our result improves a classical regularity result due to DeGiorgi and Nash, which asserts that the solution is in the Hölder class $C^{\gamma}$ for some positive exponent $\gamma$.
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1. Introduction. Consider a domain $\Omega \subset \mathbb{R}^{2}$, representing the cross-section of a three dimensional body. We suppose the three dimensional body is occupied by a fiber-reinforced composite and we suppose the cross-section is taken perpendicular to the finitely many (identical) cylindrical fibers. Frequently in composites, the fibers are very closely spaced and may even touch. We suppose the strength of the fibers is different from that of the material between the fibers (the so-called matrix). When we talk about strength this could, for instance, refer to the shear modulus (for a problem of antiplane shear) or the conductivity (for a problem of heat or electric conduction). In all three cases the corresponding scalar variable, $u$, (the out of plane displacement, the temperature or the voltage potential) satisfies the elliptic equation

$$
\begin{equation*}
\nabla \cdot a \nabla u=0 \quad \text { in } \Omega, \tag{1}
\end{equation*}
$$

with, for instance, a given Dirichlet boundary condition

$$
\begin{equation*}
u=\phi \quad \text { on } \partial \Omega . \tag{2}
\end{equation*}
$$

The coefficient $0<a<\infty$ takes two constant values, one in the fibers and one in the matrix. The aim of this paper is to study the behavior of $u$ and, in particular, its gradient near points where the fibers touch. Because the cross-section is perpendicular to the fibers, these appear as disks of identical radii. We may without loss of generality restrict attention to a situation with only two touching disks (fibers); for simplicity we take these to lie strictly inside $\Omega$. We may also rescale the strength, $a$, so that

$$
\begin{array}{lr}
a(x)=1 & \text { for } x \text { outside the two disks, } \\
a(x)=a_{0} & \text { for } x \text { inside the two disks. } \tag{3}
\end{array}
$$

[^29]In the context of antiplane shear it is probably physically most relevant to think of $a_{0}$ as being larger than 1 -after all, the fibers are there for reinforcement. However, in the context of heat or electrical conduction there are no physical reasons why we might not have $a_{0}<1$ as well. We may, without loss of generality, suppose that the point where the two disks touch is located at the origin. We may also suppose that the domain $\Omega$ is of class $C^{\infty}$ and symmetric in the $x_{1}$-axis, and that the boundary data $\phi$ is in $C^{\infty}(\partial \Omega)$. If not, we can simply take such a smooth domain inside $\Omega$, containing the two fiber cross-sections and rely on elliptic regularity to get that the (new) Dirichlet data is $C^{\infty}$. The geometric situation is illustrated in Figure 1. For simplicity of illustration, we have drawn $\partial \Omega$ in the shape of a circle - a convention we shall follow throughout this paper. The solution $u$ is defined variationally by the requirements that $u$ be in $H^{1}(\Omega)$ with $\left.u\right|_{\partial \Omega}=\phi$ and

$$
\int_{\Omega} a(x) \nabla u \nabla v d x=0 \quad \forall v \in H_{0}^{1}(\Omega) .
$$

In two dimensions (as we are here) Sobolev's imbedding theorem states that elements of $H^{s}(\Omega), 1<s$ are automatically continuous. This is not true for all elements of $H^{1}(\Omega)$. However, a regularity result of DeGiorgi and Nash (cf. [3], [10], or [4]) asserts that any $H^{1}$ solution to a divergence form, scalar elliptic equation with bounded measurable coefficients such as (1), is indeed Hölder continuous inside $\Omega$. Near $\partial \Omega$, the coefficent $a$ is constant, and the boundary, as well as the boundary data $\phi$, are $C^{\infty}$, so standard elliptic boundary regularity results immediately imply that $u$ is $C^{\infty}$ there. Indeed, away from the origin (where the two disks touch) standard elliptic regularity results (for operators with constant, or piecewise constant coefficients) very easily imply that the gradient of $u$ is bounded. The origin, however, presents a serious problem. Neither standard elliptic regularity results nor the DeGiorgi-Nash result assert anything about the boundedness of the gradient. Such boundedness is guaranteed by the main result of this paper.

Theorem. The solution $u$ is in $W^{1, \infty}(\Omega)$ for any fixed $0<a_{0}<\infty$.
Since the gradient of the solution $u$ is generically discontinuous at the interfaces between the fibers and the matrix, this theorem is optimal in terms of global regularity.

We have assumed that the circular fiber cross-sections have the same radius. It is worthwhile to point out that this assumption is for convenience only. A configuration with two touching disks of different radii (say, $r_{1}$ and $r_{2}$ ) may quite easily be mapped conformally to a configuration consisting of two identical touching disks: pick the $x_{1}$-axis to be the common tangent for the two disks (they touch at the origin) and let $z=\Phi(x)$ denote the conformal mapping $\Phi\left(x_{1}, x_{2}\right)=\left(x_{1} /\left(x_{1}^{2}+x_{2}^{2}\right), x_{2} /\left(x_{1}^{2}+x_{2}^{2}\right)\right)$. Let $T_{c}$ denote the vertical translation $T\left(z_{1}, z_{2}\right)=\left(z_{1}, z_{2}+c\right)$. With an appropriate choice of $c\left(= \pm\left(r_{2}-r_{1}\right) / 4 r_{1} r_{2}\right)$ the conformal mapping $\Psi=\Phi^{-1} \circ T_{c} \circ \Phi$ maps the configuration with the two different disks to a configuration with two identical touching disks (of radius $2 r_{1} r_{2} /\left(r_{1}+r_{2}\right)$ ). This mapping is furthermore smooth at the origin. The validity of the above theorem for two identical disks now immediately implies its validity for different disks as well: the "push-forward" $w=u \circ \Psi^{-1}$ of the function $u$ is in $W^{1, \infty}$ near the origin (since it pertains to a configuration of two identical disks) and due to the regularity of $\Psi$ the same can therefore be said about $u$. This "push-forward" technique works for any configuration which is conformally equivalent to two touching disks. It should be extremely interesting to study the regularity issue for configurations that are not conformally equivalent to two touching disks.


Fig. 1. Two touching fibers.

In the context of antiplane shear, $a \nabla u$ represents the stresses (internal forces). Most linear fracture models suppose that fracturing will occur at points with extreme stress concentrations. The fact that the (shear) stresses remain bounded, even near points where the fibers touch, strongly indicates that separation between circular fibers and the matrix is not a likely mechanism for the onset of fracture. The result proven in this paper only applies to a scalar equation; it would be of utmost interest to extend this to the full system of linear elasticity.

To indicate that the behavior of $u$ near the origin is not entirely obvious (and not always the same) let us change to the (conformally) different situation shown in Figure 2: two conical shapes symmetrically touching, with $a=a_{0}$ inside the two shapes, $a=1$ outside. For a fixed $a_{0}$, the solution is in $C^{\gamma}$ with $\gamma$ uniformly bounded away from zero (independently of the size of the interior angle of the conical shapes). This is consistent with the result of DeGiorgi and Nash, which asserts that $u$ is of a minimal Hölder class that only depends on the aspect ratio of the coefficients. The actual Hölder exponent $\gamma$ is "generically" smallest when the conical shapes have interior angles $\alpha=\pi / 2$. Corresponding to this exponent there is locally near the origin an $H^{1}$ solution to (1), which in polar coordinates has the form

$$
r^{\gamma}(A \cos \gamma \theta+B \sin \gamma \theta)
$$

with a different pair of constants $(A, B)$ in each of the four sectors. $\gamma$ is the smallest exponent for which a solution of this form exists in $H^{1} . \gamma$ is very easily characterized as the smallest positive solution to a certain determinant identity (expressing that the system of linear equations for the coefficient pairs $(A, B)$ has a nontrivial solution). An analysis very similar to that found in [5] would show that near the origin any solution has, generically, the same behavior as this special solution. Figure 3 shows the "generic $\gamma$ " $(\alpha=\pi / 2)$ as a function of $a_{0} \neq 1$ for the two possible symmetries of the solution $u$ : one where $u$ is odd with respect to the $x_{1}$ axis, and one where $u$ is even with respect to the $x_{1}$ axis. It is clear from the graph that a general solution $u$, which contains elements of both symmetries, is never in $W^{1, \infty}$ (except when $a_{0}=1$ ); indeed, depending on $a_{0}$, its regularity may not be better than $C^{\gamma}$ for any arbitrarily small positive $\gamma$.

The fact that $u$ is not in $W^{1, \infty}(\Omega)$ in this situation can be explained in terms of


Fig. 2. Two touching conical shapes.
a "corner effect." Consider the geometric situation where the two convex shapes are $\epsilon>0$ apart vertically. The solution will then have two singularities which arise due to the corners in the interfaces. Each corner has an angle of $\pi / 2$. Figure 4 shows the generic Hölder coefficient for any solution corresponding to an interface with angle $\pi / 2$ (and conductivity ratio $1: a_{0}$ ). Figure 4 corresponds to the lower half of Figure 3; if we had considered solutions with a special symmetry, the curve on the right side (of $a_{0}=1$ ) would continue smoothly into the left quadrant, and vice versa. It is clear that, for $\epsilon>0$, a general solution is never in $W^{1, \infty}(\Omega)$ (except when $a_{0}=1$ ), and it is quite natural to expect that this does not in any way improve in the limit $\epsilon \rightarrow 0$, when the two shapes touch.

But the "corner effect" is not the whole story in Figure 3. The regularity situation has clearly become significantly worse when compared to that in Figure 4. For fixed $\epsilon>0$, Figure 4 clearly indicates that any solution will at least be in $C^{2 / 3}(\Omega)$, independently of $a_{0}$. However, when the shapes touch (for $\epsilon=0$ ) Figure 3 clearly indicates that the regularity may not be better than $C^{\gamma}$ for any arbitrarily small positive $\gamma$, depending on the size of $a_{0}$. The touching may thus induce a loss of almost a factor of $2 / 3$ in terms of differentiability.

We now return to the case of (identical) circular fibers. The extreme situations that formally correspond to $a_{0}=0$ and $a_{0}=\infty$ are somewhat particular. The corresponding solutions are now (essentially) only defined in $\Omega \backslash$ \{the fibers\}. If the boundary point where the two fibers touch (the origin) is thought of as two different boundary points of $\Omega \backslash$ \{the fibers\}, then these solutions are always $C^{\infty}$ in the interior and up to the boundary of $\Omega \backslash$ \{the fibers\}. With this convention we also have that all the derivatives of order $\geq 1$ vanish at the origin. In the case $a_{0}=0$, we generically have that the solution $u^{0}$ is multivalued at the origin, i.e., it has a different limit when approaching the origin from the cusp on the left than when approaching the origin from the cusp on the right. For $a_{0}=\infty$, the solution $u^{\infty}$ is always single valued at the origin. We refer the reader to the appendix, where these issues are discussed in more detail.

An interesting project would be to consider the case where the fibers are very close but not touching. Say, the circular (unit size) cross-sections are $\epsilon$ apart vertically. For the case of $a_{0}=0$ (as well as $a_{0}=\infty$ ) the discontinuity mentioned above gives the


Fig. 3. The generic $\gamma$ as a function of $a_{0}$ for symmetrically touching conical shapes of interior angle $\pi / 2$.


Fig. 4. The generic $\gamma$ as a function of $a_{0}$ for a single conical shape of interior angle $\pi / 2$.
existence of solutions, the gradients of which become unbounded at the origin as the distance $\epsilon$ approaches zero. This phenomenon has been noted and studied in detail by several authors (cf. [2], [9], and [6]). We again refer to the appendix, where some of this work is discussed in a little more detail. For fixed $0<a_{0}<\infty$, we conjecture that the gradient near the origin stays bounded independently of $\epsilon$. We base this
conjecture, among other things, on some very accurate calculations communicated to us by Börje Andersson of the Aeronautical Research Institute of Sweden [1]. For circular cross-sections and special boundary conditions, such as those corresponding to the solutions considered in [2] and [9], it is not unlikely that the mapping technique used there would make it possible to establish this uniform boundedness. However, for general boundary conditions or for more general (smooth) fiber cross-sections, entirely different techniques will be required to prove the conjecture. ${ }^{1}$
2. A reduced problem. Since $\Omega$ is symmetric in the $x_{1}$-axis, the boundary condition $\left.u\right|_{\partial \Omega}=\phi(x)$ may also be written as $\left.u\right|_{\partial \Omega}=\frac{1}{2}(\phi(x)-\phi(\bar{x}))+\frac{1}{2}(\phi(x)+\phi(\bar{x}))$, where $\bar{x}=\left(x_{1},-x_{2}\right)$ denotes the reflection of the point $x=\left(x_{1}, x_{2}\right)$. As a consequence, we may separate our boundary value problem into one of two cases: (1) the solution $u$ is odd in the $x_{1}$-axis; (2) the solution $u$ is even in the $x_{1}$-axis.

In case the boundary data (and thus the solution, $u$ ) is even in the $x_{1}$-axis, consider the $a$-harmonic conjugate to $u$. This function, $v$, is related to $u$ by

$$
\begin{equation*}
a \nabla u=\nabla v^{\perp}=\binom{-\frac{\partial v}{\partial x_{2}}}{\frac{\partial v}{\partial x_{1}}}, \tag{4}
\end{equation*}
$$

and it solves

$$
\nabla \cdot a^{-1}(x) \nabla v=0 \quad \text { in } \Omega
$$

From (4) it follows immediately that on $\partial \Omega$

$$
\begin{aligned}
a^{-1} \nabla v \cdot n & =-a^{-1} \nabla v \cdot \tau^{\perp} \\
& =a^{-1} \nabla v^{\perp} \cdot \tau \\
& =\frac{\partial u}{\partial \tau}
\end{aligned}
$$

where $\tau$ denotes the counterclockwise tangent. Since $u$ is even it now follows that $v$ (normalized by $\int_{\Omega} v d x=0$ ) is odd in the $x_{1}$-axis.

In the rest of this paper we shall concentrate on the case where $u$ is odd in the $x_{1}$-axis and prove that the gradient of $u$ is bounded. The exact same argument that we present could of course be applied to the (odd) function $v$ (the only difference being that $a_{0}$, the conductivity inside the two fibers, gets replaced by $a_{0}^{-1}$ ), thus proving that the gradient of $v$ stays bounded in $\Omega$. Because of the relationship (4) this immediately implies that $\nabla u$ is also bounded in $\Omega$ in the case where $u$ is even in the $x_{1}$-axis. By means of the splitting introduced at the beginning of this section, this now verifies the boundedness of $\nabla u$ in the general case (without any symmetry assumptions).

Under the assumption that $u$ is odd in the $x_{1}$-axis it indeed suffices to consider the boundary value problem in the half-domain, $\Omega_{+}=\left\{\left(x_{1}, x_{2}\right) \in \Omega: 0<x_{2}\right\}$, with the additional boundary condition $u=0$ at $x_{2}=0$ (cf. Figure 5). For simplicity we shall from now on assume that the fiber has radius 1 , so that its boundary is given by the equation $x_{1}^{2}+\left(x_{2}^{2}-1\right)^{2}=1$.

[^30]

Fig. 5. The reduced geometric setup.


FIG. 6. The geometric situation with the "auxiliary" boundary.
3. An auxiliary boundary value problem. Let $D_{\epsilon}$ denote the disk $D_{\epsilon}=$ $\left\{\left(x_{1}, x_{2}\right): x_{1}^{2}+\left(x_{2}-\epsilon\right)^{2} \leq \epsilon^{2}\right\}$, centered at $(0, \epsilon)$, with radius $\epsilon$. For small, positive $\epsilon$ we introduce an auxiliary function $u_{\epsilon}$ as the solution to the boundary value problem

$$
\begin{aligned}
\nabla \cdot a(x) \nabla u_{\epsilon}=0 & \text { in } \Omega_{+} \backslash D_{\epsilon} \\
u_{\epsilon}=\phi & \text { on } \partial \Omega_{+} \backslash\left\{x_{2}=0\right\} \\
u_{\epsilon}=0 & \text { on }\left\{x_{2}=0\right\} \text { and on } \partial D_{\epsilon} .
\end{aligned}
$$

For a geometric illustration, see Figure 6.
The conductivity, $a$, is as given before. The solution, $u$, whose gradient we are trying to bound, solves the corresponding "limiting" boundary value problem

$$
\begin{aligned}
\nabla \cdot a(x) \nabla u=0 & \text { in } \Omega_{+} \\
u=\phi & \text { on } \partial \Omega_{+} \backslash\left\{x_{2}=0\right\} \\
u=0 & \text { on }\left\{x_{2}=0\right\}
\end{aligned}
$$

A fairly direct argument shows the following proposition.
Proposition 3.1. Let $u_{\epsilon}$ and $u$ be as defined above, with $u_{\epsilon}$ extended to all of $\Omega_{+}$by setting it to zero on $D_{\epsilon}$. Then $u_{\epsilon} \rightarrow u$ in $H^{1}\left(\Omega_{+}\right)$as $\epsilon \rightarrow 0$. Let $K$ denote $a$ compact subset of $\overline{\Omega_{+}} \backslash\left\{x_{1}^{2}+\left(x_{2}-1\right)^{2}=1\right\}$. Then $u_{\epsilon} \rightarrow u$ in $C^{\infty}(K)$ as $\epsilon \rightarrow 0$.

Proof. Let $0 \leq \psi \leq 1$ be in $C^{\infty}\left(\mathbb{R}^{2}\right)$ with

$$
\psi(y)=0 \quad \text { for }|y| \leq 1 \quad \text { and } \psi(y)=1 \quad \text { for }|y| \geq 2
$$

and define the function $v_{\epsilon}$ by

$$
v_{\epsilon}(x)=u(x) \psi\left(\frac{x_{1}}{\epsilon}, \frac{x_{2}-\epsilon}{\epsilon}\right)
$$

The function $v_{\epsilon} \in H^{1}\left(\Omega_{+}\right)$satisfies

$$
\begin{gathered}
v_{\epsilon}=\phi \quad \text { on } \partial \Omega_{+} \backslash\left\{x_{2}=0\right\} \\
v_{\epsilon}=0 \quad \text { on }\left\{x_{2}=0\right\} \quad \text { and on } \partial D_{\epsilon} .
\end{gathered}
$$

Thus, due to Dirichlet's principle,

$$
\begin{aligned}
{\left[\int_{\Omega_{+} \backslash D_{\epsilon}} a \mid\right.} & \left.\left.\nabla u_{\epsilon}\right|^{2} d x\right]^{1 / 2} \leq\left[\int_{\Omega_{+} \backslash D_{\epsilon}} a\left|\nabla v_{\epsilon}\right|^{2} d x\right]^{1 / 2} \\
& \leq\left[\int_{\Omega_{+} \backslash D_{\epsilon}} a|\nabla u|^{2} d x\right]^{1 / 2}+\frac{1}{\epsilon}\left[\int_{\Omega_{+} \backslash D_{\epsilon}} a|u|^{2}\left|\nabla \psi\left(\frac{x_{1}}{\epsilon}, \frac{x_{2}-\epsilon}{\epsilon}\right)\right|^{2} d x\right]^{1 / 2} \\
& =\left[\int_{\Omega_{+} \backslash D_{\epsilon}} a|\nabla u|^{2} d x\right]^{1 / 2}+o(1)
\end{aligned}
$$

For the last estimate we have used the fact that $\nabla \psi(y)$ vanishes for $|y| \geq 2$, and the fact that $u$ is continuous at 0 with $u(0)=0$ (due to the result of DeGiorgi and Nash) to conclude that

$$
\left[\int_{\Omega_{+} \backslash D_{\epsilon}} a|u|^{2}\left|\nabla \psi\left(\frac{x_{1}}{\epsilon}, \frac{x_{2}-\epsilon}{\epsilon}\right)\right|^{2} d x\right]^{1 / 2} \leq C \epsilon \max _{\Omega_{+} \cap\left\{x_{1}^{2}+\left(x_{2}-\epsilon\right)^{2} \leq 4 \epsilon^{2}\right\}}|u|=o(\epsilon) .
$$

Since $u_{\epsilon}$ has been extended to be zero on $D_{\epsilon}$, and since $u$ is in $H^{1}\left(\Omega_{+}\right)$, it follows that

$$
\begin{equation*}
\int_{\Omega_{+}} a\left|\nabla u_{\epsilon}\right|^{2} d x \leq \int_{\Omega_{+}} a|\nabla u|^{2} d x+o(1) \tag{5}
\end{equation*}
$$

On the other hand, Dirichlet's principle also gives

$$
\begin{equation*}
\int_{\Omega_{+}} a|\nabla u|^{2} d x \leq \int_{\Omega_{+}} a\left|\nabla u_{\epsilon}\right|^{2} d x \tag{6}
\end{equation*}
$$

A combination of (5) and (6) yields

$$
\begin{equation*}
\int_{\Omega_{+}} a\left|\nabla u_{\epsilon}\right|^{2} d x=\int_{\Omega_{+}} a|\nabla u|^{2} d x+o(1) \tag{7}
\end{equation*}
$$

It is easy to see that

$$
\int_{\Omega_{+}} a\left|\nabla\left(u_{\epsilon}-u\right)\right|^{2} d x=\int_{\Omega_{+}} a\left|\nabla u_{\epsilon}\right|^{2} d x-\int_{\Omega_{+}} a|\nabla u|^{2} d x
$$

and therefore by insertion of (7)

$$
\int_{\Omega_{+}} a\left|\nabla\left(u_{\epsilon}-u\right)\right|^{2} d x \rightarrow 0 \quad \text { as } \epsilon \rightarrow 0
$$

Since $u_{\epsilon}=u=0$ on $\left\{x_{2}=0\right\}$, it follows immediately that $u_{\epsilon} \rightarrow u$ in $H^{1}\left(\Omega_{+}\right)$.
The statement about $C^{\infty}$ convergence follows from elliptic regularity theory and from the fact that $\phi$ comes from an odd $C^{\infty}$ function on all of $\partial \Omega$. We have to exclude the curve $\left\{x_{1}^{2}+\left(x_{2}-1\right)^{2}=1\right\}$, since the coefficient $a$ is discontinuous across it.


FIG. 7. The geometric situation in the $z$-coordinates.
4. Preliminary estimates. It turns out to be somewhat simpler to work with the variables $\left(z_{1}, z_{2}\right)=\Phi\left(x_{1}, x_{2}\right)$ given by the conformal transformation

$$
\Phi\left(x_{1}, x_{2}\right)=\left(\frac{x_{1}}{x_{1}^{2}+x_{2}^{2}}, \frac{x_{2}}{x_{1}^{2}+x_{2}^{2}}\right)
$$

The geometric situation is now as illustrated in Figure 7. The "outer" boundary $\partial \Omega \cap\left\{x_{2}>0\right\}$ maps to the "inner" boundary $S$. The circle $\left\{x_{1}^{2}+\left(x_{2}-1\right)^{2}=1\right\}$ (the fiber) and the circle $\left\{x_{1}^{2}+\left(x_{2}-\epsilon\right)^{2}=\epsilon^{2}\right\}$ (the additional boundary for $u_{\epsilon}$ ) map to the horizontal straight lines $z_{2}=1 / 2$ and $z_{2}=1 / 2 \epsilon$, respectively. The inside of these circles map to the halfplanes $z_{2}>1 / 2$ and $z_{2}>1 / 2 \epsilon$, respectively. The lower boundary $\left\{x_{2}=0,-R<x_{1}<R^{\prime}\right\}$ maps to the straight part of the lower boundary, $\left\{z_{2}=0, z_{1}<-1 / R\right.$ or $\left.1 / R^{\prime}<z_{1}\right\}$. Since $\Phi$ is a conformal mapping, it follows immediately that

$$
\begin{equation*}
\int_{\Omega_{+}} a(x)\left|\nabla_{x} v\right|^{2} d x=\int_{\Phi\left(\Omega_{+}\right)} A(z)\left|\nabla_{z} V\right|^{2} d z, \forall v \in H^{1}\left(\Omega_{+}\right) \tag{8}
\end{equation*}
$$

Here $A$ and $V$ are related to $a$ and $v$ by

$$
V(z)=v \circ \Phi^{-1}(z), \quad A(z)=a \circ \Phi^{-1}(z)
$$

The transformed solutions $U(z)=u \circ \Phi^{-1}(z)$ and $U_{\epsilon}(z)=u_{\epsilon} \circ \Phi^{-1}(z)$ satisfy the differential equations

$$
\nabla \cdot A(z) \nabla U=0 \text { for } z \in \Phi\left(\Omega_{+}\right)
$$

and

$$
\nabla \cdot A(z) \nabla U_{\epsilon}=0 \text { for } z \in \Phi\left(\Omega_{+}\right), \quad z_{2}<1 / 2 \epsilon
$$

The transformed conductivity $A(z)=A\left(z_{2}\right)$ has the form

$$
A(z)=1 \text { for } z_{2}<1 / 2, \quad A(z)=a_{0} \text { for } z_{2}>1 / 2
$$

On the "inner" boundary $S$ the functions $U$ and $U_{\epsilon}$ satisfy the boundary conditions

$$
U(z)=U_{\epsilon}(z)=\phi \circ \Phi^{-1}(z)
$$

Furthermore, $U$ satisfies

$$
U=0 \text { on the lower straight boundary }\left\{z_{2}=0, \quad z_{1}<-1 / R \text { or } 1 / R^{\prime}<z_{1}\right\}
$$

and $U_{\epsilon}$ satisfies
$U_{\epsilon}=0$ on the lower straight boundary $\left\{z_{2}=0, \quad z_{1}<-1 / R\right.$ or $\left.1 / R^{\prime}<z_{1}\right\}$, and on $\left\{z_{2}=1 / 2 \epsilon\right\}$.

From the energy identity (8) and the fact that $u, u_{\epsilon} \in H^{1}\left(\Omega_{+}\right)$, with $u_{\epsilon} \rightarrow u$, it follows immediately that

$$
\begin{equation*}
\int_{\Phi\left(\Omega_{+}\right)}|\nabla U|^{2} d z<\infty \quad \text { and } \quad \int_{\Phi\left(\Omega_{+}\right) \cap\left\{z_{2}<1 / 2 \epsilon\right\}}\left|\nabla U_{\epsilon}\right|^{2} d z<C \text { independently of } \epsilon \tag{9}
\end{equation*}
$$

The function $U(z)$ tends to zero as $|z| \rightarrow \infty$ (this follows from the fact that $u$ is continuous and has the value 0 at the origin). A simple calculation, using separation of variables, shows that the auxiliary function, $U_{\epsilon}$, has the expansion

$$
\begin{align*}
& U_{\epsilon}(z)=\sum_{n=1}^{\infty} \beta_{n, \epsilon} \phi_{n, \epsilon}\left(z_{2}\right) e^{-\sqrt{\lambda_{n, \epsilon}} z_{1}} \quad \text { for } z_{1} \text { sufficiently positive }  \tag{10}\\
& U_{\epsilon}(z)=\sum_{n=1}^{\infty} \beta_{n, \epsilon}^{\prime} \phi_{n, \epsilon}\left(z_{2}\right) e^{\sqrt{\lambda_{n, \epsilon}} z_{1}} \quad \text { for } z_{1} \text { sufficiently negative } \tag{11}
\end{align*}
$$

where $\lambda_{n, \epsilon}>0$ and $\phi_{n, \epsilon}(\cdot)$ are the eigenvalues and the eigenvectors of the two point boundary value problem

$$
\begin{align*}
& -\left(A(\cdot) \phi^{\prime}\right)^{\prime}=\lambda A(\cdot) \phi \quad \text { in }(0,1 / 2 \epsilon) \\
& \phi(0)=\phi(1 / 2 \epsilon)=0 \tag{12}
\end{align*}
$$

Since the coefficient $A$ is bounded from above and is bounded away from zero, it is not difficult to see that

$$
d(n \epsilon)^{2} \leq \lambda_{n, \epsilon} \leq D(n \epsilon)^{2}
$$

for some constants $0<d<D$, independent of $n$ and $\epsilon$. We assume the $\phi_{n, \epsilon}$ are normalized by $\left\|\phi_{n, \epsilon}\right\|_{L^{2}(0,1 / 2 \epsilon)}=1$. Note that there are no exponentially increasing terms in either of the representations (10) and (11) due to the second inequality from (9). Using the same inequality from (9) (and a standard trace theorem) it follows that there exists $z_{1}^{*}>0$, such that

$$
\begin{aligned}
\sum_{n=1}^{\infty}\left(\beta_{n, \epsilon}\right)^{2} e^{-2 \sqrt{\lambda_{n, \epsilon}} z_{1}^{*}} & \leq C\left\|\left.U_{\epsilon}\right|_{z_{1}=z_{1}^{*}}\right\|_{L^{2}(0,1 / 2 \epsilon)}^{2} \\
& \leq C_{\epsilon} \int_{\Phi\left(\Omega_{+}\right) \cap\left\{0 \leq z_{1} \leq z_{1}^{*}, 0 \leq z_{2} \leq 1 / 2 \epsilon\right\}}\left|\nabla U_{\epsilon}\right|^{2} d z \\
& <\infty
\end{aligned}
$$

for any fixed $\epsilon>0$. Similarly we get that

$$
\sum_{n=1}^{\infty}\left(\beta_{n, \epsilon}^{\prime}\right)^{2} e^{-2 \sqrt{\lambda_{n, \epsilon}} z_{1}^{*}}<\infty
$$

for any fixed $\epsilon>0$. As a consequence of these two bounds and the fact that $d(n \epsilon)^{2} \leq$ $\lambda_{n, \epsilon} \leq D(n \epsilon)^{2}$, it follows immediately that

$$
\left|U_{\epsilon}(z)\right| \leq C_{\epsilon} e^{-c_{\epsilon}\left|z_{1}\right|}
$$

for $\left|z_{1}\right|$ sufficiently large, uniformly in $0<z_{2}<1 / 2 \epsilon$. That is, for a fixed $\epsilon$, the function $U_{\epsilon}$ converges exponentially to zero as $\left|z_{1}\right| \rightarrow \infty$.

Consider the restriction of $U_{\epsilon}$ to the horizontal line $z_{2}=1$ (supposing $\epsilon<1 / 2$ ). By simple integration by parts and Hölder's inequality,

$$
\int_{z_{2}=1} U_{\epsilon}^{2} d z_{1} \leq C\left(\int_{\Phi\left(\Omega_{+}\right) \cap\left\{z_{2}<1\right\}}\left(\frac{\partial}{\partial z_{2}} U_{\epsilon}\right)^{2} d z+\int_{S} U_{\epsilon}^{2} d s_{z}\right)
$$

Using the energy bound (9) for $U_{\epsilon}$ and the boundedness of the boundary values of $U_{\epsilon}$ on $S$, we now obtain

$$
\begin{equation*}
\int_{z_{2}=1} U_{\epsilon}^{2} d z_{1} \leq C\left(\int_{\Phi\left(\Omega_{+}\right) \cap\left\{z_{2}<1\right\}}\left|\nabla U_{\epsilon}\right|^{2} d z+\int_{S}\left(\phi \circ \Phi^{-1}\right)^{2} d s_{z}\right) \leq C \tag{13}
\end{equation*}
$$

The fact that $U_{\epsilon}(z)$ approaches 0 exponentially fast as $z_{1} \rightarrow \pm \infty$ along the line $z_{2}=1$ translates into the fact that the function $u_{\epsilon}(x)$, restricted to the corresponding circle $\left\{x_{1}^{2}+\left(x_{2}-1 / 2\right)^{2}=1 / 4\right\}$, is $C^{\infty}$, with its value and all the values of its tangential derivatives vanishing at zero. Let $v_{\epsilon}$ denote the solution to

$$
\begin{aligned}
\Delta v_{\epsilon} & =0 \quad \text { in }\left\{x_{1}^{2}+\left(x_{2}-1 / 2\right)^{2}<1 / 4\right\} \\
v_{\epsilon} & =u_{\epsilon} \quad \text { on }\left\{x_{1}^{2}+\left(x_{2}-1 / 2\right)^{2}=1 / 4\right\}
\end{aligned}
$$

We introduce one more auxiliary function $V_{\epsilon}(z)$, the "push-forward" of the function $v_{\epsilon}$ :

$$
V_{\epsilon}(z)=v_{\epsilon} \circ \Phi^{-1}(z)
$$

$V_{\epsilon}$ is defined on the halfplane $\left\{z_{2}>1\right\} . V_{\epsilon}$, together with all its derivatives with respect to $z_{1}$, converges to zero as $|z| \rightarrow \infty$, and it satisfies

$$
\Delta V_{\epsilon}=0 \quad \text { in }\left\{z_{2}>1\right\}, V_{\epsilon}=U_{\epsilon} \quad \text { on }\left\{z_{2}=1\right\}
$$

We have the following representation for $V_{\epsilon}$ :

$$
V_{\epsilon}\left(z_{1}, z_{2}\right)=\frac{\left(z_{2}-1\right)}{\pi} \int_{-\infty}^{\infty} \frac{U_{\epsilon}(s, 1)}{\left(z_{1}-s\right)^{2}+\left(z_{2}-1\right)^{2}} d s
$$

from which it immediately follows that

$$
\begin{align*}
\left|V_{\epsilon}\left(z_{1}, z_{2}\right)\right| & \leq C\left(z_{2}-1\right)\left\|U_{\epsilon}(\cdot, 1)\right\|_{L^{p}(-\infty, \infty)}\left\|\frac{1}{\left(z_{1}-\cdot\right)^{2}+\left(z_{2}-1\right)^{2}}\right\|_{L^{q}(-\infty, \infty)} \\
& \leq C\left(z_{2}-1\right)^{-\frac{1}{p}}\left\|U_{\epsilon}(\cdot, 1)\right\|_{L^{p}(-\infty, \infty)} \tag{14}
\end{align*}
$$

Here $1 \leq p \leq \infty$, and $\frac{1}{p}+\frac{1}{q}=1$. Note that, since it is continuous as a function of $z_{1}$ and since it decreases exponentially to zero as $z_{1} \rightarrow \infty, U_{\epsilon}\left(z_{1}, 1\right)$ belongs to $L^{p}(-\infty, \infty)$ for all $1 \leq p \leq \infty$. For any integer $k \geq 1$, we similarly get

$$
\begin{equation*}
\left|\left(\frac{\partial}{\partial z_{1}}\right)^{k} V_{\epsilon}\left(z_{1}, z_{2}\right)\right| \leq C\left(z_{2}-1\right)^{-k-\frac{1}{p}}\left\|U_{\epsilon}(\cdot, 1)\right\|_{L^{p}(-\infty, \infty)} \tag{15}
\end{equation*}
$$

The estimates (13), (14), and (15) (the latter two for $p=2$ ) lead to the following lemma.

Lemma 4.1. Let $0<\alpha$. Then there exists a constant $C$, independent of $\epsilon$, such that

$$
\left|U_{\epsilon}(z)\right| \leq C|z|^{-1 / 2}, \quad\left|\frac{\partial}{\partial z_{1}} U_{\epsilon}(z)\right| \leq C|z|^{-3 / 2}, \quad \text { and }\left|\left(\frac{\partial}{\partial z_{1}}\right)^{2} U_{\epsilon}(z)\right| \leq C|z|^{-5 / 2}
$$

for $z \in\left\{\max \left(2, \alpha\left|z_{1}\right|\right) \leq z_{2} \leq 1 / 2 \epsilon\right\}$.
Proof. Let $V_{\epsilon}$ be as above. The function $U_{\epsilon}-V_{\epsilon}$ satisfies

$$
\begin{align*}
\triangle\left(U_{\epsilon}-V_{\epsilon}\right) & =0 \quad \text { in }\left\{1<z_{2}<1 / 2 \epsilon\right\} \\
U_{\epsilon}-V_{\epsilon} & =0 \quad \text { on }\left\{z_{2}=1\right\}  \tag{16}\\
\left|U_{\epsilon}-V_{\epsilon}\right| & \leq C \sqrt{\epsilon} \quad \text { on }\left\{z_{2}=1 / 2 \epsilon\right\}
\end{align*}
$$

The estimate of $U_{\epsilon}-V_{\epsilon}$ on $\left\{z_{2}=1 / 2 \epsilon\right\}$ follows from (13) and (14) with $p=2$. For any fixed $\epsilon$ we also have that $\left(U_{\epsilon}-V_{\epsilon}\right)(z) \rightarrow 0$ as $\left|z_{1}\right| \rightarrow \infty$ (uniformly on $1 \leq z_{2} \leq 1 / 2 \epsilon$ ). An application of the maximum principle to (16) now yields

$$
\left|\left(U_{\epsilon}-V_{\epsilon}\right)(z)\right| \leq C \sqrt{\epsilon} \quad \text { on }\left\{1 \leq z_{2} \leq 1 / 2 \epsilon\right\}
$$

and therefore, based on (13) and (14) with $p=2$

$$
\left|U_{\epsilon}(z)\right| \leq C\left(\sqrt{\epsilon}+z_{2}^{-1 / 2}\right) \quad \text { on }\left\{2 \leq z_{2} \leq 1 / 2 \epsilon\right\}
$$

It follows from this that

$$
\left|U_{\epsilon}(z)\right| \leq C|z|^{-1 / 2} \quad \text { on }\left\{\max \left(2, \alpha\left|z_{1}\right|\right) \leq z_{2} \leq 1 / 2 \epsilon\right\}
$$

as desired. A similar argument may be used to derive the desired estimates for $\frac{\partial}{\partial z_{1}} U_{\epsilon}$ and $\left(\frac{\partial}{\partial z_{1}}\right)^{2} U_{\epsilon}$, the only difference being that one applies (15) with $k=1$ and 2 in place of (14).

The following result will prove convenient both here and later.
Lemma 4.2. Let $0<M_{0}, 0<\gamma$ and $0<\alpha$, with $\arctan \alpha<\frac{\pi}{2(\gamma+1)}$. Suppose $W_{\epsilon}$ is continuous on $\left\{M_{0} \leq z_{1}, 0 \leq z_{2} \leq \frac{1}{2 \epsilon}\right\}$, continuously differentiable on each of the sets $\left\{M_{0} \leq z_{1}, \frac{1}{2} \leq z_{2} \leq \frac{1}{2 \epsilon}\right\}$ and $\left\{M_{0} \leq z_{1}, 0 \leq z_{2} \leq \frac{1}{2}\right\}$, and satisfies, in a weak sense,

$$
\left.\begin{array}{rl}
\nabla \cdot A(z) \nabla W_{\epsilon} & =0 \\
W_{\epsilon} & =0
\end{array} \quad \text { in }\left\{M_{0}<z_{1}, \quad 0<z_{2}<1 / 2 \epsilon\right\}, M_{0} \leq z_{1}, \quad z_{2}=1 / 2 \epsilon\right\} \text { and }\left\{M_{0} \leq z_{1}, z_{2}=0\right\} .
$$

Suppose furthermore that $\left|W_{\epsilon}\left(M_{0}, z_{2}\right)\right| \leq K_{0}$ for $0 \leq z_{2} \leq \alpha M_{0}$, and that, for fixed $\epsilon$, $W_{\epsilon}(z) z_{1}^{\gamma} \rightarrow 0$ as $z_{1} \rightarrow \infty$, uniformly on $0 \leq z_{2} \leq 1 / 2 \epsilon$. Then

$$
\left|W_{\epsilon}(z)\right| \leq C_{0}|z|^{-\gamma} \text { on }\left\{z_{2}=\alpha z_{1}, \quad \alpha M_{0} \leq z_{2} \leq 1 / 2 \epsilon\right\}
$$

implies that

$$
\left|W_{\epsilon}(z)\right| \leq C_{0}^{\prime}|z|^{-\gamma} \text { on }\left\{M_{0} \leq z_{1}, \quad 0 \leq z_{2} \leq \min \left(\alpha z_{1}, 1 / 2 \epsilon\right)\right\}
$$



Fig. 8. The semi-infinite strip. The dashed line represents the conductivity discontinuity at $z_{2}=1 / 2$. The "inner" boundary $S$ is illustrated as a semicircle.
with $C_{0}^{\prime}$ depending on $C_{0}, M_{0}, K_{0}, \alpha$, and $\gamma$ but otherwise independent of $W_{\epsilon}$ (and $\epsilon)$.

Proof. The proof differs slightly depending on whether $a_{0}<1$ or $a_{0}>1$. We start by considering the case $a_{0}<1$. Let $\mu(z)$ denote the function

$$
\mu(z)=r^{-\gamma} \sin \gamma(\theta+\delta)
$$

where $(r, \theta)$ denotes polar coordinates centered at the origin. Let $P_{\epsilon}$ denote the semiinfinite strip bounded by the four lines $\left\{z_{2}=0\right\},\left\{z_{1}=M_{0}\right\},\left\{z_{2}=\alpha z_{1}\right\}$, and $\left\{z_{2}=1 / 2 \epsilon\right\}$ (see Figure 8).

The function $\mu$ is clearly harmonic in $P_{\epsilon}$. We also calculate

$$
\begin{aligned}
\frac{\partial \mu}{\partial z_{2}}=\sin \theta \frac{\partial \mu}{\partial r}+\frac{\cos \theta}{r} \frac{\partial \mu}{\partial \theta} & =-\gamma r^{-\gamma-1}(\sin \theta \sin \gamma(\theta+\delta)-\cos \theta \cos \gamma(\theta+\delta)) \\
& =\gamma r^{-\gamma-1} \cos ((\gamma+1) \theta+\gamma \delta)
\end{aligned}
$$

Due to the condition $\arctan \alpha<\frac{\pi}{2(\gamma+1)}$, it follows that $0 \leq \theta \leq \arctan \alpha<\frac{\pi}{2(\gamma+1)}$ on $\overline{P_{\epsilon}}$. By selecting $0<\delta$ sufficiently small we may thus obtain

$$
0<(\gamma+1) \theta+\gamma \delta<\pi / 2 \quad \text { on } \overline{P_{\epsilon}} .
$$

It follows immediately that

$$
\begin{equation*}
\mu(z)>0 \quad \text { for } z \in \overline{P_{\epsilon}} \quad \text { and } \quad \frac{\partial \mu}{\partial z_{2}}(z)>0 \quad \text { for } z \in P_{\epsilon} \tag{17}
\end{equation*}
$$

Now consider the function

$$
w_{\epsilon}(z)=\frac{W_{\epsilon}(z)}{\mu(z)}
$$

A simple calculation gives that

$$
\begin{equation*}
\Delta w_{\epsilon}+2 \frac{1}{\mu} \nabla \mu \cdot \nabla w_{\epsilon}=0 \quad \text { in } P_{\epsilon} \backslash\left\{z_{2}=1 / 2\right\} \tag{18}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{0}{\frac{\partial w_{\epsilon}}{\partial z_{2}}}^{+}-\frac{\partial w_{\epsilon}^{-}}{\partial z_{2}}=\left(1-a_{0}\right) \frac{1}{\mu} \frac{\partial \mu}{\partial z_{2}} w_{\epsilon} \quad \text { on the half-line }\left\{z_{2}=1 / 2\right\} \cap P_{\epsilon} \tag{19}
\end{equation*}
$$

Equation (18), the fact that $w_{\epsilon}$ attains the value 0 on $\partial P_{\epsilon}$, and the fact that $w_{\epsilon}(z) \rightarrow 0$ as $z_{1} \rightarrow \infty$ imply that $w_{\epsilon}$ attains it extremal values (min and max) on $\partial P_{\epsilon}$ or on the half-line $\left\{z_{2}=1 / 2\right\} \cap P_{\epsilon}$. The condition (19) rules out the possibility that an extremal value can be attained on $\left\{z_{2}=1 / 2\right\} \cap P_{\epsilon}$ unless $w_{\epsilon}$ is constant $(=0)$ : if a maximum was attained at $z_{0} \in\left\{z_{2}=1 / 2\right\} \cap P_{\epsilon}$ then $w_{\epsilon}\left(z_{0}\right) \geq 0$ and thus, according to (17) and (19),

$$
a_{0} \frac{\partial w_{\epsilon}}{\partial z_{2}}\left(z_{0}\right)-\frac{\partial w_{\epsilon}^{-}}{\partial z_{2}}\left(z_{0}\right) \geq 0
$$

(Remember we are in the case $a_{0}<1$.) However, Hopf's version of the maximum principle asserts that if $w_{\epsilon}$ is not constant $(=0)$ then $\frac{\partial w_{\epsilon}}{\partial z_{2}}{ }^{+}\left(z_{0}\right) \leq 0$ and $\frac{\partial w_{\epsilon}}{\partial z_{2}}{ }^{-}\left(z_{0}\right) \geq 0$, and at least one of these values is nonzero. Consequently

$$
a_{0}{\frac{\partial w_{\epsilon}}{\partial z_{2}}}^{+}\left(z_{0}\right)-\frac{\partial w_{\epsilon}^{-}}{\partial z_{2}}\left(z_{0}\right)<0
$$

and this represents a contradiction. Corresponding to a minimum we would have $w_{\epsilon}\left(z_{0}\right) \leq 0$, and the same argument as above would lead to a contradiction (unless $\left.w_{\epsilon}=0\right)$.

We may therefore conclude that the extremal values of $w_{\epsilon}$ are always attained on $\partial P_{\epsilon}$. Let $d_{0}$ denote the constant

$$
d_{0}=\sin \gamma \delta
$$

It follows that $0<d_{0}$ and that $d_{0}$ only depends on $\gamma$ and $\delta$. It is quite easy to see that

$$
\left|w_{\epsilon}(z)\right| \leq K_{0} d_{0}^{-1} M_{0}^{\gamma}\left(1+\alpha^{2}\right)^{\gamma / 2}
$$

on $\left\{z_{1}=M_{0}, \quad 0 \leq z_{2} \leq \alpha M_{0}\right\}$ and that

$$
\left|w_{\epsilon}(z)\right| \leq C_{0} d_{0}^{-1}
$$

on $\left\{z_{2}=\alpha z_{1}, \alpha M_{0} \leq z_{2} \leq 1 / 2 \epsilon\right\}$. Together these two estimates show that

$$
\left|w_{\epsilon}(z)\right| \leq C_{0}^{\prime} \quad \text { on } \partial P_{\epsilon}
$$

with $C_{0}^{\prime}=d_{0}^{-1} \max \left(C_{0}, K_{0} M_{0}^{\gamma}\left(1+\alpha^{2}\right)^{\gamma / 2}\right)$. Since the extremal values of $w_{\epsilon}$ are attained on the boundary of $P_{\epsilon}$, we immediately conclude that $\left|w_{\epsilon}(z)\right| \leq C_{0}^{\prime}$ in $P_{\epsilon}$, and thus

$$
\left|W_{\epsilon}(z)\right| \leq C_{0}^{\prime}|z|^{-\gamma} \quad \text { in } P_{\epsilon}
$$

exactly as desired (for $a_{0}<1$ ).
In the case $a_{0}>1$ we introduce the function $\mu=r^{-\gamma} \cos \gamma \theta$. We now calculate

$$
\begin{aligned}
\frac{\partial \mu}{\partial z_{2}}=\sin \theta \frac{\partial \mu}{\partial r}+\frac{\cos \theta}{r} \frac{\partial \mu}{\partial \theta} & =-\gamma r^{-\gamma-1}(\sin \theta \cos \gamma \theta+\cos \theta \sin \gamma \theta) \\
& =-\gamma r^{-\gamma-1} \sin (\gamma+1) \theta
\end{aligned}
$$

Therefore

$$
\mu(z)>0 \quad \text { for } z \in \overline{P_{\epsilon}} \quad \text { and } \quad \frac{\partial \mu}{\partial z_{2}}<0 \quad \text { for } z \in P_{\epsilon}
$$

The argument from before works in an identical fashion with this function, since the signs of $1-a_{0}$ and $\frac{\partial}{\partial z_{2}} \mu$ have both changed, so that $\frac{1}{\mu}\left(1-a_{0}\right) \frac{\partial}{\partial z_{2}} \mu$ stays positive. The constant $d_{0}$ gets replaced by

$$
d_{0}^{\prime}=\cos \gamma \theta_{\alpha}>0,
$$

with $\theta_{\alpha}=\arctan \alpha$. This shows that

$$
\left|W_{\epsilon}(z)\right| \leq C_{0}^{\prime}|z|^{-\gamma} \quad \text { in } P_{\epsilon},
$$

exactly as desired (for $a_{0}>1$ as well).
Based on the two previous lemmas it is now fairly simple to prove the following proposition.

Proposition 4.3. There exists a constant $C$, independent of $\epsilon$, such that the functions $U_{\epsilon}$ satisfy

$$
\left|U_{\epsilon}(z)\right| \leq C|z|^{-1 / 2}, \quad\left|\frac{\partial}{\partial z_{1}} U_{\epsilon}(z)\right| \leq C|z|^{-3 / 2}, \text { and }\left|\left(\frac{\partial}{\partial z_{1}}\right)^{2} U_{\epsilon}(z)\right| \leq C|z|^{-5 / 2}
$$

for $z \in \Phi\left(\Omega_{+}\right) \cap\left\{z_{2}<1 / 2 \epsilon\right\}$.
Proof. Select $0<\alpha$ so that $\arctan \alpha<\pi / 3$, and select $0<M$ so that $2<\alpha M$, and so that the line $\left\{z_{1}=M\right\}$ does not intersect the "inner" boundary $S$. Elliptic regularity results (in combination with the uniform energy bound for $U_{\epsilon}$ ) easily give

$$
\left|U_{\epsilon}\left(M, z_{2}\right)\right| \leq K \quad \text { for } 0 \leq z_{2} \leq \alpha M,
$$

with $K$ independent of $\epsilon$. We also have that $U_{\epsilon}(z) z_{1}^{1 / 2} \rightarrow 0$ as $z_{1} \rightarrow \infty$ (uniformly on $0 \leq z_{2} \leq 1 / 2 \epsilon$ ). Indeed, $U_{\epsilon}$ decreases exponentially as $z_{1} \rightarrow \infty$. From Lemma 4.1 we know that

$$
\left|U_{\epsilon}(z)\right| \leq C|z|^{-1 / 2} \quad \text { on }\left\{z_{2}=\alpha z_{1}, \alpha M \leq z_{2} \leq 1 / 2 \epsilon\right\} .
$$

Application of Lemma 4.2 with $\gamma=1 / 2$ now gives

$$
\left|U_{\epsilon}(z)\right| \leq C^{\prime}|z|^{-1 / 2} \quad \text { on }\left\{M \leq z_{1}, 0 \leq z_{2} \leq \min \left(\alpha z_{1}, 1 / 2 \epsilon\right)\right\}
$$

with $C^{\prime}$ independent of $\epsilon$. For $0 \leq z_{1}, \max \left(\alpha M, \alpha z_{1}\right) \leq z_{2} \leq 1 / 2 \epsilon$ it follows immediately from Lemma 4.1 that $\left|U_{\epsilon}(\bar{z})\right| \leq C|z|^{-1 / 2}$. For $z$ outside $S, 0 \leq z_{1} \leq M$ and $0 \leq z_{2} \leq \alpha M$ (the remainder of $\Phi\left(\Omega_{+}\right) \cap\left\{0 \leq z_{1}, z_{2} \leq 1 / 2 \epsilon\right\}$ ) elliptic regularity results yield that $\left|U_{\epsilon}(z)\right| \leq C \leq C|z|^{-1 / 2}$. In summary, we have thus verified that

$$
\left|U_{\epsilon}(z)\right| \leq C|z|^{-1 / 2} \quad \text { in } \Phi\left(\Omega_{+}\right) \cap\left\{0 \leq z_{1}, z_{2}<1 / 2 \epsilon\right\} .
$$

A similar argument (e.g., using $U_{\epsilon}\left(-z_{1}, z_{2}\right)$ in place of $\left.U\left(z_{1}, z_{2}\right)\right)$ proves the same estimate in $\Phi\left(\Omega_{+}\right) \cap\left\{z_{1} \leq 0, z_{2}<1 / 2 \epsilon\right\}$, thus completing the proof of the first assertion of this proposition. Almost identical arguments with $\gamma=3 / 2$ and $\gamma=5 / 2$ lead to the desired estimates for $\frac{\partial}{\partial z_{1}} U_{\epsilon}$ and $\left(\frac{\partial}{\partial z_{1}}\right)^{2} U_{\epsilon}$, respectively. Note that these functions also solve the type of boundary value problem required in Lemma 4.2.

Since $U_{\epsilon} \rightarrow U, \frac{\partial}{\partial z_{1}} U_{\epsilon} \rightarrow \frac{\partial}{\partial z_{1}} U$ and $\left(\frac{\partial}{\partial z_{1}}\right)^{2} U_{\epsilon} \rightarrow\left(\frac{\partial}{\partial z_{1}}\right)^{2} U$ pointwise inside $\Phi\left(\Omega_{+}\right) \backslash$ $\left\{z_{2}=1 / 2\right\}$ (Proposition 3.1) and since $U, \frac{\partial}{\partial z_{1}} U$, and $\left(\frac{\partial}{\partial z_{1}}\right)^{2} U$ are all continuous in $\Phi\left(\Omega_{+}\right)$, we derive from the above proposition the following corollary.


FIG. 9. The stretched geometry. The dashed line represents the location of the discontinuity of the coefficient $\tilde{A}$.

Corollary 4.4. There exists a constant $C$ such that
$|U(z)| \leq C|z|^{-1 / 2}, \quad\left|\frac{\partial}{\partial z_{1}} U(z)\right| \leq C|z|^{-3 / 2}$, and $\left|\left(\frac{\partial}{\partial z_{1}}\right)^{2} U(z)\right| \leq C|z|^{-5 / 2}$
for $z \in \Phi\left(\Omega_{+}\right)$.
Based on the use of Proposition 4.3 we are able to establish improved estimates for $U_{\epsilon}$ and $U$ that immediately lead to a proof of our main theorem.
5. The improved estimates. We extend the function $A$ to all of the halfplane $0<z_{2}$ by setting it to 1 in the domain bounded by $S=\Phi\left(\partial \Omega \cap\left\{x_{2}>0\right\}\right)$ and $\left\{z_{2}=0\right\}$, and we introduce the new variables $\tilde{z}=\left(\tilde{z}_{1}, \tilde{z}_{2}\right)$ as follows:

$$
\tilde{z}_{1}=z_{1}, \quad \tilde{z}_{2}=a_{0} \int_{0}^{z_{2}} \frac{1}{A(s)} d s= \begin{cases}z_{2}+\frac{a_{0}-1}{2}, & z_{2}>1 / 2  \tag{20}\\ a_{0} z_{2}, & z_{2}<1 / 2\end{cases}
$$

The transformed function $\tilde{U}(\tilde{z})=U(z)$ solves

$$
\left[\left(\frac{\tilde{A}\left(\tilde{z}_{2}\right)}{a_{0}}\right)^{2}\left(\frac{\partial}{\partial \tilde{z}_{1}}\right)^{2}+\left(\frac{\partial}{\partial \tilde{z}_{2}}\right)^{2}\right] \tilde{U}=0 \quad \text { for } \tilde{z} \in \tilde{\Phi}\left(\Omega_{+}\right)
$$

with the domain $\tilde{\Phi}\left(\Omega_{+}\right)$defined by

$$
\tilde{z} \in \tilde{\Phi}\left(\Omega_{+}\right) \quad \text { if and only if } z \in \Phi\left(\Omega_{+}\right)
$$

See Figure 9. We have illustrated the stretched "inner" boundary $\tilde{S}$ as the upper half of an ellipse.

The function $\tilde{A}$ is defined by $\tilde{A}\left(\tilde{z}_{2}\right)=A\left(z_{2}\right)$, where $\tilde{z}_{2}$ and $z_{2}$ are related by the second formula in (20). From the above definitions it follows immediately that

$$
\triangle_{\tilde{z}} \tilde{U}=0 \quad \text { for } a_{0} / 2<\tilde{z}_{2}
$$

and

$$
\triangle_{\tilde{z}} \tilde{U}=\left(1-\frac{1}{a_{0}^{2}}\right)\left(\frac{\partial}{\partial \tilde{z}_{1}}\right)^{2} \tilde{U} \quad \text { for } \tilde{z} \in \tilde{\Phi}\left(\Omega_{+}\right) \cap\left\{\tilde{z}_{2}<a_{0} / 2\right\}
$$

Similarly,

$$
\triangle_{\tilde{z}} \tilde{U}_{\epsilon}=0 \quad \text { for } a_{0} / 2<\tilde{z}_{2}<\frac{1+\epsilon\left(a_{0}-1\right)}{2 \epsilon}
$$

and

$$
\triangle_{\tilde{z}} \tilde{U}_{\epsilon}=\left(1-\frac{1}{a_{0}^{2}}\right)\left(\frac{\partial}{\partial \tilde{z}_{1}}\right)^{2} \tilde{U}_{\epsilon} \quad \text { for } \tilde{z} \in \tilde{\Phi}\left(\Omega_{+}\right) \cap\left\{\tilde{z}_{2}<a_{0} / 2\right\} .
$$

Let $\tilde{E}$ denote the domain bounded by the inner boundary $\tilde{S}$ and $\left\{\tilde{z}_{2}=0\right\}$. In Figure 9 it is represented by the inside of the half-ellipse. We now extend both $\tilde{U}$ (and $\tilde{U}_{\epsilon}$ ) to all of the halfplane $0<\tilde{z}_{2}$ (the strip $\left.0<\tilde{z}_{2}<\frac{1+\epsilon\left(a_{0}-1\right)}{2 \epsilon}\right)$ in such a way that the extensions are zero on $\tilde{z}_{2}=0$ and are $C^{2, \beta}$ bounded in a neighborhood of $\tilde{E}$ (independently of $\epsilon)$. This may be done since, near $\tilde{S}, \tilde{U}$ and $\tilde{U}_{\epsilon}$ are $C^{\infty}$ and uniformly bounded in all $C^{k}$ norms (due to elliptic regularity results and the uniform energy estimate). As a consequence we get that

$$
\begin{aligned}
& \triangle_{\tilde{z}} \tilde{U}=0 \text { for } a_{0} / 2<\tilde{z}_{2}, \\
& \triangle_{\tilde{z}} \tilde{U}=\left(1-\frac{1}{a_{0}^{2}}\right)\left(\frac{\partial}{\partial \tilde{z}_{1}}\right)^{2} \tilde{U}+f(\tilde{z}) \text { for } 0<\tilde{z}_{2}<a_{0} / 2
\end{aligned}
$$

where $f$ is uniformly bounded and supported in the closure of $\tilde{E}$. We also get that

$$
\begin{aligned}
& \triangle_{\tilde{z}} \tilde{U}_{\epsilon}=0 \text { for } a_{0} / 2<\tilde{z}_{2}<\frac{1+\epsilon\left(a_{0}-1\right)}{2 \epsilon} \\
& \triangle_{\tilde{z}} \tilde{U}_{\epsilon}=\left(1-\frac{1}{a_{0}^{2}}\right)\left(\frac{\partial}{\partial \tilde{z}_{1}}\right)^{2} \tilde{U}_{\epsilon}+f_{\epsilon}(\tilde{z}) \text { for } 0<\tilde{z}_{2}<a_{0} / 2,
\end{aligned}
$$

where the $f_{\epsilon}$ are uniformly bounded (independently of $\epsilon$ ) and supported in the closure of $\tilde{E}$. The functions $\tilde{U}, \tilde{U}_{\epsilon}$ and the gradients $\nabla_{\tilde{z}} \tilde{U}, \nabla_{\tilde{z}} \tilde{U}_{\epsilon}$ are continuous across the line $\tilde{z}_{2}=a_{0} / 2$, so the above piecewise formulas entirely describe (the distributions) $\triangle_{\tilde{z}} \tilde{U}$ and $\triangle_{\tilde{z}} \tilde{U}_{\epsilon}$. Let $g_{\epsilon}$ denote the function $g_{\epsilon}=\left(1-\frac{1}{a_{0}^{2}}\right)\left(\frac{\partial}{\partial \tilde{z}_{1}}\right)^{2} \tilde{U}_{\epsilon}+f_{\epsilon}$ (in $\left.\tilde{E}\right)$ and define

$$
\begin{aligned}
& \tilde{V}_{\epsilon}^{*}(\tilde{z})=\frac{a_{0}^{2}-1}{4 \pi a_{0}^{2}} \int_{\left\{(s, t): 0<t<a_{0} / 2\right\} \backslash \tilde{E}} {\left[\log \left(\left|\tilde{z}_{1}-s\right|^{2}+\left|\tilde{z}_{2}-t\right|^{2}\right)\right.} \\
&\left.-\log \left(\left|\tilde{z}_{1}-s\right|^{2}+\left|\tilde{z}_{2}+t\right|^{2}\right)\right]\left(\frac{\partial}{\partial s}\right)^{2} \tilde{U}_{\epsilon}(s, t) d s d t \\
&+\frac{1}{4 \pi} \int_{\tilde{E}}\left[\log \left(\left|\tilde{z}_{1}-s\right|^{2}+\left|\tilde{z}_{2}-t\right|^{2}\right)\right. \\
&\left.-\log \left(\left|\tilde{z}_{1}-s\right|^{2}+\left|\tilde{z}_{2}+t\right|^{2}\right)\right] g_{\epsilon}(s, t) d s d t
\end{aligned}
$$

It is not difficult to see that $\tilde{V}_{\epsilon}^{*}$ satisfies

$$
\begin{aligned}
\triangle_{\tilde{z}} \tilde{V}_{\epsilon}^{*} & =0 \quad \text { for } a_{0} / 2<\tilde{z}_{2} \\
\triangle_{\tilde{z}} \tilde{V}_{\epsilon}^{*} & =\left(1-\frac{1}{a_{0}^{2}}\right)\left(\frac{\partial}{\partial \tilde{z}_{1}}\right)^{2} \tilde{U}_{\epsilon}+f_{\epsilon}(\tilde{z}) \text { for } 0<\tilde{z}_{2}<a_{0} / 2, \text { and } \\
\tilde{V}_{\epsilon}^{*} & =0 \quad \text { at } \tilde{z}_{2}=0
\end{aligned}
$$

$\tilde{V}_{\epsilon}^{*}$ and $\nabla_{\tilde{z}} \tilde{V}_{\epsilon}^{*}$ are continuous across the line $\tilde{z}_{2}=a_{0} / 2$, so the above piecewise formula entirely describes (the distribution) $\triangle_{\tilde{z}} V_{\epsilon}^{*}$. The second order derivative $\left(\frac{\partial}{\partial \tilde{z}_{1}}\right)^{2} \tilde{V}_{\epsilon}^{*}$ is
also continuous across the line $\tilde{z}_{2}=a_{0} / 2$, but the second order derivative $\left(\frac{\partial}{\partial \tilde{z}_{2}}\right)^{2} \tilde{V}_{\epsilon}^{*}$ is in general discontinuous.

Lemma 5.1. For any fixed $\epsilon$ we have that

$$
\left|\tilde{V}_{\epsilon}^{*}(\tilde{z})\right| \rightarrow 0, \quad\left|\frac{\partial}{\partial \tilde{z}_{1}} \tilde{V}_{\epsilon}^{*}(\tilde{z})\right| \rightarrow 0, \quad \text { and }\left|\left(\frac{\partial}{\partial \tilde{z}_{1}}\right)^{2} \tilde{V}_{\epsilon}^{*}(\tilde{z})\right| \rightarrow 0
$$

as $\left|\tilde{z}_{1}\right| \rightarrow \infty$, uniformly for $\tilde{z} \in\left\{0<\tilde{z}_{2}<\frac{1+\epsilon\left(a_{0}-1\right)}{2 \epsilon}\right\}$.
Proof. Since the function $g_{\epsilon}$ is uniformly bounded independently of $\epsilon$, and since

$$
\log \left(\left|\tilde{z}_{1}-s\right|^{2}+\left|\tilde{z}_{2}-t\right|^{2}\right)-\log \left(\left|\tilde{z}_{1}-s\right|^{2}+\left|\tilde{z}_{2}+t\right|^{2}\right)=-2 t \frac{2\left(\tilde{z}_{2}+\theta\right)}{\left|\tilde{z}_{1}-s\right|^{2}+\left|\tilde{z}_{2}+\theta\right|^{2}}
$$

where $-a_{0} / 2<\theta<a_{0} / 2$ (when $0<t<a_{0} / 2$ ), it follows immediately that the last integral in the definition of $\tilde{V}_{\epsilon}^{*}$,

$$
\frac{1}{4 \pi} \int_{\tilde{E}}\left[\log \left(\left|\tilde{z}_{1}-s\right|^{2}+\left|\tilde{z}_{2}-t\right|^{2}\right)-\log \left(\left|\tilde{z}_{1}-s\right|^{2}+\left|\tilde{z}_{2}+t\right|^{2}\right)\right] g_{\epsilon}(s, t) d s d t
$$

converges to 0 as $\left|\tilde{z}_{1}\right| \rightarrow \infty$ (uniformly for $0<\tilde{z}_{2}<\frac{1+\epsilon\left(a_{0}-1\right)}{2 \epsilon}$ ). Let $\tilde{E}^{c}$ denote the set

$$
\tilde{E}^{c}=\left\{(s, t): 0<t<a_{0} / 2\right\} \backslash \tilde{E} .
$$

The first integral in the definition of $\tilde{V}_{\epsilon}^{*}$ may be bounded by

$$
\begin{align*}
& C \int_{\tilde{E}^{c} \cap\left\{\left|\tilde{z}_{1}-s\right|<\left|\tilde{z}_{1}\right| / 2\right\}}\left[\left|\log \left(\left|\tilde{z}_{1}-s\right|^{2}+\left|\tilde{z}_{2}-t\right|^{2}\right)\right|\right. \\
& \left.\quad+\left|\log \left(\left|\tilde{z}_{1}-s\right|^{2}+\left|\tilde{z}_{2}+t\right|^{2}\right)\right|\right]\left|\left(\frac{\partial}{\partial s}\right)^{2} \tilde{U}_{\epsilon}(s, t)\right| d s d t \\
& +C \int_{\tilde{E}^{c} \cap\left\{\left|\tilde{z}_{1}-s\right| \geq\left|\tilde{z}_{1}\right| / 2\right\}} t \frac{\left|\tilde{z}_{2}+\theta\right|}{\left|\tilde{z}_{1}-s\right|^{2}+\left|\tilde{z}_{2}+\theta\right|^{2}}\left|\left(\frac{\partial}{\partial s}\right)^{2} \tilde{U}_{\epsilon}(s, t)\right| d s d t . \tag{21}
\end{align*}
$$

As $\left|\tilde{z}_{1}\right| \rightarrow \infty$ (for $0<\tilde{z}_{2}<\frac{1+\epsilon\left(a_{0}-1\right)}{2 \epsilon}$ ) the second integral in (21) is bounded by

$$
C_{\epsilon} \frac{1}{\left|\tilde{z}_{1}\right|^{2}} \int_{\tilde{E}^{c}}\left|\left(\frac{\partial}{\partial s}\right)^{2} \tilde{U}_{\epsilon}(s, t)\right| d s d t
$$

which clearly approaches 0 (the integral in this estimate is uniformly bounded in $\epsilon$ according to Proposition 4.3). For $0<\tilde{z}_{2}<\frac{1+\epsilon\left(a_{0}-1\right)}{2 \epsilon}, 0<t<a_{0} / 2$ we have

$$
\left|\log \left(\left|\tilde{z}_{1}-s\right|^{2}+\left|\tilde{z}_{2}-t\right|^{2}\right)\right| \leq\left|\log \left(\left|\tilde{z}_{1}-s\right|^{2}\right)\right|+K_{\epsilon}
$$

and

$$
\left|\log \left(\left|\tilde{z}_{1}-s\right|^{2}+\left|\tilde{z}_{2}+t\right|^{2}\right)\right| \leq\left|\log \left(\left|\tilde{z}_{1}-s\right|^{2}\right)\right|+K_{\epsilon}
$$

so that the first integral in (21) becomes bounded by

$$
\begin{aligned}
& C_{\epsilon} \int_{\tilde{E}^{c} \cap\left\{\left|\tilde{z}_{1}-s\right|<\left|\tilde{z}_{1}\right| / 2\right\}}\left(\left|\log \left(\left|\tilde{z}_{1}-s\right|^{2}\right)\right|+1\right)\left|\left(\frac{\partial}{\partial s}\right)^{2} \tilde{U}_{\epsilon}(s, t)\right| d s d t \\
& \leq C_{\epsilon} e^{-c_{\epsilon}\left|\tilde{z}_{1}\right|} \int_{\tilde{E}^{c} \cap\left\{\left|\tilde{z}_{1}-s\right|<\left|\tilde{z}_{1}\right| / 2\right\}}\left(\left|\log \left(\left|\tilde{z}_{1}-s\right|^{2}\right)\right|+1\right) d s d t \\
& \leq C_{\epsilon} e^{-c_{\epsilon}\left|\tilde{z}_{1}\right|}\left|\tilde{z}_{1}\right|\left|\log \left(\left|\tilde{z}_{1}\right|^{2}\right)\right| \quad \text { as }\left|\tilde{z}_{1}\right| \rightarrow \infty
\end{aligned}
$$

Here we used that $\left|\tilde{z}_{1}-s\right|<\left|\tilde{z}_{1}\right| / 2 \Rightarrow|s|>\left|\tilde{z}_{1}\right| / 2$, and that $\left|\left(\frac{\partial}{\partial s}\right)^{2} \tilde{U}_{\epsilon}(s, t)\right|$ decreases exponentially in $|s|$ (uniformly in $t$, for fixed $\epsilon$ ). This proves that the first integral in the definition of $\tilde{V}_{\epsilon}^{*}$ converges to 0 as $\left|\tilde{z}_{1}\right| \rightarrow \infty$ (uniformly for $0<\tilde{z}_{2}<\frac{1+\epsilon\left(a_{0}-1\right)}{2 \epsilon}$ ) and it thus verifies the asymptotic statement concerning $\tilde{V}_{\epsilon}^{*}$. For the first and second order derivatives of $\tilde{V}_{\epsilon}^{*}$ with respect to $\tilde{z}_{1}$ we write (for $\left|\tilde{z}_{1}\right|$ large)

$$
\begin{aligned}
\left(\frac{\partial}{\partial \tilde{z}_{1}}\right)^{k} \tilde{V}_{\epsilon}^{*}(\tilde{z})= & \frac{a_{0}^{2}-1}{4 \pi a_{0}^{2}} \int_{\left\{(s, t): 0<t<a_{0} / 2\right\} \backslash \tilde{E}}\left[\log \left(\left|\tilde{z}_{1}-s\right|^{2}+\left|\tilde{z}_{2}-t\right|^{2}\right)\right. \\
& \left.-\log \left(\left|\tilde{z}_{1}-s\right|^{2}+\left|\tilde{z}_{2}+t\right|^{2}\right)\right]\left(\frac{\partial}{\partial s}\right)^{2+k} \tilde{U}_{\epsilon}(s, t) d s d t \\
& +\frac{1}{4 \pi} \int_{\tilde{E}}\left[\left(\frac{\partial}{\partial \tilde{z}_{1}}\right)^{k} \log \left(\left|\tilde{z}_{1}-s\right|^{2}+\left|\tilde{z}_{2}-t\right|^{2}\right)\right. \\
& \left.-\left(\frac{\partial}{\partial \tilde{z}_{1}}\right)^{k} \log \left(\left|\tilde{z}_{1}-s\right|^{2}+\left|\tilde{z}_{2}+t\right|^{2}\right)\right] g_{\epsilon}(s, t) d s d t
\end{aligned}
$$

and apply an argument very similar to that above.
Let $H(x, y)$ denote the function

$$
H(x, y)=\frac{2\left(y^{2}-x^{2}\right)}{\left(x^{2}+y^{2}\right)^{2}}
$$

For $a_{0} / 2<\tilde{z}_{2}$ a fairly straightforward computation gives

$$
\begin{array}{r}
\left(\frac{\partial}{\partial \tilde{z}_{1}}\right)^{2} \tilde{V}_{\epsilon}^{*}\left(\tilde{z}_{1}, \tilde{z}_{2}\right)=\frac{a_{0}^{2}-1}{4 \pi a_{0}^{2}} \int_{\left\{(s, t): 0<t<a_{0} / 2\right\} \backslash \tilde{E}}\left[H\left(\tilde{z}_{1}-s, \tilde{z}_{2}-t\right)\right. \\
\left.-H\left(\tilde{z}_{1}-s, \tilde{z}_{2}+t\right)\right]\left(\frac{\partial}{\partial s}\right)^{2} \tilde{U}_{\epsilon}(s, t) d s d t \\
+\frac{1}{4 \pi} \int_{\tilde{E}}\left[H\left(\tilde{z}_{1}-s, \tilde{z}_{2}-t\right)-H\left(\tilde{z}_{1}-s, \tilde{z}_{2}+t\right)\right] g_{\epsilon}(s, t) d s d t
\end{array}
$$

By use of Taylor's formula we now get

$$
\begin{align*}
&\left(\frac{\partial}{\partial \tilde{z}_{1}}\right)^{2} \tilde{V}_{\epsilon}^{*}\left(\tilde{z}_{1}, \tilde{z}_{2}\right) \\
&=-\frac{a_{0}^{2}-1}{4 \pi a_{0}^{2}} \int_{\left\{(s, t): 0<t<a_{0} / 2\right\} \backslash \tilde{E}} 2 t H_{y}\left(\tilde{z}_{1}-s, \tilde{z}_{2}+\theta\right)\left(\frac{\partial}{\partial s}\right)^{2} \tilde{U}_{\epsilon}(s, t) d s d t \\
&-\frac{1}{4 \pi} \int_{\tilde{E}} 2 t H_{y}\left(\tilde{z}_{1}-s, \tilde{z}_{2}+\theta\right) g_{\epsilon}(s, t) d s d t \tag{22}
\end{align*}
$$

where $\theta$ lies between $-a_{0} / 2$ and $a_{0} / 2\left(\right.$ and depends on $\tilde{z}_{1}-s, \tilde{z}_{2}$ and $\left.t\right)$. The derivative $H_{y}$ is given by

$$
\begin{equation*}
\left|H_{y}(x, y)\right|=\left|\frac{y\left(12 x^{2}-4 y^{2}\right)}{\left(x^{2}+y^{2}\right)^{3}}\right| \leq C y^{-3}, \quad 1<y \tag{23}
\end{equation*}
$$

From Proposition 4.3 we know that

$$
\left|\left(\frac{\partial}{\partial s}\right)^{2} \tilde{U}_{\epsilon}(s, t)\right| \leq C\left(s^{2}+t^{2}\right)^{-5 / 4}
$$

for $(s, t) \in \tilde{E}^{c}$. We also know that $g_{\epsilon}$ is uniformly bounded on $\tilde{E}$, independently of $\epsilon$. Combining these two facts with (22) and (23) we now conclude that

$$
\begin{equation*}
\left|\left(\frac{\partial}{\partial \tilde{z}_{1}}\right)^{2} \tilde{V}_{\epsilon}^{*}\left(\tilde{z}_{1}, \tilde{z}_{2}\right)\right| \leq C \tilde{z}_{2}^{-3}, \quad 1+a_{0} / 2<\tilde{z}_{2} \tag{24}
\end{equation*}
$$

with $C$ independent of $\epsilon$. By an entirely similar argument (taking just one derivative, or no derivative at all) we obtain the estimates

$$
\begin{equation*}
\left|\frac{\partial}{\partial \tilde{z}_{1}} \tilde{V}_{\epsilon}^{*}\left(\tilde{z}_{1}, \tilde{z}_{2}\right)\right| \leq C \tilde{z}_{2}^{-2} \quad \text { and } \quad\left|\tilde{V}_{\epsilon}^{*}\left(\tilde{z}_{1}, \tilde{z}_{2}\right)\right| \leq C \tilde{z}_{2}^{-1} \quad \text { for } 1+a_{0} / 2<\tilde{z}_{2} \tag{25}
\end{equation*}
$$

The estimates (24) and (25) are stronger than the corresponding estimates (14) and (15) (with $p=2$ ) by a factor of $\tilde{z}_{2}^{-1 / 2}$. Not surprisingly, these estimates for $\tilde{V}_{\epsilon}^{*}$ lead to improvements of the results of Lemma 4.1 by a factor of $|z|^{-1 / 2}$.

Lemma 5.2. Let $0<\alpha$. Then there exists $C$, independent of $\epsilon$, such that

$$
\left|U_{\epsilon}(z)\right| \leq C|z|^{-1}, \quad\left|\frac{\partial}{\partial z_{1}} U_{\epsilon}(z)\right| \leq C|z|^{-2}, \quad \text { and }\left|\left(\frac{\partial}{\partial z_{1}}\right)^{2} U_{\epsilon}(z)\right| \leq C|z|^{-3}
$$

for $z \in\left\{\max \left(2, \alpha\left|z_{1}\right|\right) \leq z_{2} \leq 1 / 2 \epsilon\right\}$.
Proof. The function $\tilde{U}_{\epsilon}-\tilde{V}_{\epsilon}^{*}$ satisfies

$$
\begin{aligned}
\triangle\left(\tilde{U}_{\epsilon}-\tilde{V}_{\epsilon}^{*}\right) & =0 \quad \text { for } 0<\tilde{z}_{2}<\frac{1+\epsilon\left(a_{0}-1\right)}{2 \epsilon} \\
\tilde{U}_{\epsilon}-\tilde{V}_{\epsilon}^{*} & =0 \quad \text { at } \quad \tilde{z}_{2}=0 \\
\tilde{U}_{\epsilon}-\tilde{V}_{\epsilon}^{*} & =O(\epsilon) \quad \text { at } \tilde{z}_{2}=\frac{1+\epsilon\left(a_{0}-1\right)}{2 \epsilon}
\end{aligned}
$$

and for any fixed $\epsilon, \tilde{U}_{\epsilon}-\tilde{V}_{\epsilon}^{*} \rightarrow 0$ as $\left|\tilde{z}_{1}\right| \rightarrow \infty$ (uniformly for $0<\tilde{z}_{2}<\frac{1+\epsilon\left(a_{0}-1\right)}{2 \epsilon}$ ). The desired estimate for $U_{\epsilon}$ follows by an application of the maximum principle just as in the proof of Lemma 4.1 (possibly with a smaller coefficient $\alpha^{\prime}$ ) and then a return to the $z$ coordinates. The estimates for $\frac{\partial}{\partial z_{1}} U_{\epsilon}$ and $\left(\frac{\partial}{\partial z_{1}}\right)^{2} U_{\epsilon}$ follow in a completely similar manner.

Based on Lemma 4.2 and Lemma 5.2 it is now possible to establish the following proposition.

Proposition 5.3. There exists a constant $C$, independent of $\epsilon$, such that the functions $U_{\epsilon}$ satisfy

$$
\left|U_{\epsilon}(z)\right| \leq C|z|^{-1}, \quad\left|\frac{\partial}{\partial z_{1}} U_{\epsilon}(z)\right| \leq C|z|^{-2}, \text { and }\left|\left(\frac{\partial}{\partial z_{1}}\right)^{2} U_{\epsilon}(z)\right| \leq C|z|^{-3}
$$

for $z \in \Phi\left(\Omega_{+}\right) \cap\left\{z_{2}<1 / 2 \epsilon\right\}$.
Proof. The proof is exactly the same as that of Proposition 4.3.
Taking the limit $\epsilon \rightarrow 0$, we conclude just as before.

Corollary 5.4. There exists a constant $C$, such that

$$
|U(z)| \leq C|z|^{-1}, \quad\left|\frac{\partial}{\partial z_{1}} U(z)\right| \leq C|z|^{-2}, \text { and }\left|\left(\frac{\partial}{\partial z_{1}}\right)^{2} U(z)\right| \leq C|z|^{-3}
$$

for $z \in \Phi\left(\Omega_{+}\right)$.
6. The proof of the main theorem. Going back to the function $\tilde{U}$, one can check that it has the representation formula

$$
\begin{aligned}
& \tilde{U}(\tilde{z})=\frac{a_{0}^{2}-1}{4 \pi a_{0}^{2}} \int_{\left\{(s, t): 0<t<a_{0} / 2\right\} \backslash \tilde{E}}\left[\log \left(\left|\tilde{z}_{1}-s\right|^{2}+\left|\tilde{z}_{2}-t\right|^{2}\right)\right. \\
& \left.-\log \left(\left|\tilde{z}_{1}-s\right|^{2}+\left|\tilde{z}_{2}+t\right|^{2}\right)\right]\left(\frac{\partial}{\partial s}\right)^{2} \tilde{U}(s, t) d s d t
\end{aligned} \begin{array}{r}
6) \quad \begin{array}{r}
\quad-\frac{1}{4 \pi} \int_{\tilde{E}}\left[\log \left(\left|\tilde{z}_{1}-s\right|^{2}+\left|\tilde{z}_{2}+t\right|^{2}\right)\right] g(s, t) d s d t
\end{array}
\end{array}
$$

where $g$ denotes the function

$$
g=\left(1-\frac{1}{a_{0}^{2}}\right)\left(\frac{\partial}{\partial \tilde{z}_{1}}\right)^{2} \tilde{U}+f
$$

in $\tilde{E}$. To see this, it suffices to notice that the right hand side of (26) satisfies the same equation and the same boundary condition as $\tilde{U}$ and to verify that it also converges to zero as $|\tilde{z}|$ tends to infinity. The fact that the two integrals in (26) converge to zero for $0<\tilde{z}_{2}<K$ as $\left|\tilde{z}_{1}\right| \rightarrow \infty$ follows from an argument very similar to that used in the proof of Lemma 5.1. (One compensates for the fact that $\tilde{U}$ does not necessarily decrease exponentially in $z_{1}$ by using the decay estimate of Corollary 4.4.) As we shall observe later, it is not difficult to prove that these two integrals are also bounded by $C \tilde{z}_{2}^{-1}$ (uniformly in $\tilde{z}_{1}$ ) as $\tilde{z}_{2} \rightarrow \infty$. A combination of these two facts yields that the right hand side in the formula (26) converges to zero as $|\tilde{z}| \rightarrow \infty$, which now implies that it is indeed a representation of $\tilde{U}$. For $a_{0} / 2<\tilde{z}$ we calculate

$$
\begin{array}{r}
\frac{\partial}{\partial z_{2}} \tilde{U}(\tilde{z})=\frac{a_{0}^{2}-1}{4 \pi a_{0}^{2}} \int_{\left\{(s, t): 0<t<a_{0} / 2\right\} \backslash \tilde{E}}\left[\frac{2\left(\tilde{z}_{2}-t\right)}{\left|\tilde{z}_{1}-s\right|^{2}+\left|\tilde{z}_{2}-t\right|^{2}}\right. \\
\left.-\frac{2\left(\tilde{z}_{2}+t\right)}{\left|\tilde{z}_{1}-s\right|^{2}+\left|\tilde{z}_{2}+t\right|^{2}}\right]\left(\frac{\partial}{\partial s}\right)^{2} \tilde{U}(s, t) d s d t \\
\quad+\frac{1}{4 \pi} \int_{\tilde{E}}\left[\frac{2\left(\tilde{z}_{2}-t\right)}{\left|\tilde{z}_{1}-s\right|^{2}+\left|\tilde{z}_{2}-t\right|^{2}}-\frac{2\left(\tilde{z}_{2}+t\right)}{\left|\tilde{z}_{1}-s\right|^{2}+\left|\tilde{z}_{2}+t\right|^{2}}\right] g(s, t) d s d t .
\end{array}
$$

Introducing $K(x, y)=\frac{2 y}{x^{2}+y^{2}}$, we obtain

$$
\begin{gathered}
\frac{\partial}{\partial z_{2}} \tilde{U}(\tilde{z})=-\frac{a_{0}^{2}-1}{4 \pi a_{0}^{2}} \int_{\left\{(s, t): 0<t<a_{0} / 2\right\} \backslash \tilde{E}} 2 t K_{y}\left(\tilde{z}_{1}-s, \tilde{z}_{2}+\theta\right)\left(\frac{\partial}{\partial s}\right)^{2} \tilde{U}(s, t) d s d t \\
-\frac{1}{4 \pi} \int_{\tilde{E}} 2 t K_{y}\left(\tilde{z}_{1}-s, \tilde{z}_{2}+\theta\right) g(s, t) d s d t
\end{gathered}
$$

with $\theta$ lying between $-a_{0} / 2$ and $a_{0} / 2$ (and depending on $\tilde{z}_{1}-s$, $\tilde{z}_{2}$, and $t$ ). Since $\left|K_{y}(x, y)\right|=\left|\frac{2\left(x^{2}-y^{2}\right)}{\left(x^{2}+y^{2}\right)^{2}}\right| \leq C y^{-2}, 1<y$, the known decay of $\left(\frac{\partial}{\partial s}\right)^{2} \tilde{U}$ (Corollary 4.4) and the boundedness of $g$ imply

$$
\begin{equation*}
\left|\frac{\partial}{\partial \tilde{z}_{2}} \tilde{U}(\tilde{z})\right| \leq C \tilde{z}_{2}^{-2}, \quad 1+a_{0} / 2<\tilde{z}_{2} \tag{27}
\end{equation*}
$$

An argument identical to that given just above (taking no derivative) would immediately yield that the two integrals in the right hand of the formula (26) are bounded by $C \tilde{z}_{2}^{-1}$. (We needed this fact earlier when we showed that (26) is indeed a representation of $\tilde{U}$.) Rewritten in terms of the $z$ coordinates, (27) gives

$$
\begin{equation*}
\left|\frac{\partial}{\partial z_{2}} U(z)\right| \leq C z_{2}^{-2}, \quad 1 / 2+c<z_{2} \tag{28}
\end{equation*}
$$

for some $0<c$. Using the fact that

$$
\begin{equation*}
\left(\frac{\partial}{\partial z_{2}} A\left(z_{2}\right) \frac{\partial}{\partial z_{2}} U(z)\right)=-A\left(z_{2}\right)\left(\frac{\partial}{\partial z_{1}}\right)^{2} U(z)=O\left(|z|^{-3}\right), \quad z \in \Phi\left(\Omega_{+}\right) \tag{29}
\end{equation*}
$$

as asserted by Corollary 5.4, we are now able to prove the following lemma.
Lemma 6.1. There exists a constant $C$, such that

$$
\left|\frac{\partial}{\partial z_{2}} U(z)\right| \leq C|z|^{-2}
$$

for $z \in \Phi\left(\Omega_{+}\right) \backslash\left\{z_{2}=1 / 2\right\}$.
Proof. From (28) it follows immediately that

$$
\begin{equation*}
\left|\frac{\partial}{\partial z_{2}} U(z)\right| \leq C z_{2}^{-2} \leq C|z|^{-2} \quad \text { for } \max \left(1 / 2+c,\left|z_{1}\right|\right) \leq z_{2} \tag{30}
\end{equation*}
$$

For $0<z_{2}$ and $\max \left(K, z_{2}\right) \leq\left|z_{1}\right|$ (with $K$ sufficiently large) we have that

$$
\left(A \frac{\partial}{\partial z_{2}} U\right)\left(z_{1}, z_{1}\right)-\left(A \frac{\partial}{\partial z_{2}} U\right)\left(z_{1}, z_{2}\right)=\int_{z_{2}}^{z_{1}}\left(\frac{\partial}{\partial z_{2}} A \frac{\partial}{\partial z_{2}} U\right)\left(z_{1}, t\right) d t
$$

and therefore

$$
\begin{align*}
\left|\left(A \frac{\partial}{\partial z_{2}}\right) U\left(z_{1}, z_{2}\right)\right| & \leq C|z|^{-2}+C \int_{z_{2}}^{z_{1}}\left(\left|z_{1}\right|^{2}+|t|^{2}\right)^{-3 / 2} d t \\
& \leq C|z|^{-2} \quad \text { for } \max \left(K, z_{2}\right) \leq\left|z_{1}\right| \tag{31}
\end{align*}
$$

Here we have used the estimates (29) and (30) (and the fact that we may select $K>1 / 2+c)$ to derive the first inequality. Based on a combination of (30) and (31) we conclude that

$$
\left|\frac{\partial}{\partial z_{2}} U(z)\right| \leq C|z|^{-2} \quad \text { for }|z|>\sqrt{2} K, z \notin\left\{z_{2}=1 / 2\right\}
$$

The function $A$ is discontinuous across $\left\{z_{2}=1 / 2\right\}$ and the derivative $\frac{\partial}{\partial z_{2}} U$ is not properly defined there; this is why we subtract the set $\left\{z_{2}=1 / 2\right\}$. The above estimate
in combination with an elliptic regularity estimate (for $|z|$ small) immediately leads to the desired result.

Combining Corollary 5.4 and Lemma 6.1 we finally arrive at the following theorem.

ThEOREM 6.2. The solution, $u \in H^{1}(\Omega)$, to the boundary value problem (1)(2), with conductivity a given by (3) (and $\phi$ smooth) is in $W^{1, \infty}(\Omega)$ for any fixed $0<a_{0}<\infty$.

Proof. We already know (cf. [4]) that $u \in C^{\beta}(\Omega)$ for some $\beta>0$. From standard elliptic regularity results we also know that $u$ is smooth, and therefore bounded, near $\partial \Omega$. It thus suffices to prove that $\nabla u \in L^{\infty}(\Omega)$. As already explained earlier (in section 2) we may restrict attention to $u$ that are odd in the $x_{1}$-axis. For such $u$, it suffices to show that $|\nabla u| \leq C$ in $\Omega_{+} \backslash\left\{x_{1}^{2}+\left(x_{2}-1\right)^{2}=1\right\}=(\Omega \cap\{0<$ $\left.\left.x_{2}\right\}\right) \backslash\left\{x_{1}^{2}+\left(x_{2}-1\right)^{2}=1\right\}$. The solution $u$ has the form

$$
u(x)=U \circ \Phi(x)
$$

where $U$ has been studied in the preceding three sections. We calculate

$$
\begin{equation*}
\nabla u(x)=D \Phi^{t}(x)\left(\nabla_{z} U\right)(\Phi(x)) \tag{32}
\end{equation*}
$$

The matrix $D \Phi$ is given by

$$
D \Phi=\left(\begin{array}{ll}
\frac{\partial z_{1}}{\partial x_{1}} & \frac{\partial z_{1}}{\partial x_{2}} \\
\frac{\partial z_{2}}{\partial x_{1}} & \frac{\partial z_{2}}{\partial x_{2}}
\end{array}\right)
$$

and a simple computation yields

$$
\begin{equation*}
\left|\frac{\partial z_{i}}{\partial x_{j}}\right|=\left|\frac{\delta_{i j}\left(x_{1}^{2}+x_{2}^{2}\right)-2 x_{i} x_{j}}{\left(x_{1}^{2}+x_{2}^{2}\right)^{2}}\right| \leq C \frac{1}{x_{1}^{2}+x_{2}^{2}}, \quad x \in \Omega_{+} \tag{33}
\end{equation*}
$$

At the same time, Corollary 5.4 and Lemma 6.1 give that

$$
\begin{equation*}
\left|\nabla_{z} U(\Phi(x))\right| \leq C|\Phi(x)|^{-2}=C\left(x_{1}^{2}+x_{2}^{2}\right) \quad \text { for } x \in \Omega_{+} \backslash\left\{x_{1}^{2}+\left(x_{2}-1\right)^{2}=1\right\} . \tag{34}
\end{equation*}
$$

Combining (32), (33), and (34) we finally obtain

$$
|\nabla u(x)| \leq C \quad x \in \Omega_{+} \backslash\left\{x_{1}^{2}+\left(x_{2}-1\right)^{2}=1\right\}
$$

as desired.
Remark. In the appendix we shall see that the case which formally corresponds to $a_{0}=0$ admits solutions that are discontinuous at the origin. Thus, it would not be reasonable to expect the solution $u$ (given fixed boundary data) to have a gradient that is uniformly bounded, independently of $a_{0}$. The $L^{\infty}$ norm of $|\nabla u|$ may well become unbounded as $a_{0}$ approaches 0 . By duality the same phenomenon may also occur as $a_{0}$ approaches $\infty$.
7. Appendix. In this appendix we give a short review of what happens in the two cases that at least formally correspond to $a_{0}=0$ and $a_{0}=\infty$. In both cases the relevant boundary value problems live in $\Omega \backslash\{$ the fibers $\}$. They require that

$$
\begin{equation*}
\triangle u^{0}=\triangle u^{\infty}=0 \quad \text { in } \Omega \backslash\{\text { the fibers }\} \tag{35}
\end{equation*}
$$

with

$$
\begin{equation*}
\frac{\partial}{\partial n} u^{0}=0 \quad \text { on the boundaries of the fibers, } \tag{36}
\end{equation*}
$$

and

$$
\begin{equation*}
u^{\infty}=\text { constant on the boundary of each fiber, } \tag{37}
\end{equation*}
$$

respectively. The constants in the boundary condition (37) are not arbitrary; they are those (or rather, it is that) for which the energy expression attains its smallest value. On the boundary $\partial \Omega$, the two solutions satisfy the common boundary condition

$$
u^{0}=u^{\infty}=\phi
$$

Given smooth boundaries, the solutions $u^{0}$ and $u^{\infty}$ would be obtained as limits of the solution to (1), as $a_{0}$ tends to 0 and as $a_{0}$ tends to $\infty$, respectively. We suspect that the same holds true for boundaries with cusps as here, but we have not carried out the analysis. This is why we use the terminology "formally corresponding to $a_{0}=0$ and $a_{0}=\infty$."

In the transformed variables $z=\Phi(x)$, with $\Phi$ as before, (35)-(37) become

$$
\begin{equation*}
\triangle U^{0}=\triangle U^{\infty}=0 \quad \text { in }\left\{z \in \Phi(\Omega),-1 / 2<z_{2}<1 / 2\right\} \tag{38}
\end{equation*}
$$

with

$$
\begin{equation*}
\frac{\partial}{\partial z_{2}} U^{0}=0 \quad \text { on } z_{2}= \pm 1 / 2 \tag{39}
\end{equation*}
$$

and

$$
\begin{equation*}
U^{\infty}=c_{ \pm} \quad \text { on } z_{2}= \pm 1 / 2 \tag{40}
\end{equation*}
$$

respectively. The common boundary condition on $\partial \Omega$ transforms into

$$
U^{0}=U^{\infty}=\phi \circ \Phi^{-1} \quad \text { on } \Phi(\partial \Omega)
$$

For the moment we restrict attention to the boundary value problem for $U^{0}$. At the very end of this section, we return to make some remarks about the boundary value problem for $U^{\infty}$. As mentioned previously, any solution to this boundary value problem may be written as a sum of two harmonic functions in $\{z \in \Phi(\Omega),-1 / 2<$ $\left.z_{2}<1 / 2\right\}$, one which is even in the $z_{1}$-axis and one which is odd. These two functions have somewhat different behavior. We first consider the even function, which, when restricted to the interval $0<z_{2}<1 / 2$, is a solution to

$$
\begin{align*}
\triangle U^{0} & =\quad \text { in }\left\{z \in \Phi(\Omega), \quad 0<z_{2}<1 / 2\right\} \\
\frac{\partial}{\partial z_{2}} U^{0} & =0 \quad \text { on }\left\{z_{2}=1 / 2\right\} \quad \text { and on }\left\{z \in \Phi(\Omega), \quad z_{2}=0\right\}  \tag{41}\\
U^{0} & =\phi \circ \Phi^{-1} \quad \text { on }\left\{z \in \Phi(\partial \Omega), \quad 0<z_{2}\right\}
\end{align*}
$$

Separation of variables now immediately gives that $U^{0}$ must have the form

$$
\begin{align*}
U^{0}\left(z_{1}, z_{2}\right)=\beta_{0}+\sum_{n=1}^{\infty} \beta_{n} \cos \left(2 n \pi z_{2}\right) e^{-2 n \pi z_{1}} & \text { for } z_{1} \text { sufficiently positive }  \tag{42}\\
U^{0}\left(z_{1}, z_{2}\right)=\beta_{0}^{\prime}+\sum_{n=1}^{\infty} \beta_{n}^{\prime} \cos \left(2 n \pi z_{2}\right) e^{2 n \pi z_{1}} & \text { for } z_{1} \text { sufficiently negative. } \tag{43}
\end{align*}
$$



Fig. 10. The function $f$.

Conversely, any function, $U^{0}$, that is defined by (42) for $z_{1}>0$ and by (43) for $z_{1}<0$ is a solution to

$$
\triangle U^{0}=0 \quad \text { in }\left\{z_{1} \neq 0\right\}
$$

with boundary conditions

$$
\frac{\partial}{\partial z_{2}} U^{0}=0 \quad \text { on }\left\{z_{2}=0\right\} \text { and on }\left\{z_{2}=1 / 2\right\}
$$

We shall now use this fact to construct a rather large class of solutions.
Select $\beta_{0}$ and $\beta_{0}^{\prime}$ arbitrarily, and let $f\left(z_{2}\right)$ denote any smooth, even, and periodic function with period 1 , such that $f\left(z_{2}\right)=\beta_{0}^{\prime}-\beta_{0}$ for $r<z_{2}<1 / 2(0<r)$ and such that $\int_{0}^{1 / 2} f(s) d s=0$. A graph of such a function on the interval $(0,1 / 2)$ is illustrated in Figure 10. The value of $r$ is selected small enough, so that the line segment $\left\{z_{1}=0, \quad 0<z_{2}<r\right\}$ lies inside $\Phi\left(\mathbb{R}^{2} \backslash \Omega\right)$.

Let $\beta_{n}, n \geq 1$, be the cosine Fourier coefficients of the function $f / 2$, i.e.,

$$
\begin{equation*}
2 \sum_{n=1}^{\infty} \beta_{n} \cos \left(2 n \pi z_{2}\right)=f\left(z_{2}\right) \tag{44}
\end{equation*}
$$

Since the integral of $f$ is zero, the expansion does not contain any 0th order term. Since $f$ is smooth, the $\beta_{n}$ converge very fast to zero.

Let $\beta_{n}^{\prime}, n \geq 1$, be given by

$$
\begin{equation*}
\beta_{n}^{\prime}=-\beta_{n} \tag{45}
\end{equation*}
$$

and consider $U^{0}$ defined by (42) for $z_{1}>0$, and by (43) for $z_{1}<0$. Due to (44), (45), and the fact that $f\left(z_{2}\right)=\beta_{0}^{\prime}-\beta_{0}$ for $r<z_{2}<1 / 2$, we observe that $U^{0}$ is continuous across the line segment $\left\{z_{1}=0, \quad r<z_{2}<1 / 2\right\}$. The fact that $\beta_{n}^{\prime}=-\beta_{n}$ ensures that $\frac{\partial}{\partial z_{1}} U^{0}$ is even in $z_{1}$ and thus automatically continuous across the line segment $\left\{z_{1}=0, r<z_{2}<1 / 2\right\}$. We conclude that this $U^{0}$ is indeed harmonic in all of $\Phi(\Omega) \cap\left\{0<z_{2}<1 / 2\right\}$ and satisfies the boundary conditions

$$
\frac{\partial}{\partial z_{2}} U^{0}=0 \quad \text { on }\left\{z_{2}=1 / 2\right\} \quad \text { and on }\left\{z \in \Phi(\Omega), \quad z_{2}=0\right\}
$$

The values of $U^{0}$ on $\Phi(\partial \Omega) \cap\left\{0<z_{2}\right\}$ (the remainder of the boundary) naturally depend on $f$ and correspond to a particular choice of $\phi$.

Since $\beta_{0}$ and $\beta_{0}^{\prime}$ were chosen arbitrarily we have $\beta_{0}^{\prime} \neq \beta_{0}$ in general. In the $z$ coordinates $\beta_{0}$ and $\beta_{0}^{\prime}$ are the limits of $U^{0}$ at $z_{1}=+\infty$ and $z_{1}=-\infty$, respectively. In the $x$-coordinates these are the limits of $u^{0}$ as we approach the origin through the cusp on the right and through the cusp on the left, respectively.

We have thus constructed a family of solutions which are discontinuous at the origin (and are even in the $x_{1}$-axis). They exhibit the behavior typicial of solutions when the data $\phi$ has an odd component with respect to the $x_{2}$-axis (and is even in the $x_{1}$-axis).

If the data $\phi$ is even in both the $x_{2^{-}}$and the $x_{1}$-axis, then we must necessarily have $\beta_{n}^{\prime}=\beta_{n}$ for all $0 \leq n$ (in the expansion (42) and (43)) and so $u^{0}$ has to be continuous at the origin. If the data $\phi$ is odd in the $x_{1}$-axis then it is very easy, again by separation of variables, to see that $u^{0}$ is continuous at the origin (its value is zero).

In all the cases considered above the function $u^{0}$ is $C^{\infty}$ inside each of the cusps and all its derivatives (of order $\geq 1$ ) vanish at the origin.

Let us now briefly return to the case $a_{0}=\infty$. When $\phi$ is even in the $x_{1}$-axis, separation of variables readily gives that $U^{\infty}(z)$ must have the form

$$
\begin{aligned}
& U^{\infty}\left(z_{1}, z_{2}\right)-c_{0}=\sum_{n=1}^{\infty} \beta_{n} \cos \left((2 n+1) \pi z_{2}\right) e^{-(2 n+1) \pi z_{1}} \\
& \text { for } z_{1} \text { sufficiently positive } \\
& U^{\infty}\left(z_{1}, z_{2}\right)-c_{0}=\sum_{n=1}^{\infty} \beta_{n}^{\prime} \cos \left((2 n+1) \pi z_{2}\right) e^{(2 n+1) \pi z_{1}} \quad \text { for } z_{1} \text { sufficiently negative }
\end{aligned}
$$

where $c_{0}$ is the common value attained on the fibers (there is just one constant value, due to the evenness of the solution). It follows immediately that $u^{\infty}$ is continuous at 0 (in the $x$-coordinates), and that all its derivatives vanish at 0 . When $\phi$ is odd in the $x_{1}$-axis, so are $u^{\infty}$ and $U^{\infty}$. Separation of variables thus yields
(46) $U^{\infty}\left(z_{1}, z_{2}\right)-2 c_{0} z_{2}=\sum_{n=1}^{\infty} \beta_{n} \sin \left(2 n \pi z_{2}\right) e^{-2 n \pi z_{1}} \quad$ for $z_{1}$ sufficiently positive,

$$
\begin{equation*}
U^{\infty}\left(z_{1}, z_{2}\right)-2 c_{0} z_{2}=\sum_{n=1}^{\infty} \beta_{n}^{\prime} \sin \left(2 n \pi z_{2}\right) e^{2 n \pi z_{1}} \quad \text { for } z_{1} \text { sufficiently negative } \tag{47}
\end{equation*}
$$

where $c_{0}$ is the value attained on the upper fiber. However, in this case the requirement that $u^{\infty}$ be $H^{1}$ in the $x$-coordinates implies that the gradients $\nabla u^{\infty}$ and $\nabla U^{\infty}$ must
be $L^{2}$ in the $x$ - and in the $z$-coordinates, respectively. Thus, $c_{0}$ must be equal to 0 . It follows, using the representation (46) and (47), that $u^{\infty}$ is continuous at $x=0$ (it has value 0 ), and that, similarly, all its derivatives vanish at $x=0$.

The fact that all the solutions are $C^{\infty}$ when regarded as functions in just each individual cusp would also follow from the analysis in [7].

As mentioned earlier, it would be very interesting to analyze the geometric setting when the fibers are close but not quite touching, say, the cross-sections are $\epsilon$ apart vertically. A few things can be said related to the calculations carried out above, as the distance $\epsilon$ tends to 0 . When the boundary data $\phi$ has an odd component with respect to the $x_{2}$-axis and is otherwise even in the $x_{1}$-axis, then the singularity mentioned above for $u^{0}$ gives rise to a gradient (an $x_{1}$-derivative $\frac{\partial}{\partial x_{1}} u_{\epsilon}^{0}(0)$ ) which becomes unbounded as $\epsilon$ tends to zero. The solution $u^{\infty}$ for the case of a $\phi$, which is even in the $x_{2}$-axis but has an odd component with respect to the $x_{1}$-axis, is related to the previous solution by harmonic conjugation (rotation of the gradient by 90 degrees). We thus in general, in this case, also obtain a gradient (an $x_{2}$-derivative $\left.\frac{\partial}{\partial x_{2}} u_{\epsilon}^{\infty}(0)\right)$ which becomes unbounded as $\epsilon$ tends to zero. This in spite of the fact that there is no irregularity in the "limiting" solution when the fibers touch. The rate at which this gradient becomes unbounded has actually been calculated in [2], for a special solution corresponding to uniform antiplane shear (see also [9]). For this special solution, the rate turns out to be $\epsilon^{-1 / 2}$; we believe this is the generic rate for the above mentioned symmetries in the boundary data. It should also be mentioned that for two touching fibers and $0<a_{0}<\infty$, Budiansky and Carrier [2] calculate a finite value for the stress $\left(a \frac{\partial}{\partial x_{2}} u\right)(0)$ of the same special (antiplane shear) solution. This calculation relates $\left(a \frac{\partial}{\partial x_{2}} u\right)(0)$ to the "shear at infinity."
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# BEHAVIOR OF SOLUTIONS NEAR THE FLAT HATS OF STATIONARY SOLUTIONS FOR A DEGENERATE PARABOLIC EQUATION* 
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#### Abstract

The behavior of solutions $u$ of the degenerate parabolic equation $u_{t}=\lambda\left(\left|u_{x}\right|^{p-2} u_{x}\right)_{x}+$ $|u|^{q-2} u\left(1-|u|^{r}\right)$, defined in $(0,1) \times(0,+\infty)$, is discussed. It is well known that there exists a stationary solution $\phi$ which has an open set $\Omega$ where it is identically $\pm 1$. We call a graph $\{(x, \phi(x)) ; x \in \Omega\}$ flat hats. We investigate the behavior of $u(x, t)$ near $(x, t) \in \Omega \times[0,+\infty)$ where $|u(x, t)-\phi(x)|$ is very small. We will give a sufficient condition for initial data $u_{0}$ that the intersection points between the flat hats of $\phi$ and $u$ never change as a function of $t$ along $u\left(\cdot, t ; u_{0}\right)$. Even if the condition failed, it is also proved that the changing area of the intersection points is uniformly bounded for $t$. Moreover we study stability properties for the positive stationary solution and the sign-changing stationary solutions.
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1. Problem and results. In this paper we discuss the behavior of solutions of the following degenerate parabolic equation:

$$
\begin{cases}u_{t}=\lambda\left(\left|u_{x}\right|^{p-2} u_{x}\right)_{x}+f(u), & (x, t) \in(0,1) \times(0,+\infty)  \tag{P}\\ u(0, t)=u(1, t)=0, & t \in(0,+\infty) \\ u(x, 0)=u_{0}(x), & x \in(0,1)\end{cases}
$$

where $p>2$ and $\lambda$ is a positive parameter. The $p$-Laplace operator $\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right)=$ $\left(\left|u_{x}\right|^{p-2} u_{x}\right)_{x}$ appears in the study of motions of non-Newtonian fluids in rheology (see, e.g., [2]). Many authors have studied (P) with $f \equiv 0$ or a source type $f(u)=|u|^{q-2} u$ (for example, $[1,3,4,7,11,12,13,14,16]$ ), and in particular, the latter case has been extensively investigated in view of a blow-up problem. For a source-absorption type $f(u)=|u|^{q-2} u\left(1-|u|^{r}\right)$, there are a few works by Guedda-Veron [8], Kamin-Veron [10], and Takeuchi-Yamada [15].

We will recall the work of [15] for $f(u)=|u|^{q-2} u\left(1-|u|^{r}\right)$ with $q \geq 2$ and $r>0$. For any initial datum $u_{0} \in L^{2}=L^{2}(0,1)$, there exists a unique global strong solution $u\left(\cdot ; u_{0}\right)$ of $(\mathrm{P})$, which belongs to $C\left([0,+\infty) ; L^{2}\right) \cap C\left((0,+\infty) ; W_{0}^{1, p}\right)[15$, Theorem 2.1]. We can also see that $u\left(t ; u_{0}\right)$ approaches its $\omega$-limit set $\omega\left(u_{0}\right)$ as $t \rightarrow+\infty$ and that $\omega\left(u_{0}\right)$ is included in $E_{\lambda}$, which is the set of all solutions of

$$
\left\{\begin{array}{l}
\lambda\left(\left|\phi_{x}\right|^{p-2} \phi_{x}\right)_{x}+f(\phi)=0, \quad x \in(0,1)  \tag{SP}\\
\phi(0)=\phi(1)=0
\end{array}\right.
$$

[15, Theorem 2.2], so that $u\left(t ; u_{0}\right)$ converges to $E_{\lambda}$ as $t \rightarrow+\infty$.

[^31]The structure of $E_{\lambda}$ in the degenerate diffusion case $p>2$ is very different from that in the linear diffusion case $p=2$. For $p=2$, all solutions of (SP) satisfy $|\phi(x)|<1$ for $x \in[0,1], E_{\lambda}$ is a discrete set for any $\lambda>0$, and stability properties of all functions in $E_{\lambda}$ are studied well (for example, see [9, pp. 118-128]). In case $p>2$, if $\lambda$ is sufficiently small, there exist solutions of (SP) for which the set $\{x \in[0,1] ;|\phi(x)|=1\}$ is nonempty and $E_{\lambda}$ consists of a discrete set and some continua ( $[15$, Theorems 3.13.3 ], [8], and [10]). We will explain these facts more concretely. For $p>2$, define

$$
\Lambda_{l}:=(l+1)\left\{\frac{\lambda(p-1)}{p}\right\}^{1 / p} \int_{0}^{1}(F(1)-F(\xi))^{-1 / p} d \xi, \quad l=0,1,2, \ldots
$$

where $F(\xi)=\int_{0}^{\xi} f(s) d s$. Then $\left\{\Lambda_{l}\right\}_{l=0}^{\infty}$ is well defined and is strictly increasing. For $\Lambda_{2 l+1}<1$, we define a family of open intervals $\left\{\Omega_{k}\right\}_{k=0}^{l}$ by

$$
\Omega_{k}:= \begin{cases}\left(\Lambda_{0}, \Lambda_{0}+c_{0}\right), & k=0 \\ \left(\Lambda_{2 k}+\sum_{j=0}^{k-1} c_{j}, \Lambda_{2 k}+\sum_{j=0}^{k} c_{j}\right), & k=1,2, \ldots, l\end{cases}
$$

and a family of closed intervals $\left\{\Pi_{k}\right\}_{k=0}^{l+1}$ by

$$
\Pi_{k}:= \begin{cases}{\left[0, \Lambda_{0}\right],} & k=0, \\ {\left[\Lambda_{2 k-2}+\sum_{j=0}^{k-1} c_{j}, \Lambda_{2 k}+\sum_{j=0}^{k-1} c_{j}\right],} & k=1,2, \ldots, l, \\ {\left[\Lambda_{2 l}+\sum_{j=0}^{l} c_{j}, 1\right],} & k=l+1,\end{cases}
$$

where $\left\{c_{j}\right\}_{j=0}^{l}$ is any finite sequence satisfying

$$
\begin{equation*}
c_{j}>0 \quad \text { and } \quad \sum_{j=0}^{l} c_{j}=1-\Lambda_{2 l+1} \tag{1.1}
\end{equation*}
$$

Note that $\left|\Omega_{k}\right|=c_{k}$ and

$$
\begin{gathered}
2\left|\Pi_{0}\right|=2\left|\Pi_{l+1}\right|=\left|\Pi_{k}\right|=\Lambda_{1}, \quad k=1,2, \ldots, l, \\
{[0,1]=\bigcup_{k=0}^{l} \Omega_{k} \cup \bigcup_{k=0}^{l+1} \Pi_{k} \quad \text { (disjoint union) } .}
\end{gathered}
$$

When $\lambda>0$ satisfies $\Lambda_{2 l+1}<1$ for some $l$, there exists a solution $\phi=\phi_{l}$ having exactly l-zero points in $(0,1)$ with $\phi_{x}(0)>0$ such that it is expressed as

$$
\phi(x)= \begin{cases}(-1)^{k}, & x \in \Omega_{k}, k=0,1,2, \ldots, l  \tag{1.2}\\ g(x), & x \in \Pi_{0}, \\ (-1)^{k} g\left(x-\Lambda_{2 k-1}-\sum_{j=0}^{k-1} c_{j}\right), & x \in \Pi_{k}, k=1,2, \ldots, l, \\ (-1)^{l+1} g(x-1), & x \in \Pi_{l+1},\end{cases}
$$

where $g$ is a continuously differentiable, strictly monotone increasing and odd function on $\left[-\Lambda_{0}, \Lambda_{0}\right]$ satisfying $g^{\prime}(0)=\{p F(1) / \lambda(p-1)\}^{1 / p}, g\left(\Lambda_{0}\right)=1$, and $g^{\prime}\left(\Lambda_{0}\right)=0$. (Clearly, a stationary solution satisfying $\phi_{x}(0)<0$ has a similar expression to (1.2).)

Since we can choose $\left\{c_{j}\right\}_{j=0}^{l}$ arbitrarily as long as it satisfies (1.1), such solutions generate a continuum in $E_{\lambda}$. In the expression (1.2), each $\Omega_{k}, k=0,1, \ldots, l$, is called a flat core of $\phi$ and we set $\Omega:=\bigcup_{k=0}^{l} \Omega_{k}$. The graph of $\phi$ on each $\Omega_{k}$ is said to be a flat hat of $\phi$, and the graph of $\phi$ on each $\Pi_{k}$ is called a layer of $\phi$. In [15], little information on the stability for such stationary solutions has been obtained though we have discussed stability properties of stationary solutions without flat hats. In this connection, the self-similar solutions with flat parts of degenerate parabolic equations are well known and play an important role for the blow-up solution. This is a so-called countable $Q$-set of profiles (cf. [1, 7]).

Our purpose is to study the behavior of nonstationary solution $u$ of $(\mathrm{P})$ when it stays in a neighborhood of a stationary solution with flat hats. Before stating our results, we will prepare a set of functions. Let $\Lambda_{2 l+1}<1$ and let $\phi$ be a solution of (SP) with l-zero points. For any compact subset $I$ in $\Omega$ and any open neighborhood $J$ of $I$ in $\Omega$, we define

$$
U_{0}(I, J):=\left\{u_{0} \in C([0,1]) ; u_{0}(x)=\phi(x) \text { if } x \in I, u_{0}(x) \neq \phi(x) \text { if } x \in J \backslash I\right\} .
$$

For any $(x, t)$ where solution $u$ of $(\mathrm{P})$ intersects flat hats of $\phi$, the reaction effect for $u$ disappears and there exists only the diffusion effect for $u$, whose coefficient is $\lambda(p-1)\left|u_{x}\right|^{p-2}$. When $u_{0}$ touches $\phi$ anywhere in its flat hats, we can expect that $u\left(t ; u_{0}\right)$ keeps on touching $\phi$ there and that the touching area does not spread out. In fact, this is right if $u_{0}$, which touches the flat hats, is very close to $\phi$ in the following sense.

Theorem 1.1. Let $\Lambda_{2 l+1}<1$ and let $\phi$ be a solution of (SP) with flat hats and $l$-zero points. Take any $\varepsilon \in(0, r)$, any connected compact subset $I:=[a, b]$ in $\Omega$, any open neighborhood $J$ of $I$ in $\Omega$, and any open neighborhoods $N(a)$ and $N(b)$ in $J$. Then there exists $\delta_{0}=\delta_{0}(\varepsilon, I, J, N(a), N(b))>0$ with the following property:

For any $\delta \in\left(0, \delta_{0}\right)$ there exists an open neighborhood $J_{\delta}$ of $I$ in $J$
such that if $u_{0} \in U_{0}(I, J),\left\|u_{0}-\phi\right\|_{\infty}<\delta$, and for $z=a$ and $z=b$

$$
\left|u_{0}(x)-\phi(x)\right| \leq\left(\frac{p-2}{p}\right)^{p /(p-2)}\left\{\frac{p(r-\varepsilon)}{2 \lambda(p-1)}\right\}^{1 /(p-2)}|x-z|^{p /(p-2)}, \quad x \in N(z)
$$

then $u\left(\cdot, t ; u_{0}\right) \in U_{0}\left(I, J_{\delta}\right)$ for all $t \in[0,+\infty)$ and $\left|J \backslash J_{\delta}\right| \rightarrow 0$ as $\delta \rightarrow 0$.
In case $u_{0}$ crosses a flat hat transversely, the diffusion may cause their intersection points to change as a function of $t$ along $u\left(t ; u_{0}\right)$. The following result assures that the area on which the intersections may change is uniformly bounded for $t$.

ThEOREM 1.2. Let $\Lambda_{2 l+1}<1$ and let $\phi$ be a solution of (SP) with flat hats and $l$-zero points. Take any point $x_{0}$ in $\Omega$ and any open neighborhood $J$ of $x_{0}$ in $\Omega$. Then there exists $\delta_{0}=\delta_{0}\left(x_{0}, J\right)>0$ with the following property:

For any $\delta \in\left(0, \delta_{0}\right)$ there exist open sets $P_{\delta}$ and $J_{\delta}$ such that $x_{0} \in$ $P_{\delta} \subset \overline{P_{\delta}} \subset J_{\delta} \subset J$ and that, if $u_{0} \in U_{0}\left(\left\{x_{0}\right\}, J\right)$ and $\left\|u_{0}-\phi\right\|_{\infty}<\delta$, then

$$
u\left(x, t ; u_{0}\right) \neq \phi(x) \quad \text { for }(x, t) \in\left(J_{\delta} \backslash P_{\delta}\right) \times[0,+\infty)
$$

and $\left|P_{\delta}\right|,\left|J \backslash J_{\delta}\right| \rightarrow 0$ as $\delta \rightarrow 0$.
The proofs of Theorems 1.1 and 1.2 rely on the comparison theorem. Phase-plain analysis for (SP) will help us to find suitable comparison functions. Combining the proofs of these theorems, we can see the behavior of $u\left(\cdot ; u_{0}\right)$ for more general $u_{0}$.

Theorems 1.1 and 1.2 give information about the motion of intersection points between $u$ and the flat hats of $\phi$. We can regard the analysis for intersections as one of intersection comparison (see $[5,6,14]$ ). When the asymptotic behavior is concerned, it is very important to study the stability of the positive stationary solution $\phi_{0}$ with a flat hat. Our previous result [15] says only that $\phi_{0}$ is attractive with respect to $L^{\infty}$-norm. In this paper we can also prove that $\phi_{0}$ is asymptotically stable in the following sense.

ThEOREM 1.3. Let $\phi_{0}$ be the positive stationary solution with a flat hat. For any $\varepsilon>0$, there exists $\delta>0$ such that $\left\|u_{0}-\phi_{0}\right\|_{\infty}<\delta$ implies $\left\|u\left(t ; u_{0}\right)-\phi_{0}\right\|_{\infty}<\varepsilon$ for all $t \in[0,+\infty)$. Furthermore, $u\left(t ; u_{0}\right) \rightarrow \phi_{0}$ in $L^{\infty}$ as $t \rightarrow+\infty$.

From these theorems for flat hats, we may assert that flat hats of stationary solutions give little disturbance to nonstationary solutions. The proof of Theorem 1.3 uses the following weak comparison theorem, which enables us to choose piecewise smooth functions as comparison functions. (The definitions of a weak upper solution and a weak lower solution are given in Definition 3.1.)

THEOREM 1.4. Let $u$ and $v$ be a weak upper and a weak lower solution of (P) in $[0, T]$ for initial data $u_{0}$ and $v_{0}$, respectively. If $u_{0}(x) \geq v_{0}(x)$ almost everywhere (a.e.) $x \in(0,1)$, then $u(x, t) \geq v(x, t)$ for a.e. $(x, t) \in(0,1) \times(0, T)$.

A weak comparison theorem for $(\mathrm{P})$ with $f \equiv 0$ is given by DiBenedetto [3] and Kilpeläinen-Lindqvist [11]. Though results of this sort don't seem to be entirely new, we will make sure of its proof.

Owing to Theorem 1.4, we can also obtain information on stability properties of sign-changing stationary solutions $\phi_{l}(l \geq 1)$ with flat hats. In [15], we have shown that the sign-changing solutions with adjoining layers (i.e., $c_{j}=0$ for some $j$ in (1.1)) are all unstable in Lyapunov's sense. On the other hand, if we are concerned with the sign-changing solutions whose layers are separated by flat hats, no information has been derived for stability properties of each solution. In the present paper, we will prove that each $\phi_{l}$ is conditionally stable, i.e., stable for initial data that satisfy a certain condition for the shape near layers of $\phi_{l}$.

The content of this paper is as follows. In section 2, constructing comparison functions with the aid of the phase-plain analysis, we prove Theorems 1.1 and 1.2. Moreover, a remark for more general $u_{0}$ is given. Section 3 is devoted to the proof of a weak comparison theorem. In sections 4 and 5, we show Theorem 1.3 and give some stability properties of sign-changing stationary solutions with flat hats by choosing suitable comparison functions.
2. Local behavior of solutions near flat hats. In this section we show Theorems 1.1 and 1.2 by the comparison theorem in [15] with use of suitable comparison functions and give a comment on the local behaviors of nonstationary solutions. First of all, we prepare the following lemma, which plays an important role in constructing comparison functions.

Lemma 2.1. For each $M>0$, there exists a unique function $h^{*}=h_{M}^{*}$ satisfying the following properties:
(i) there exists a unique $x_{M}>0$ such that $h^{*}\left(x_{M}\right)=M+1$,
(ii) $h^{*}$ is strictly monotone increasing in $\left(0, x_{M}\right)$,
(iii) $h^{*}$ is a solution of the initial value problem:

$$
\left\{\begin{array}{l}
\lambda\left(\left|h_{x}^{*}\right|^{p-2} h_{x}^{*}\right)_{x}+f\left(h^{*}\right)=0, \quad x \in\left(0, x_{M}\right) \\
h^{*}(0)=1, \quad h_{x}^{*}(0)=0
\end{array}\right.
$$

(iv) $h_{M_{1}}^{*}(x)=h_{M_{2}}^{*}(x)$ for $x \in\left(0, M_{1}\right)$, where $0<M_{1} \leq M_{2}$.

Furthermore, for any $\varepsilon \in(0, r)$ there exists $\theta=\theta\left(h^{*}\right) \in\left(0, x_{M}\right)$ such that

$$
\begin{equation*}
C_{\varepsilon}^{-} x^{p /(p-2)} \leq h^{*}(x)-1 \leq C_{\varepsilon}^{+} x^{p /(p-2)} \quad \text { for } x \in[0, \theta) \tag{2.1}
\end{equation*}
$$

where

$$
C_{\varepsilon}^{ \pm}=\left(\frac{p-2}{p}\right)^{p /(p-2)}\left\{\frac{p(r \pm \varepsilon)}{2 \lambda(p-1)}\right\}^{1 /(p-2)}
$$

Proof. The first half of the assertion is directly deduced from the phase plain analysis (see [15]). We note that $x_{M}$ is given by

$$
x_{M}=\left\{\frac{\lambda(p-1)}{p}\right\}^{1 / p} \int_{1}^{1+M}(F(1)-F(\xi))^{-1 / p} d \xi<+\infty
$$

for $p>2$. Moreover, it is easy to see that $h^{*}$ satisfies

$$
\begin{equation*}
x=\left\{\frac{\lambda(p-1)}{p}\right\}^{1 / p} \int_{1}^{h^{*}(x)}(F(1)-F(\xi))^{-1 / p} d \xi \quad \text { for } x \in\left(0, x_{M}\right) \tag{2.2}
\end{equation*}
$$

Observe that for any $\varepsilon \in(0, r)$ there exists $\eta>0$ such that

$$
\begin{equation*}
\left(\frac{r-\varepsilon}{2}\right)(\xi-1)^{2} \leq F(1)-F(\xi) \leq\left(\frac{r+\varepsilon}{2}\right)(\xi-1)^{2} \quad \text { for } \xi \in(1,1+\eta) \tag{2.3}
\end{equation*}
$$

Thus taking small $\theta \in\left(0, x_{M}\right)$ such that $h^{*}(x)<1+\eta$ for $x \in(0, \theta)$, we have by (2.2) and (2.3)

$$
\left(\frac{2}{r+\varepsilon}\right)^{1 / p} \leq \frac{p-2}{p}\left\{\frac{p}{\lambda(p-1)}\right\}^{1 / p} \frac{x}{\left(h^{*}(x)-1\right)^{1-2 / p}} \leq\left(\frac{2}{r-\varepsilon}\right)^{1 / p}
$$

for $x \in(0, \theta)$. Therefore we obtain (2.1).
Remark 2.1. Let $g$ be a function appearing in (1.2). One can also show that for any $\varepsilon \in(0, r), g$ satisfies

$$
C_{\varepsilon}^{-}\left(\Lambda_{0}-x\right)^{p /(p-2)} \leq 1-g(x) \leq C_{\varepsilon}^{+}\left(\Lambda_{0}-x\right)^{p /(p-2)} \quad \text { for } x \in\left(\Lambda_{0}-\theta, \Lambda_{0}\right)
$$

with some $\theta=\theta(g) \in\left(0, \Lambda_{0}\right)$, where $C_{\varepsilon}^{-}$and $C_{\varepsilon}^{+}$are the same constants as in Lemma 2.1.

Setting $h_{*}(x):=-h^{*}(-x)$ and $y_{M}:=\Lambda_{0}-g^{-1}(1-M)$ for $M>0$, we will show Theorems 1.1 and 1.2.

Proof of Theorem 1.1. We discuss only the case $\phi(x) \equiv 1$ on $I$ since the case $\phi(x) \equiv-1$ on $I$ is treated in the same way.

Let $I=[a, b], J=\left(a_{0}, b_{0}\right), N(a) \backslash(a, b)=\left(a_{1}, a\right], N(b) \backslash(a, b)=\left[b, b_{1}\right)$ with $a_{0}<a_{1}<a \leq b<b_{1}<b_{0}$ and let $\varepsilon \in(0, r)$ be any number. Take any $M>0$ and fix it. Define

$$
\phi^{*}(x ; M, I):= \begin{cases}h^{*}(-x+a), & x \in\left[a-x_{M}, a\right] \\ 1, & x \in[a, b], \\ h^{*}(x-b), & x \in\left(b, b+x_{M}\right] \\ +\infty, & x \in\left[0, a-x_{M}\right) \cup\left(b+x_{M}, 1\right]\end{cases}
$$

and

$$
\phi_{*}(x ; M, I):= \begin{cases}h_{*}\left(x-a+\Lambda_{1}\right), & x \in\left[a-\Lambda_{1}-x_{M}, a-\Lambda_{1}\right),  \tag{2.4}\\ g\left(x-a+\Lambda_{0}\right), & x \in\left[a-\Lambda_{1}, a\right), \\ 1, & x \in[a, b], \\ -g\left(x-b-\Lambda_{0}\right), & x \in\left(b, b+\Lambda_{1}\right], \\ h_{*}\left(-x+b+\Lambda_{1}\right), & x \in\left(b+\Lambda_{1}, b+\Lambda_{1}+x_{M}\right], \\ -\infty, & x \in\left[0, a-\Lambda_{1}-x_{M}\right) \cup\left(b+\Lambda_{1}+x_{M}, 1\right],\end{cases}
$$

where $g$ is the function appearing in (1.2). By Lemma 2.1 and Remark 2.1 there exist $\theta\left(h^{*}\right) \in\left(0, x_{M}\right)$ and $\theta(g) \in\left(0, \Lambda_{0}\right)$ such that

$$
\begin{gather*}
\begin{cases}C_{\varepsilon}^{-}(a-x)^{p /(p-2)} \leq \phi^{*}(x ; M, I)-1, & x \in\left(a-\theta\left(h^{*}\right), a\right], \\
C_{\varepsilon}^{-}(x-b)^{p /(p-2)} \leq \phi^{*}(x ; M, I)-1, & x \in\left[b, b+\theta\left(h^{*}\right)\right),\end{cases}  \tag{2.5}\\
\begin{cases}C_{\varepsilon}^{-}(a-x)^{p /(p-2)} \leq 1-\phi_{*}(x ; M, I), & x \in(a-\theta(g), a], \\
C_{\varepsilon}^{-}(x-b)^{p /(p-2)} \leq 1-\phi_{*}(x ; M, I), & x \in[b, b+\theta(g)) .\end{cases} \tag{2.6}
\end{gather*}
$$

Put $\theta:=\min \left\{a-a_{1}, b_{1}-b, \theta\left(h^{*}\right), \theta(g)\right\}$. Fix $\delta_{0}>0$ such that $\delta_{0}<\min \left\{h^{*}(\theta)-1,1-\right.$ $g(\theta)\}, \delta_{0}<\phi(x)-\phi_{*}(x ; M, I)$ for $x \in[0,1] \backslash J$ and that $x_{\delta_{0}}, y_{\delta_{0}}<\min \left\{a-a_{0}, b_{0}-b\right\}$. Note $\delta_{0} \in(0, \min \{1, M\})$. We will show that $\delta_{0}$ satisfies the assertion.

Let $\delta \in\left(0, \delta_{0}\right)$ and assume $u_{0} \in U_{0}(I, J),\left\|u_{0}-\phi\right\|_{\infty}<\delta$ and

$$
\begin{cases}\left|u_{0}(x)-1\right| \leq C_{\varepsilon}^{-}(a-x)^{p /(p-2)}, & x \in\left(a_{1}, a\right]  \tag{2.7}\\ \left|u_{0}(x)-1\right| \leq C_{\varepsilon}^{-}(x-b)^{p /(p-2)}, & x \in\left[b, b_{1}\right)\end{cases}
$$

From (2.5), (2.6), and (2.7) we have

$$
\phi_{*}\left(x ; \delta_{0}, I\right) \leq u_{0}(x) \leq \phi^{*}\left(x ; \delta_{0}, I\right), \quad x \in(a-\theta, b+\theta)
$$

In addition, since $h^{*}$ and $g$ are strictly increasing functions, we see

$$
\begin{cases}u_{0}(x) \leq \phi^{*}(x ; M, I), & x \in\left(a-x_{M}, b+x_{M}\right)  \tag{2.8}\\ u_{0}(x) \geq \phi_{*}(x ; M, I), & x \in\left(a-\Lambda_{1}-x_{M}, b+\Lambda_{1}+x_{M}\right)\end{cases}
$$

Here we have used the fact that $u_{0}(x)>\phi(x)-\delta>\phi(x)-\delta_{0}>\phi_{*}(x ; M, I)$ for $x \in[0,1] \backslash J$. If $\left\|u_{0}-\phi\right\|_{\infty}<\delta$, then $-1-\delta<u_{0}(x)<1+\delta$ for $x \in[0,1]$; therefore $u \equiv 1+\delta$ (resp., $u \equiv-1-\delta$ ) is an upper solution (resp., a lower solution) for (P). Thus the comparison theorem [15, Theorem 2.3] yields that $\left|u\left(x, t ; u_{0}\right)\right| \leq 1+\delta$ for $(x, t) \in[0,1] \times[0,+\infty)$; in particular,

$$
\left\{\begin{array}{c}
u\left(x, t ; u_{0}\right) \leq 1+\delta \leq \phi^{*}(x ; M, I)=1+M  \tag{2.9}\\
\quad \text { at } x=a-x_{M} \text { and } x=b+x_{M}, \\
u\left(x, t ; u_{0}\right) \geq-1-\delta \geq \phi_{*}(x ; M, I)=-1-M \\
\text { at } x=a-\Lambda_{1}-x_{M} \text { and } x=b+\Lambda_{1}+x_{M}
\end{array}\right.
$$

for all $t \in[0,+\infty)$. Therefore, by virtue of (2.8) and (2.9), the comparison theorem gives

$$
\begin{cases}u\left(x, t ; u_{0}\right) \leq \phi^{*}(x ; M, I), & (x, t) \in\left[a-x_{M}, b+x_{M}\right] \times[0,+\infty)  \tag{2.10}\\ u\left(x, t ; u_{0}\right) \geq \phi_{*}(x ; M, I), & (x, t) \in\left[a-\Lambda_{1}-x_{M}, b+\Lambda_{1}+x_{M}\right] \times[0,+\infty)\end{cases}
$$

therefore we conclude

$$
\begin{equation*}
u\left(x, t ; u_{0}\right)=1=\phi(x) \text { for all }(x, t) \in I \times[0,+\infty) \tag{2.11}
\end{equation*}
$$

It remains to show that there exists an open neighborhood $J_{\delta}$ of $I$ in $J$ such that $u\left(x, t ; u_{0}\right) \neq \phi(x)$ for $x \in J_{\delta} \backslash I$. The set $J \backslash I$ consists of two connected sets $\left[a_{0}, a\right)$ and $\left(b, b_{0}\right]$. Without loss of generality we can assume that

$$
\begin{array}{ll}
u_{0}(x)<\phi(x) & \text { if } x \in\left[a_{0}, a\right)  \tag{2.12}\\
u_{0}(x)>\phi(x) & \text { if } x \in\left(b, b_{0}\right]
\end{array}
$$

We will show that there exist $a_{\delta} \in\left(0, a-a_{0}\right)$ and $b_{\delta} \in\left(0, b_{0}-b\right)$, which are independent of $u_{0}$, such that

$$
\begin{array}{ll}
u\left(x, t ; u_{0}\right)<\phi(x) & \text { if } x \in\left[a_{0}+a_{\delta}, a\right), \\
u\left(x, t ; u_{0}\right)>\phi(x) & \text { if } x \in\left(b, b_{0}-b_{\delta}\right] \tag{2.14}
\end{array}
$$

for all $t \in[0,+\infty)$ and that $a_{\delta}, b_{\delta} \rightarrow 0$ as $\delta \rightarrow 0$. Take any $a_{\delta}$ satisfying $x_{\delta}<a_{\delta}<$ $x_{\delta_{0}}\left(<\min \left\{a-a_{0}, b_{0}-b\right\}\right)$. Then we have

$$
u_{0}(x) \leq \phi^{*}\left(x ; M,\left[a_{0}+a_{\delta}, a\right]\right), \quad x \in\left[a_{0}+a_{\delta}-x_{M}, a+x_{M}\right] .
$$

From (2.12), for any $\xi \in\left(0, a-a_{0}-a_{\delta}\right)$ there exists $\eta \in\left(0, h^{*}\left(a_{\delta}\right)-1-\delta\right)$ such that

$$
\begin{equation*}
u_{0}(x)<\phi^{*}\left(x ; M,\left[a_{0}+a_{\delta}, a-\xi\right]\right)-\eta, \quad x \in\left[a_{0}+a_{\delta}-x_{M}, a-\xi+x_{M}\right] . \tag{2.15}
\end{equation*}
$$

Define

$$
u^{*}(x, t):=\phi^{*}\left(x ; M,\left[a_{0}+a_{\delta}, a-\xi\right]\right)-\eta e^{-R t}
$$

for $(x, t) \in\left[a_{0}+a_{\delta}-x_{M}, a-\xi+x_{M}\right] \times[0,+\infty)$, where $R$ is a positive number such that $R>-f^{\prime}(1+M)$. Then

$$
u\left(x, t ; u_{0}\right) \leq 1+\delta<u^{*}(x, t) \quad \text { at } x=a_{0}+a_{\delta}-x_{M} \text { and } x=a-\xi+x_{M}
$$

for all $t \in[0,+\infty)$ and by an easy calculation

$$
\begin{aligned}
u_{t}^{*} & -\lambda\left(\left|u_{x}^{*}\right|^{p-2} u_{x}^{*}\right)_{x}-f\left(u^{*}\right) \\
& =\eta R e^{-R t}+f\left(\phi^{*}\right)-f\left(\phi^{*}-\eta e^{-R t}\right) \\
& \geq \eta e^{-R t}\left(R+f^{\prime}(1+M)\right) \\
& >0
\end{aligned}
$$

therefore $u^{*}$ is an upper solution of $(\mathrm{P})$. Therefore, it follows from the comparison theorem that

$$
u\left(x, t ; u_{0}\right) \leq u^{*}(x, t)<\phi^{*}\left(x ; M,\left[a_{0}+a_{\delta}, a-\xi\right]\right)=\phi(x)
$$

for $(x, t) \in\left[a_{0}+a_{\delta}, a-\xi\right] \times[0,+\infty)$. Since $\xi \in\left(0, a-a_{0}-a_{\delta}\right)$ is arbitrary, we can conclude

$$
u\left(x, t ; u_{0}\right)<\phi(x) \text { for }(x, t) \in\left[a_{0}+a_{\delta}, a\right) \times[0,+\infty)
$$

We can choose $a_{\delta}$ such that $a_{\delta} \rightarrow 0$ as $\delta \rightarrow 0$; therefore (2.13) holds true.
The proof of (2.14) is similar to that of (2.13) if we use the following comparison function $u_{*}$ instead of $u^{*}$. Let $b_{\delta}$ be any number satisfying $y_{\delta}<b_{\delta}<y_{\delta_{0}}$ and $\phi_{*}\left(x ; M,\left[b, b_{0}-b_{\delta}\right]\right)<\phi(x)-\delta$ for $x \in[0,1] \backslash J$. For any $\xi \in\left(0, b_{0}-b_{\delta}-b\right)$ there exists $\eta \in\left(0,1-g\left(\Lambda_{0}-b_{\delta}\right)-\delta\right)$ such that

$$
\begin{equation*}
u_{0}(x)>\phi_{*}\left(x ; M,\left[b+\xi, b_{0}-b_{\delta}\right]\right)+\eta, \quad x \in\left[b+\xi-\Lambda_{1}-x_{M}, b_{0}-b_{\delta}+\Lambda_{1}+x_{M}\right] \tag{2.16}
\end{equation*}
$$

We have only to define

$$
u_{*}(x, t):=\phi_{*}\left(x ; M,\left[b+\xi, b_{0}-b_{\delta}\right]\right)+\eta e^{-R t}
$$

for $(x, t) \in\left[b+\xi-\Lambda_{1}-x_{M}, b_{0}-b_{\delta}+\Lambda_{1}+x_{M}\right] \times[0,+\infty)$, where $R>-f^{\prime}(1+M)$. Thus the proof is accomplished.

Proof of Theorem 1.2. We give the proof in the case $\phi\left(x_{0}\right)=1$. Let $J=\left(a_{0}, b_{0}\right)$ with $a_{0}<x_{0}<b_{0}$ and fix $\delta_{0}>0$ satisfying $2 x_{\delta_{0}}, 2 y_{\delta_{0}}<\min \left\{x_{0}-a_{0}, b_{0}-x_{0}\right\}$. Without loss of generality we may assume that

$$
\begin{array}{cl}
u_{0}(x)<\phi(x) & \text { if } x \in\left[a_{0}, x_{0}\right) \\
u_{0}(x)>\phi(x) & \text { if } x \in\left(x_{0}, b_{0}\right] \tag{2.18}
\end{array}
$$

Then we can show the assertion by following the arguments used in the latter half of the proof of Theorem 1.1 with $a=b=x_{0}$. However, we should take $\xi=a_{\delta}$ in case (2.17) (resp., $\xi=b_{\delta}$ in case (2.18)). For such $\xi$, it is possible to take $\eta$ satisfying (2.15) because $2 a_{\delta}<2 x_{\delta_{0}}<\min \left\{x_{0}-a_{0}, b_{0}-x_{0}\right\}$ (resp., (2.16) because $\left.2 b_{\delta}<2 y_{\delta_{0}}<\min \left\{x_{0}-a_{0}, b_{0}-x_{0}\right\}\right)$.

We will give a remark associated with Theorems 1.1 and 1.2. In the proofs of these theorems, $\phi^{*}(\cdot ; M, I)$ and $\phi_{*}(\cdot ; M, I)$ are essential. Let $u_{0} \in C([0,1])$. If only $u_{0}$ satisfies (2.8) for some $I=[a, b](\subset \Omega)$ and $M>\max \left\{\left\|u_{0}\right\|_{\infty}-1,0\right\}$, then $u\left(\cdot, t ; u_{0}\right)$ satisfies (2.10) and hence (2.11). Similarly if $u_{0}$ satisfies

$$
\begin{gathered}
u_{0}(x)<\phi^{*}(x ; M, I), \quad x \in\left(a-x_{M}, b+x_{M}\right) \\
\text { (resp., } \left.u_{0}(x)>\phi_{*}(x ; M, I), \quad x \in\left(a-\Lambda_{1}-x_{M}, b+\Lambda_{1}+x_{M}\right)\right)
\end{gathered}
$$

for some $I=[a, b](\subset \Omega)$ and the same $M$ above, then in a similar way as (2.15) (resp., (2.16)) we obtain

$$
\begin{gathered}
u\left(x, t ; u_{0}\right)<\phi(x) \quad \text { for }(x, t) \in I \times[0,+\infty) \\
\left(\text { resp., } u\left(x, t ; u_{0}\right)>\phi(x) \quad \text { for }(x, t) \in I \times[0,+\infty)\right)
\end{gathered}
$$

Therefore when $u_{0}$ is given, it is possible to see the local behavior of $u\left(x, t ; u_{0}\right)$ in $\Omega \times[0,+\infty)$ as long as we can take such comparison functions $\phi^{*}$ and $\phi_{*}$. We can weaken the assumption $\left\|u_{0}-\phi\right\|_{\infty}<\delta$ as $u_{0}$ lies in a neighborhood of $\phi$ on a local domain. Indeed, to know the behavior of intersection points between the flat hats of $\phi$ and $u$, we have only to take $\phi^{*}$ and $\phi_{*}$ as above.
3. Weak comparison theorem. In this section we show a weak comparison theorem (Theorem 1.4). The definition of a weak upper or lower solution of (P) is given by the following.

Definition 3.1. If $u \in C\left([0, T] ; L^{2}\right) \cap L^{p}\left(0, T ; W^{1, p}\right) \cap L^{q+r}\left(0, T ; L^{q+r}\right)$ satisfies the following inequalities, then it is called a weak upper solution of $(\mathrm{P})$ in $[0, T]$ :

$$
\left\{\begin{array}{l}
\int_{0}^{1} u \varphi(x, t) d x+\int_{0}^{t} \int_{0}^{1}\left(-u \varphi_{t}+\left|u_{x}\right|^{p-2} u_{x} \varphi_{x}\right)(x, \tau) d x d \tau  \tag{3.1}\\
\quad \geq \int_{0}^{1} u_{0} \varphi(x, 0) d x+\int_{0}^{t} \int_{0}^{1} f(u) \varphi(x, \tau) d x d \tau \quad \text { for all } t \in[0, T] \\
u(0, t) \geq 0, \quad u(1, t) \geq 0 \quad \text { for a.e. } t \in(0, T)
\end{array}\right.
$$

for all functions $\varphi \in W^{1,2}\left(0, T ; L^{2}\right) \cap L^{p}\left(0, T ; W_{0}^{1, p}\right) \cap L^{\infty}([0,1] \times[0, T])$ satisfying $\varphi \geq 0$. A function $u$ is called a weak lower solution if (3.1) holds true with " $\geq$ " replaced by " $\leq$."

Remark 3.1. (i) In Definition 3.1, $u \in L^{\alpha}\left(0, T ; L^{\alpha}\right)$ with $\alpha=q+r$; therefore $f(u)$ belongs to $L^{\alpha /(\alpha-1)}\left(0, T ; L^{\alpha /(\alpha-1)}\right) \subset L^{1}\left(0, T ; L^{1}\right)$. Therefore the second term of the right-hand side of (3.1) converges. (ii) The strong solution of (P) becomes a weak upper and a weak lower solution (see [15]).

Remark 3.2. Let $0=a_{0}<a_{1}<\cdots<a_{n}<a_{n+1}=1$ and let $\left\{u_{i}:\left[a_{i}, a_{i+1}\right] \rightarrow \mathbb{R}\right\}$ be a family of functions such that

$$
u_{i}\left(a_{i+1}\right)=u_{i+1}\left(a_{i+1}\right), \quad i=0,1, \ldots, n-1,
$$

and

$$
\begin{cases}u_{i, t} \geq \lambda\left(\left|u_{i, x}\right|^{p-2} u_{i, x}\right)_{x}+f\left(u_{i}\right), & (x, t) \in\left(a_{i}, a_{i+1}\right) \times(0, T),  \tag{3.2}\\ u_{0}(0, t) \geq 0, u_{n}(1, t) \geq 0, & t \in(0, T), \\ u_{i, x}\left(a_{i+1}-0, t\right) \geq u_{i+1, x}\left(a_{i+1}+0, t\right), & t \in(0, T)\end{cases}
$$

If $u$ is defined by $u=u_{i}$ for $x \in\left[a_{i}, a_{i+1}\right]$, then it is easily seen that $u$ is a weak upper solution of (P). If $u$ satisfies (3.2) with " $\geq$ " replaced by " $\leq$," then $u$ becomes a weak lower solution of (P).

The following lemma plays an important role in proving Theorem 1.4.
LEmma 3.1. Let $u$ be a weak upper solution of $(\mathrm{P})$ in $[0, T]$ and take any $h \in$ $(0, T)$. Then $u$ satisfies the inequalities

$$
\begin{equation*}
\int_{0}^{1}\left([u]_{h, t} \varphi+\left[\left|u_{x}\right|^{p-2} u_{x}\right]_{h} \varphi_{x}-[f(u)]_{h} \varphi\right)(x, t) d x \geq 0 \tag{3.3}
\end{equation*}
$$

for all $t \in(0, T-h)$ and for all $\varphi \in W_{0}^{1, p}$ satisfying $\varphi \geq 0$, where $[\phi]_{h}$ means the Steklov average of $\phi$, i.e.,

$$
[\phi]_{h}(x, t):= \begin{cases}\frac{1}{h} \int_{t}^{t+h} \phi(x, \tau) d \tau, & t \in(0, T-h] \\ 0, & t \in(T-h, T)\end{cases}
$$

For a weak lower solution $v,(3.3)$ holds true with " $\geq$ " replaced by " $\leq$."

Proof. Take any $t \in(0, T-h)$ and $\varphi \in W_{0}^{1, p}$ satisfying $\varphi \geq 0$. Define the following cut-off function:

$$
\eta^{n}(\tau):= \begin{cases}0, & \tau \in[0, t-1 / n) \\ \int_{t-\tau}^{1 / n} \rho^{n}(s) d s, & \tau \in[t-1 / n, T]\end{cases}
$$

where $\rho^{n}(s):=n \rho(n s)$ and $\rho \in C_{0}^{\infty}(-\infty,+\infty)$ is a function satisfying that $\rho(s) \geq 0$, $\rho(s)=0$ if $|s| \geq 1$, and $\int_{-\infty}^{+\infty} \rho(s) d s=1$. Note that $\eta^{n}(\tau)=1$ for all $\tau \in[t+1 / n, T]$.

We set

$$
\varphi^{n}(x, \tau):=\varphi(x) \eta^{n}(\tau)
$$

for $(x, \tau) \in[0,1] \times[0, T]$ and $n \geq 1$. Since $\varphi^{n} \in C^{1}\left([0, T] ; W_{0}^{1, p}\right)$, we have (3.1) with $\varphi$ and $t$ replaced by $\varphi^{n}$ and $t+h$, respectively:

$$
\begin{align*}
& \int_{0}^{1} u(x, t+h) \varphi(x) \eta^{n}(t+h) d x \\
& \quad+\int_{0}^{t+h} \int_{0}^{1}\left\{-u(x, \tau) \varphi(x) \eta_{t}^{n}(\tau)+\left|u_{x}(x, \tau)\right|^{p-2} u_{x}(x, \tau) \varphi_{x}(x) \eta^{n}(\tau)\right\} d x d \tau  \tag{3.4}\\
& \quad \geq \int_{0}^{t+h} \int_{0}^{1} f(u(x, \tau)) \varphi(x) \eta^{n}(\tau) d x d \tau
\end{align*}
$$

In (3.4) it is easy to see

$$
\int_{0}^{1} u(x, t+h) \varphi(x) \eta^{n}(t+h) d x \longrightarrow \int_{0}^{1} u(x, t+h) \varphi(x) d x
$$

and

$$
\begin{aligned}
\int_{0}^{t+h} & \int_{0}^{1} f(u(x, \tau)) \varphi(x) \eta^{n}(\tau) d x d \tau \\
& =\int_{t-1 / n}^{t+1 / n} \eta^{n} \int_{0}^{1} f(u) \varphi d x d \tau+\int_{t+1 / n}^{t+h} \int_{0}^{1} f(u) \varphi d x d \tau \\
& \longrightarrow \int_{t}^{t+h} \int_{0}^{1} f(u) \varphi(x) d x d \tau
\end{aligned}
$$

as $n \rightarrow+\infty$. The remaining term is expressed as

$$
\begin{aligned}
\int_{t-1 / n}^{t+1 / n} & \int_{0}^{1}\left(-u \varphi \eta_{t}^{n}+\left|u_{x}\right|^{p-2} u_{x} \varphi_{x} \eta^{n}\right) d x d \tau+\int_{t+1 / n}^{t+h} \int_{0}^{1}\left|u_{x}\right|^{p-2} u_{x} \varphi_{x} d x d \tau \\
= & -\int_{t-1 / n}^{t+1 / n} \rho^{n}(t-\tau) \int_{0}^{1} u \varphi d x d \tau+\int_{t-1 / n}^{t+1 / n} \eta^{n} \int_{0}^{1}\left|u_{x}\right|^{p-2} u_{x} \varphi_{x} d x d \tau \\
& +\int_{t+1 / n}^{t+h} \int_{0}^{1}\left|u_{x}\right|^{p-2} u_{x} \varphi_{x} d x d \tau
\end{aligned}
$$

One can show that the right-hand side of the above equality converges to

$$
-\int_{0}^{1} u(x, t) \varphi(x) d x+\int_{t}^{t+h} \int_{0}^{1}\left|u_{x}\right|^{p-2} u_{x} \varphi_{x} d x d \tau \quad \text { as } n \rightarrow+\infty
$$

Therefore, letting $n \rightarrow+\infty$ in (3.4) we obtain

$$
\begin{align*}
& \int_{0}^{1} u(x, t+h) \varphi(x) d x-\int_{0}^{1} u(x, t) \varphi(x) d x+\int_{t}^{t+h} \int_{0}^{1}\left|u_{x}\right|^{p-2} u_{x} \varphi_{x} d x d \tau  \tag{3.5}\\
& \quad \geq \int_{t}^{t+h} \int_{0}^{1} f(u) \varphi(x) d x d \tau
\end{align*}
$$

Dividing (3.5) by $h$ and recalling the definition of Steklov average we get

$$
\int_{0}^{1}[u]_{h, t} \varphi(x) d x+\int_{0}^{1}\left[\left|u_{x}\right|^{p-2} u_{x}\right]_{h} \varphi_{x} d x \geq \int_{0}^{1}[f(u)]_{h} \varphi(x) d x
$$

Proof of Theorem 1.4. Let $u$ and $v$ be a weak upper and a weak lower solution of (P). For every $\tau \in(0, t)$ such that $u(\tau), v(\tau) \in W^{1, p}$ and $h \in(0, T-\tau)$, Lemma 3.1 yields

$$
\begin{aligned}
& \int_{0}^{1}\left\{\left([v]_{h, t}-[u]_{h, t}\right)(\tau) \varphi\right. \\
& \left.\quad+\left(\left[\left|v_{x}\right|^{p-2} v_{x}\right]_{h}-\left[\left|u_{x}\right|^{p-2} u_{x}\right]_{h}\right)(\tau) \varphi_{x}-\left([f(v)]_{h}-[f(u)]_{h}\right)(\tau) \varphi\right\} d x \leq 0
\end{aligned}
$$

for any $\varphi \in W_{0}^{1, p}$. Putting $\varphi(x)=\left([v(x, \tau)-u(x, \tau)]_{h}\right)_{+} \in W_{0}^{1, p}$, where $w_{+}(x):=$ $\max \{w(x), 0\}$, we obtain

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t} \int_{0}^{1}\left([v-u]_{h}\right)_{+}^{2}(x, \tau) d x+\int_{0}^{1}\left[\left|v_{x}\right|^{p-2} v_{x}-\left|u_{x}\right|^{p-2} u_{x}\right]_{h}\left([v-u]_{h}\right)_{+, x} d x \\
& \quad \leq \int_{0}^{1}[f(v)-f(u)]_{h}\left([v-u]_{h}\right)_{+} d x
\end{aligned}
$$

Integrating the above inequality over $(0, t)$ and letting $h \rightarrow 0$ (see [3, Chapter I, Lemma 3.2]), we see that the second term of the left-hand side becomes nonnegative because of the monotonicity of the $p$-Laplace operator. Therefore

$$
\begin{aligned}
& \frac{1}{2} \int_{0}^{1}(v-u)_{+}^{2}(x, t) d x-\frac{1}{2} \int_{0}^{1}\left(v_{0}-u_{0}\right)_{+}^{2}(x) d x \\
& \quad \leq \int_{0}^{t} \int_{0}^{1}(f(v)-f(u))(v-u)_{+} d x d \tau \\
& \quad \leq C \int_{0}^{t} \int_{0}^{1}(v-u)_{+}^{2}(x, \tau) d x d \tau
\end{aligned}
$$

where $C=\sup \left\{f^{\prime}(s) ; s \in \mathbb{R}\right\}<+\infty$. By Gronwall's inequality,

$$
\left\|(v-u)_{+}(t)\right\| \leq\left\|\left(v_{0}-u_{0}\right)_{+}\right\| e^{C t}
$$

By the assumption, the right-hand side of this inequality vanishes; therefore the assertion follows.

Remark 3.3. In sections 4 and 5 , we will apply Theorem 1.4 by choosing continuous functions (in $[0,1] \times[0, T]$ ) as weak upper and lower solutions. Therefore, the comparison holds for all $t \in[0, T]$.
4. Stability of $\phi_{0}$. In this section we prove Theorem 1.3 by using Theorem 1.4.

Proof of Theorem 1.3. Let $\phi_{0}$ be the positive solution of (SP) with a flat hat. Since the attractivity has been proved in [15], it suffices to show the stability of $\phi_{0}$.

Let any $\varepsilon>0$ be fixed. First we will show the stability of $\phi_{0}$ from above. For any $\eta>0$, we define

$$
\phi_{\eta}^{*}(x):=\min \left\{-\phi_{*}\left(x+\eta ; \eta,\left\{-\Lambda_{0}\right\}\right), 1+\eta,-\phi_{*}\left(x-\eta ; \eta,\left\{1+\Lambda_{0}\right\}\right)\right\}
$$

for $x \in[0,1]$, where $\phi_{*}$ is the function appearing in (2.4). If $\eta>0$ is sufficiently small, then

$$
\phi_{0}(x)<\phi_{\eta}^{*}(x)<\phi_{0}(x)+\varepsilon, \quad x \in[0,1] .
$$

Setting $u^{*}(x, t):=\phi_{\eta}^{*}(x)$ for $(x, t) \in[0,1] \times[0,+\infty)$, we see from Remark 3.2 that $u^{*}$ is a weak upper solution. Therefore, taking $\delta>0$ such that $\phi_{0}(x)+\delta<\phi_{\eta}^{*}(x)$ for $x \in[0,1]$, we conclude from Theorem 1.4 that for any $u_{0}$ satisfying $u_{0}(x)<\phi_{0}(x)+\delta$

$$
\begin{equation*}
u\left(x, t ; u_{0}\right) \leq u^{*}(x, t)=\phi_{\eta}^{*}(x)<\phi_{0}(x)+\varepsilon \text { for }(x, t) \in[0,1] \times[0,+\infty) \tag{4.1}
\end{equation*}
$$

Next we will prove the stability of $\phi_{0}$ from below. Consider the following initial value problem:

$$
\left\{\begin{array}{l}
\lambda\left(\left|\phi_{x}\right|^{p-2} \phi_{x}\right)_{x}+f(\phi)=0  \tag{IP}\\
\phi(0)=0, \quad \phi_{x}(0)=\alpha
\end{array}\right.
$$

where $\alpha$ is a positive parameter. It is known in [15] that the solution $\phi(\cdot ; \alpha)$ of (IP) is a continuously differentiable and strictly monotone increasing function on $[0, X(\alpha)]$, where $X(\alpha)$ satisfies $\phi_{x}(X(\alpha) ; \alpha)=0$. Note that the function $g$, which generates the layers of $\phi_{0}$, is identical with $\phi\left(\cdot ; \alpha_{0}\right)$ on $\left[0, X\left(\alpha_{0}\right)\right]=\left[0, \Lambda_{0}\right]$, where $\alpha_{0}:=\{p F(1) / \lambda(p-1)\}^{1 / p}$. Let $\xi>0$ be any sufficiently small number and fix it. We can see in [15] that $X\left(\alpha_{0}-\xi\right)<X\left(\alpha_{0}\right)$ and that $\phi\left(x ; \alpha_{0}-\xi\right)<\phi_{0}(x)$ for $x \in\left(0, X\left(\alpha_{0}-\xi\right)\right)$. Putting

$$
\tilde{\phi}\left(x ; \alpha_{0}-\xi\right):= \begin{cases}-\infty, & x \in\left(-\infty,-X\left(\alpha_{0}-\xi\right)\right) \\ -\phi\left(-x ; \alpha_{0}-\xi\right), & x \in\left[-X\left(\alpha_{0}-\xi\right), 0\right) \\ \phi\left(x ; \alpha_{0}-\xi\right), & x \in\left[0, X\left(\alpha_{0}-\xi\right)\right] \\ +\infty, & x \in\left(X\left(\alpha_{0}-\xi\right),+\infty\right)\end{cases}
$$

we define

$$
\phi_{*}^{\eta}(x):=\min \left\{\tilde{\phi}\left(x-\eta ; \alpha_{0}-\xi\right), \tilde{\phi}\left(X\left(\alpha_{0}-\xi\right) ; \alpha_{0}-\xi\right),-\tilde{\phi}\left(x-1+\eta ; \alpha_{0}-\xi\right)\right\}
$$

for $x \in[0,1]$. If $\eta \in\left(0, X\left(\alpha_{0}\right)-X\left(\alpha_{0}-\xi\right)\right)$ is sufficiently small, one can show

$$
\phi_{0}(x)-\varepsilon<\phi_{*}^{\eta}(x)<\phi_{0}(x), \quad x \in[0,1] .
$$

Observe that $u_{*}(x, t):=\phi_{*}^{\eta}(x)$ is a weak lower solution of $(\mathrm{P})$ in $[0,1] \times[0,+\infty)$. Therefore, taking $\delta>0$ such that $\phi_{*}^{\eta}(x)<\phi_{0}(x)-\delta$ for $x \in[0,1]$, one can see from Theorem 1.4 that for any $u_{0}$ satisfying $\phi_{0}(x)-\delta<u_{0}(x)$

$$
\begin{equation*}
\phi_{0}(x)-\varepsilon<\phi_{*}^{\eta}(x)=u_{*}(x, t) \leq u\left(x, t ; u_{0}\right) \text { for }(x, t) \in[0,1] \times[0,+\infty) \tag{4.2}
\end{equation*}
$$

Finally, combining (4.1) and (4.2), we see that $\left\|u_{0}-\phi_{0}\right\|_{\infty}<\delta$ implies $\| u\left(t ; u_{0}\right)-$ $\phi_{0} \|_{\infty}<\varepsilon$ for all $t \in[0,+\infty)$.
5. Conditional stability of $\phi_{l}$. In this section we will discuss a conditional stability of each sign-changing solution $\phi_{l}$ of (SP) with flat hats by using the comparison functions used in the previous sections.

We will discuss the case $l=1$. Recall that $\phi_{1}$ is expressed as

$$
\phi_{1}(x)= \begin{cases}g(x), & x \in \Pi_{0}=\left[0, \Lambda_{0}\right), \\ 1, & x \in \Omega_{0}=\left[\Lambda_{0}, \Lambda_{0}+c_{0}\right] \\ -g\left(x-\Lambda_{1}-c_{0}\right), & x \in \Pi_{1}=\left(\Lambda_{0}+c_{0}, \Lambda_{2}+c_{0}\right), \\ -1, & x \in \Omega_{1}=\left[\Lambda_{2}+c_{0}, \Lambda_{2}+c_{0}+c_{1}\right] \\ g(x-1), & x \in \Pi_{2}=\left(\Lambda_{2}+c_{0}+c_{1}, 1\right]\end{cases}
$$

where $c_{0}$ and $c_{1}$ are any positive numbers satisfying $c_{0}+c_{1}=1-\Lambda_{3}>0$. We introduce the following two functions:

$$
\overline{\phi_{\delta}^{*}}(x):=\min \left\{-\phi_{*}\left(x+\delta ; \delta,\left\{-\Lambda_{0}\right\}\right), 1+\delta,-\phi_{*}\left(x-\delta ; \delta,\left\{\Lambda_{2}+c_{0}\right\}\right)\right\}, \quad x \in[0,1],
$$

and

$$
\overline{\phi_{*}^{\delta}}(x):= \begin{cases}+\infty, & x \in\left[0, \Lambda_{1}+c_{0}+\delta\right) \\ \max \left\{-\tilde{\phi}\left(x-\Lambda_{1}-c_{0}-\delta ; \alpha_{0}-\xi\right),\right. & \\ \left.-\tilde{\phi}\left(X\left(\alpha_{0}-\xi\right) ; \alpha_{0}-\xi\right), \tilde{\phi}\left(x-1+\delta ; \alpha_{0}-\xi\right)\right\}, & x \in\left[\Lambda_{1}+c_{0}+\delta, 1\right]\end{cases}
$$

We define

$$
\Phi_{\delta}^{*}(x):=\min \left\{\overline{\phi_{\delta}^{*}}(x), \overline{\phi_{*}^{\delta}}(x)\right\}, \quad x \in[0,1] .
$$

Similarly, making use of the two functions

$$
\underline{\phi_{\delta}^{*}}(x):= \begin{cases}\min \left\{\tilde{\phi}\left(x-\delta ; \alpha_{0}-\xi\right), \tilde{\phi}\left(X\left(\alpha_{0}-\xi\right) ; \alpha_{0}-\xi\right),\right. & \\ \left.-\tilde{\phi}\left(x-\Lambda_{1}-c_{0}+\delta ; \alpha_{0}-\xi\right)\right\}, & x \in\left[0, \Lambda_{1}+c_{0}-\delta\right], \\ -\infty, & x \in\left(\Lambda_{1}+c_{0}-\delta, 1\right]\end{cases}
$$

and

$$
\underline{\phi_{*}^{\delta}}(x):=\max \left\{\phi_{*}\left(x+\delta ;\left\{\Lambda_{0}+c_{0}\right\}\right),-1-\delta, \phi_{*}\left(x-\delta ;\left\{1+\Lambda_{0}\right\}\right)\right\}, \quad x \in[0,1],
$$

we define

$$
\Phi_{*}^{\delta}(x):=\max \left\{\underline{\phi_{\delta}^{*}}(x), \underline{\phi_{*}^{\delta}}(x)\right\}, \quad x \in[0,1] .
$$

Then $\phi_{1}$ is sandwiched between $\Phi_{\delta}^{*}$ and $\Phi_{*}^{\delta}$. More precisely, it holds that

$$
\begin{array}{r}
\phi_{1}\left(\Lambda_{0}+c_{0}-\delta\right)=\Phi_{*}^{\delta}\left(\Lambda_{0}+c_{0}-\delta\right) \\
\phi_{1}\left(\Lambda_{2}+c_{0}+\delta\right)=\Phi_{\delta}^{*}\left(\Lambda_{2}+c_{0}+\delta\right) \tag{5.2}
\end{array}
$$

and that $\Phi_{*}^{\delta}(x)<\phi_{1}(x)<\Phi_{\delta}^{*}(x)$ for all $x \in[0,1] \backslash\left\{\Lambda_{0}+c_{0}-\delta, \Lambda_{2}+c_{0}+\delta\right\}$. Furthermore, we can observe that $\Phi_{\delta}^{*}$ and $\Phi_{*}^{\delta}$ are a weak upper and a weak lower solution, respectively. Therefore, for any $u_{0}$ whose graph lies in the shaded portion of Figure 5.1, the solution $u\left(x, t ; u_{0}\right)$ keeps on staying within the portion; therefore $\phi_{1}$ is conditionally stable for such initial data. We should note that $\Phi_{\delta}^{*}$ and $\Phi_{*}^{\delta}$ have "bumps" at $x=\Lambda_{0}+c_{0}-\delta$ and $\Lambda_{2}+c_{0}+\delta$ as seen in (5.1) and (5.2). These bumps make the shaded portion narrow and play a role making $u\left(t ; u_{0}\right)$ cling to the layer of $\phi_{1}$.

To see the conditional stability of $\phi_{l}$ for general $l \geq 1$, it is sufficient to form bumps near each layer as is exhibited in Figure 5.2 (the case $l=2$ ).


Fig. 5.1. Domain of stability for $\phi_{1}$.


FIG. 5.2. Domain of stability for $\phi_{2}$.
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#### Abstract

In this paper we verify a conjecture of M. Vuorinen that the Muir approximation is a lower approximation to the arc length of an ellipse. Vuorinen conjectured that $f(x)=$ ${ }_{2} F_{1}\left(\frac{1}{2},-\frac{1}{2} ; 1 ; x\right)-\left[\left(1+(1-x)^{3 / 4}\right) / 2\right]^{2 / 3}$ is positive for $x \in(0,1)$. The authors prove a much stronger result which says that the Maclaurin coefficients of $f$ are nonnegative. As a key lemma, we show that ${ }_{3} F_{2}(-n, a, b ; 1+a+b, 1+\epsilon-n ; 1)>0$ when $0<a b /(1+a+b)<\epsilon<1$ for all positive integers $n$.
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1. Introduction. Let $a$ and $b$ be the semiaxes of an ellipse with eccentricity $e=\sqrt{a^{2}-b^{2}} / a$. Let $L(a, b)$ denote the arc length of the ellipse. Without loss of generality we can take one of the semiaxes, say $a$, to be 1 . Legendre's complete elliptic integral of the second kind can be defined by

$$
E(r)=\int_{0}^{\pi / 2} \sqrt{1-r^{2} \sin ^{2} t} d t
$$

Elliptic integrals are so named because of their connection with $L(a, b)$. In turn, these are related to Gauss's hypergeometric functions, ${ }_{2} F_{1}$, defined by

$$
{ }_{2} F_{1}\left(a_{1}, a_{2} ; b_{1} ; z\right)=\sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n}\left(a_{2}\right)_{n}}{\left(b_{1}\right)_{n} n!} z^{n}
$$

with the Appell (or Pochhammer) symbol $(a)_{n}=a(a+1) \cdots(a+n-1)$ for $n \geq 1$ and $(a)_{0}=1, a \neq 0$. We shall need the generalized hypergeometric function, ${ }_{p} F_{q}$, defined by

$$
{ }_{p} F_{q}\left(a_{1}, a_{2}, \ldots, a_{p} ; b_{1}, b_{2}, \ldots, b_{q} ; z\right)=\sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n} \cdot\left(a_{2}\right)_{n} \cdots\left(a_{p}\right)_{n}}{\left(b_{1}\right)_{n} \cdot\left(b_{2}\right)_{n} \cdots\left(b_{q}\right)_{n}} \frac{z^{n}}{n!}
$$

(see [12, p. 73]). It was noted by Maclaurin in 1742 (see [2]) that

$$
L(1, b)=4 E(e)=2 \pi_{2} F_{1}\left(\frac{1}{2},-\frac{1}{2} ; 1 ; e^{2}\right) .
$$

There are various references, books, and articles, which discuss the relationships between elliptic integrals and hypergeometric functions (see [3], [7]) and their role in

[^32]applications to physics (see [11], [9]) and in geometric function theory (see [10], [3]). From antiquity several more easily computable approximations to $L(a, b)$ have been suggested. The Almkvist-Berndt survey article [2] has an extensive discussion of these approximations. These approximations and their historical and recent connections to the approximations of $\pi$ can be found in the Borweins' book [6]. An excellent source for all of the above ideas is the Anderson-Vamanamurthy-Vuorinen book Conformal Invariants, Inequalities, and Quasiconformal Mappings [3].

In 1883 , it was proposed by Muir (see [2]) that $L(1, b)$ could be simply approximated by $2 \pi\left[\left(1+b^{3 / 2}\right) / 2\right]^{2 / 3}$. A close numerical examination of the error in this approximation lead M. Vuorinen to pose Problem 5.6 in [13]. This was announced at several international conferences. Letting $x=1-b^{2}$, he asked whether the Muir approximation

$$
g(x)=\left(\frac{1+(1-x)^{3 / 4}}{2}\right)^{2 / 3}
$$

is a lower approximation for the value given by the hypergeometric function

$$
h(x)={ }_{2} F_{1}\left(\frac{1}{2},-\frac{1}{2} ; 1 ; x\right),
$$

that is, whether

$$
h(x)-g(x) \geq 0 \text { for all } x \in(0,1)
$$

We shall prove the following much stronger result.
THEOREM 1.1. Let $g(x)=\sum_{n=0}^{\infty} a_{n} x^{n}$ and $h(x)=\sum_{n=0}^{\infty} A_{n} x^{n}$. Then,

$$
\begin{equation*}
a_{k} \leq A_{k} \text { for all } k=0,1,2, \ldots, n, \ldots \tag{1.1}
\end{equation*}
$$

In particular, the function $f(x) \equiv[h(x)-g(x)] / x^{4}$ is convex and increasing from $(0,1]$ onto $(\alpha, \beta]$, where $\alpha=2^{-14}=0.000061 \cdots$ and $\beta=(2 / \pi)-2^{-2 / 3}=0.006659 \cdots$.

Remarks. The ideas and techniques used to prove Lemma 2.1 and Theorem 1.1 will be used in [5] to determine surprising hierarchical relationships among the 13 historical approximations to $L(a, b)$ discussed in [2]. These approximations range over four centuries from Kepler's in 1642 to Almkvist's in 1985 and include two from Ramanujan.
2. Proof of main results. The proof of Theorem 1.1 requires the following lemma.

Lemma 2.1. Suppose $a, b>0$. Then, for any $\epsilon$ satisfying $\frac{a b}{1+a+b}<\epsilon<1$,

$$
{ }_{3} F_{2}(-n, a, b ; 1+a+b, 1+\epsilon-n ; 1)>0 \quad \text { for all integers } n \geq 1
$$

For the reader's convenience, we include the following classical identities.
Identity 1 (see [1, p. 558, eq. (15.2.24)]). If $|z|<1$, then

$$
(c-b-1) \cdot{ }_{2} F_{1}(a, b ; c ; z)=(c-1) \cdot{ }_{2} F_{1}(a, b ; c-1 ; z)-b \cdot{ }_{2} F_{1}(a, b+1 ; c ; z)
$$

Identity 2 (see [12, p. 60, Thm. 21]). If $|z|<1$, then

$$
{ }_{2} F_{1}(a, b ; c ; z)=(1-z)^{c-a-b} \cdot{ }_{2} F_{1}(c-a, c-b ; c ; z) .
$$

Identity 3 (see [8, p. 59, eq. (3.1.1)]). If $F={ }_{3} F_{2}$, then

$$
F(-n, a, b ; c, d ; 1)=\frac{(d-b)_{n}}{(d)_{n}} F(-n, c-a, b ; c, 1+b-d-n ; 1)
$$

Identity 4 (see [12, p. 82, eq. (14)]). If $F={ }_{3} F_{2}$ and $|z|<1$, then

$$
\begin{aligned}
\left(a_{1}-a_{2}\right) & \cdot F\left(a_{1}, a_{2}, a_{3} ; b_{1}, b_{2} ; z\right) \\
& =a_{1} \cdot F\left(a_{1}+1, a_{2}, a_{3} ; b_{1}, b_{2} ; z\right)-a_{2} \cdot F\left(a_{1}, a_{2}+1, a_{3} ; b_{1}, b_{2} ; z\right)
\end{aligned}
$$

Proof of Lemma 2.1. Using an idea suggested in [4], we let $F={ }_{3} F_{2}$ and consider the generating function

$$
f(r)=\sum_{n=0}^{\infty} \frac{-(-\epsilon)_{n}}{n!} F(-n, a, b ; 1+a+b, 1+\epsilon-n ; 1) r^{n}=\sum_{n=0}^{\infty} c_{n} r^{n}
$$

where $|r|<1$. Note that $-(-\epsilon)_{n}>0$ for $0<\epsilon<1$ and for all $n \geq 1$. Thus we seek to verify that $c_{n}>0$ for all $n \geq 1$.

In this direction, we have

$$
\begin{aligned}
f(r)= & \sum_{n=0}^{\infty} \frac{-(-\epsilon)_{n}}{n!} \sum_{k=0}^{n} \frac{(-n)_{k}(a)_{k}(b)_{k}}{(a+b+1)_{k}(1+\epsilon-n)_{k} k!} r^{n} \\
= & \sum_{n=0}^{\infty} \frac{-(-\epsilon)_{n}}{(1)_{n}} \sum_{k=0}^{n} \frac{\frac{(-1)^{k}(1)_{n}}{(1)_{n-k}}(a)_{k}(b)_{k}}{(a+b+1)_{k} \frac{(-1)^{k}(-\epsilon)_{n}}{(-\epsilon)_{n-k}} k!} r^{n} \\
& \left\{\operatorname{using}(\alpha)_{n-k}=\frac{(-1)^{k}(\alpha)_{n}}{(1-\alpha-n)_{k}} \text { and }(1)_{n}=n!\right\} \\
= & -\sum_{n=0}^{\infty} \sum_{k=0}^{n}\left(\frac{(a)_{k}(b)_{k}}{(a+b+1)_{k} k!} r^{k}\right)\left(\frac{(-\epsilon)_{n-k}}{(n-k)!} r^{n-k}\right) \\
= & -\sum_{n=0}^{\infty}\left(\frac{(-\epsilon)_{n}}{(n)!} r^{n}\right) \sum_{k=0}^{\infty}\left(\frac{(a)_{k}(b)_{k}}{(a+b+1)_{k} k!} r^{k}\right) \quad(\text { see }[12, \text { p. 57, eq. }(2)]) \\
= & -(1-r)^{\epsilon}{ }_{2} F_{1}(a, b ; a+b+1 ; r)
\end{aligned}
$$

Differentiating, we have

$$
\begin{align*}
f^{\prime}(r) & =\epsilon(1-r)^{\epsilon-1}{ }_{2} F_{1}(a, b ; a+b+1 ; r)  \tag{2.1}\\
& -\frac{a b(1-r)^{\epsilon}}{(a+b+1)}{ }_{2} F_{1}(a+1, b+1 ; a+b+2 ; r) .
\end{align*}
$$

An application of Identity 1 followed by Identity 2 to ${ }_{2} F_{1}(a+1, b+1 ; a+b+2 ; r)$ yields

$$
\begin{aligned}
& \frac{a b(1-r)^{\epsilon}}{(a+b+1)}{ }_{2} F_{1}(a+1, b+1 ; a+b+2 ; r) \\
& \quad=\frac{b(1-r)^{\epsilon}}{(a+b+1)}\left[(a+b+1) \cdot{ }_{2} F_{1}(a+1, b+1 ; a+b+1 ; r)\right. \\
& \left.\quad-(b+1) \cdot{ }_{2} F_{1}(a+1, b+2 ; a+b+2 ; r)\right] \\
& \quad=(1-r)^{\epsilon-1}\left[b \cdot{ }_{2} F_{1}(a, b ; a+b+1 ; r)-\frac{b(b+1)}{(a+b+1)} \cdot{ }_{2} F_{1}(a, b+1 ; a+b+2 ; r)\right]
\end{aligned}
$$

Thus (2.1) becomes

$$
\begin{align*}
f^{\prime}(r) & =(1-r)^{\epsilon-1}\left[(\epsilon-b) \cdot{ }_{2} F_{1}(a, b ; a+b+1 ; r)\right. \\
& \left.+\frac{b(b+1)}{(a+b+1)} \cdot{ }_{2} F_{1}(a, b+1 ; a+b+2 ; r)\right] \\
& =(1-r)^{\epsilon-1} \sum_{n=0}^{\infty} \frac{(a)_{n}}{n!}\left[\frac{(b)_{n}(\epsilon-b)}{(a+b+1)_{n}}+\frac{b(b+1)(b+1)_{n}}{(a+b+1)(a+b+2)_{n}}\right] r^{n} \\
& =(1-r)^{\epsilon-1} \sum_{n=0}^{\infty} \frac{(a)_{n}}{n!}\left[\frac{(b)_{n}(\epsilon-b)}{(a+b+1)_{n}}+\frac{(b+1)(b)_{n}(b+n)}{(a+b+1)_{n}(a+b+1+n)}\right] r^{n}  \tag{2.2}\\
& =(1-r)^{\epsilon-1} \sum_{n=0}^{\infty} \frac{(a)_{n}(b)_{n}}{(a+b+1)_{n}(a+b+1+n) n!} \\
& \times[(\epsilon-b)(a+b+1+n)+(b+1)(b+n)] r^{n} \\
& =(1-r)^{\epsilon-1} \sum_{n=0}^{\infty} \frac{(a)_{n}(b)_{n}}{(a+b+1)_{n}(a+b+1+n) n!}  \tag{2.3}\\
& \times[\epsilon(a+b+1+n)+n-a b] r^{n},
\end{align*}
$$

where (2.2) makes use of $\alpha(\alpha+1)_{n}=(\alpha)_{n}(\alpha+n)$. If $\frac{a b}{a+b+1}<\epsilon<1$, then the expression in (2.3) is the product of two series with all positive Maclaurin series coefficients. Hence $f^{\prime}$ has all positive Maclaurin series coefficients which is equivalent to the desired result.

Corollary 2.2. Let $T_{n}={ }_{3} F_{2}\left(-n, \frac{3}{2}, \frac{1}{2} ; 2, \frac{5}{4}-n ; 1\right)$. Then, for all integers $n \geq 8$,

$$
T_{n+1}>T_{n}>0
$$

Proof. Let $F={ }_{3} F_{2}$ and $B_{n}=\left(\frac{3}{4}-n\right)_{n} /\left(\frac{5}{4}-n\right)_{n}$. Using Identity 3, we have that

$$
T_{n}=B_{n} F\left(-n, \frac{1}{2}, \frac{1}{2} ; 2, \frac{1}{4} ; 1\right) .
$$

Direct calculation reveals that $T_{9}>T_{8}>0>T_{7}>\cdots>T_{2}=T_{1}$. Now suppose that $T_{n}>T_{n-1}>0$ for some $n \geq 9$ and note that $B_{n+1} / B_{n}=\left(n+\frac{1}{4}\right) /\left(n-\frac{1}{4}\right)$. Then,

$$
\begin{align*}
T_{n+1} & =B_{n+1} F\left(-n-1, \frac{1}{2}, \frac{1}{2} ; 2, \frac{1}{4} ; 1\right) \\
& =\frac{B_{n+1}}{\left(n+\frac{3}{2}\right)}\left[(n+1) F\left(-n, \frac{1}{2}, \frac{1}{2} ; 2, \frac{1}{4} ; 1\right)+\frac{1}{2} F\left(-n-1, \frac{3}{2}, \frac{1}{2} ; 2, \frac{1}{4} ; 1\right)\right]  \tag{2.4}\\
& =\frac{B_{n+1}(n+1)}{B_{n}\left(n+\frac{3}{2}\right)} T_{n}+\frac{B_{n+1}}{2\left(n+\frac{3}{2}\right)} F\left(-n-1, \frac{3}{2}, \frac{1}{2} ; 2, \frac{1}{4} ; 1\right) \\
& =\frac{\left(n+\frac{1}{4}\right)(n+1)}{\left(n-\frac{1}{4}\right)\left(n+\frac{3}{2}\right)} T_{n}+\frac{B_{n+1}}{2\left(n+\frac{3}{2}\right)} F\left(-n-1, \frac{3}{2}, \frac{1}{2} ; 2, \frac{1}{4} ; 1\right) \\
& >T_{n}+\frac{B_{n+1}}{2\left(n+\frac{3}{2}\right)} F\left(-n-1, \frac{3}{2}, \frac{1}{2} ; 2, \frac{1}{4} ; 1\right)
\end{align*}
$$

where (2.4) follows from Identity 4 , and the inequality holds because $\frac{(n+1 / 4)(n+1)}{(n-1 / 4)(n+3 / 2)}>$ 1 and $T_{n}>0$. Since $B_{n+1}<0$, we shall have that $T_{n+1}>T_{n}>0$ provided we show that $F\left(-n-1, \frac{3}{2}, \frac{1}{2} ; 2, \frac{1}{4} ; 1\right)<0$. To this end, we again apply Identity 3 to observe that

$$
F\left(-n-1, \frac{3}{2}, \frac{1}{2} ; 2, \frac{1}{4} ; 1\right)=\frac{\left(-\frac{1}{4}\right)_{n+1}}{\left(\frac{1}{4}\right)_{n+1}} F\left(-n-1, \frac{1}{2}, \frac{1}{2} ; 2, \frac{1}{4}-n ; 1\right)
$$

Since

$$
\frac{\left(-\frac{1}{4}\right)_{n+1}}{\left(\frac{1}{4}\right)_{n+1}}<0
$$

we need to show that

$$
F\left(-n-1, \frac{1}{2}, \frac{1}{2} ; 2, \frac{1}{4}-n ; 1\right)>0
$$

Letting $m=n+1, a=b=\frac{1}{2}$, and $\epsilon=\frac{1}{4}$, it follows from Lemma 2.1 that

$$
F\left(-n-1, \frac{1}{2}, \frac{1}{2} ; 2, \frac{1}{4}-n ; 1\right)=F(-m, a, b ; a+b+1,1+\epsilon-m ; 1)>0
$$

Hence $T_{n+1}>T_{n}>0$ for all integers $n \geq 8$ by induction.
Proof of Theorem 1.1. Clearly,

$$
A_{n}=\frac{\left(\frac{1}{2}\right)_{n}\left(-\frac{1}{2}\right)_{n}}{n!n!}
$$

Computing the logarithmic derivative of $g$ we have

$$
\frac{g^{\prime}(x)}{g(x)}=-\frac{1}{2}\left(\frac{(1-x)^{-\frac{1}{4}}}{1+(1-x)^{\frac{3}{4}}}\right)
$$

which implies

$$
\begin{equation*}
\left(\sum_{n=0}^{\infty}(n+1) a_{n+1} x^{n}\right)\left((1-x)^{\frac{1}{4}}+1-x\right)=-\frac{1}{2} \sum_{n=0}^{\infty} a_{n} x^{n} \tag{2.5}
\end{equation*}
$$

The coefficients of $x^{n}$ of the left-hand side of (2.5) are obtained from the Cauchy product of the two terms. Solving for $a_{n+1}$ yields (by extracting the $n$th and $(n-1)$ st terms from the Cauchy product)

$$
\begin{equation*}
a_{n+1}=\frac{1}{2(n+1)}\left[\left(\frac{5}{4} n-\frac{1}{2}\right) a_{n}-\sum_{k=0}^{n-2}(k+1) a_{k+1} \frac{\left(-\frac{1}{4}\right)_{n-k}}{(n-k)!}\right] \tag{2.6}
\end{equation*}
$$

We now verify (1.1) using an inductive argument. Clearly, the coefficients of the terms $a_{k}$ in (2.6) are nonnegative. Computation gives: $a_{0}=A_{0}=1, a_{1}=A_{1}=-1 / 4, a_{2}=$ $A_{2}=-3 / 64, a_{3}=A_{3}=-5 / 2^{8}, a_{4}=-11 / 2^{10}$ and $A_{4}=-175 / 2^{14}$. Suppose that the inequality in (1.1) holds for $4 \leq k \leq n$. From (2.6) we have
(2.7) $a_{n+1} \leq$

$$
\frac{1}{2(n+1)}\left[\left(\frac{5}{4} n-\frac{1}{2}\right) \frac{\left(\frac{1}{2}\right)_{n}\left(-\frac{1}{2}\right)_{n}}{n!n!}-\sum_{k=0}^{n-2}(k+1) \frac{\left(\frac{1}{2}\right)_{k+1}\left(-\frac{1}{2}\right)_{k+1}}{(k+1)!(k+1)!} \frac{\left(-\frac{1}{4}\right)_{n-k}}{(n-k)!}\right] .
$$

We need to show that the right-hand side of (2.7) is less than or equal to $A_{n+1}=$ $\frac{\left(\frac{1}{2}\right)_{n+1}\left(-\frac{1}{2}\right)_{n+1}}{(n+1)!(n+1)!}$, that is,

$$
\begin{align*}
\left(\frac{5}{4} n-\frac{1}{2}\right) & \frac{\left(\frac{1}{2}\right)_{n}\left(-\frac{1}{2}\right)_{n}}{n!n!}-2(n+1) \frac{\left(\frac{1}{2}\right)_{n+1}\left(-\frac{1}{2}\right)_{n+1}}{(n+1)!(n+1)!}  \tag{2.8}\\
& \leq \sum_{k=0}^{n-2}(k+1) \frac{\left(\frac{1}{2}\right)_{k+1}\left(-\frac{1}{2}\right)_{k+1}}{(k+1)!(k+1)!} \frac{\left(-\frac{1}{4}\right)_{n-k}}{(n-k)!}
\end{align*}
$$

After adding the $(n-1)$ st and $n$th terms of the right-hand side of (2.8) to inequality (2.8) and then simplifying, we use $(a)_{k+1}=(a+k)(a)_{k},(a)_{n-k}=(-1)^{k}(a)_{k} /(1-a-$ $n)_{k}$, the fact that $(-n)_{k}=0$ for $k \geq n+1$, and the definition of ${ }_{3} F_{2}$ to obtain

$$
\frac{\left(\frac{1}{2}\right)_{n}\left(-\frac{1}{2}\right)_{n}}{n!n!} \cdot \frac{(2 n-1)}{4(n+1)} \leq-\left(\frac{1}{4}\right)\left(-\frac{1}{4}\right)_{n} \frac{{ }_{3} F_{2}\left(-n, \frac{1}{2}, \frac{3}{2} ; 2, \frac{5}{4}-n ; 1\right)}{n!}
$$

or equivalently

$$
\begin{equation*}
{ }_{3} F_{2}\left(-n, \frac{1}{2}, \frac{3}{2} ; 2, \frac{5}{4}-n ; 1\right) \geq \frac{\left(\frac{1}{2}\right)_{n}^{2}}{\left(-\frac{1}{4}\right)_{n}(n+1)!} . \tag{2.9}
\end{equation*}
$$

Clearly, the right-hand side of (2.9) is negative for all $n \geq 1$. Inequality (2.9) can be explicitly verified for $0 \leq n \leq 7$. For $n \geq 8$, inequality (2.9) follows from Corollary 2.2. Thus, the inequality in (1.1) also holds for $k=n+1$. Hence, by induction (1.1) holds for all $k \in \mathbb{N} \cup\{0\}$.

Finally, the convexity and monotonicity of $f$ are clear. By l'Hôpital's rule, $f\left(0^{+}\right)=A_{4}-a_{4}=1 / 2^{14}=1 / 16384$, while the value of $f(1)$ is clear.
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# THE POLES OF THE RESOLVENT FOR THE EXTERIOR NEUMANN PROBLEM OF ANISOTROPIC ELASTICITY* 

MISHIO KAWASHITA ${ }^{\dagger}$ AND GEN NAKAMURA ${ }^{\ddagger}$


#### Abstract

The poles of the resolvent and the asymptotic behavior of the local energy for the exterior Neumann problem of elastic wave equations are considered. For the most general class of anisotropic elastic media, the existence of the poles approaching the real axis is proved if the Rayleigh surface waves exist at least locally. The rate of their convergence to the real axis is estimated. Some results which show that the local energy hardly escapes from any neighborhood of the boundary are also presented. These results are considered as an influence of the existence of the Rayleigh surface waves.

The local existence condition of the Rayleigh surface waves is given in terms of the surface impedance tensor, which is essentially equal to the principal part of the Neumann operator in the elliptic region. Unlike isotropic elastic media, the Rayleigh surface waves exist only locally for anisotropic elastic media. Nevertheless, the local existence of the Rayleigh surface waves is enough to prove the same results as those for the isotropic case.
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Introduction. It is well known that as a phenomenon of the propagation of the singularities, the Rayleigh surface wave which propagates along the boundary of an elastic body never penetrates into the body. One of our interests in this paper is to reconsider the Rayleigh surface wave as a phenomenon of the propagation of the energy. Especially, we want to prove that the energy of the Rayleigh surface wave penetrates into the body and the decay rate of the energy is slower than any negative power of time as time tends to infinity.

In order to state our results more precisely, let $\Omega$ be an exterior domain in $\mathbf{R}^{n}$ $(n \geq 3)$ with $C^{\infty}$ and compact boundary $\Gamma$. We consider the domain $\Omega$ as a general anisotropic elastic medium with a traction free boundary. For the displacement vector $u(t, x)={ }^{t}\left(u_{1}(t, x), \ldots, u_{n}(t, x)\right)$, motions of the elastic medium are described by the following mixed problem:

$$
\begin{cases}\left(\partial_{t}^{2}-A\left(x, \partial_{x}\right)\right) u(t, x)=0 & \text { in } \mathbf{R} \times \Omega  \tag{0.1}\\ N\left(x, \partial_{x}\right) u(t, x)=0 & \text { on } \mathbf{R} \times \Gamma \\ u(0, x)=f_{1}(x), \quad \partial_{t} u(0, x)=f_{2}(x) & \text { on } \Omega\end{cases}
$$

In (0.1), the differential operator $A\left(x, \partial_{x}\right)$ is of the form

$$
A\left(x, \partial_{x}\right) u=\sum_{i, l=1}^{n} \partial_{x_{i}}\left(C_{i l}(x) \partial_{x_{l}} u\right)
$$

[^33]and the boundary operator $N\left(x, \partial_{x}\right)$ is the conormal derivative of $A\left(x, \partial_{x}\right)$, which is represented as $N\left(x, \partial_{x}\right) u=\left.\sum_{i, l=1}^{n} \nu_{i}(x) C_{i l}(x) \partial_{x_{l}} u\right|_{\Gamma}$, where $\nu(x)={ }^{t}\left(\nu_{1}(x), \nu_{2}(x), \ldots\right.$, $\left.\nu_{n}(x)\right)$ is the unit outer normal vector of $\Gamma$ at $x \in \Gamma$.

The $(j, k)$-components $C_{i j k l}(x)$ of the $n \times n$-matrix $C_{i l}(x)$ are called the elastic tensor. Due to the symmetry of $C_{i j k l}(x)$ given as assumption (A.1) below, the boundary condition in (0.1) describes the stress-free condition of the boundary.

It is well known that there is a surface wave called the Rayleigh surface wave (cf. Achenbach [1], Barnett and Lothe [2], Chadwick and Smith [3], Taylor [23]). Concerning the Rayleigh surface wave as a phenomenon of propagation of singularities, the singularities stay over the boundary and never go out from the boundary. Therefore, if the Rayleigh surface wave exists globally, it is "trapped" on the boundary.

In scattering theory, there is a principle asserting that the existence of trapped singularities of solutions yields poles of the resolvent and it also affects the behavior of the local energy decay of solutions. There are many works on this principle, especially for the acoustic wave equation (cf., e.g., Ikawa [5], Ralston [16], Vainberg [24]).

For isotropic elastic media, the Rayleigh surface waves exist globally in time. Hence, in this case, there are many works from the point of view in scattering theory (cf. [6], [10], [12], [18], [19], [20], [21], and [25]). Stefanov and Vodev [21] showed that there are poles of the resolvent approaching the real axis. However, for anisotropic elastic media, we do not know whether the Rayleigh surface waves exist globally in time even if they exist locally. Nevertheless, we can prove the same property for the resolvent. As a by-product of the proof, we can also prove that the local energy of solutions never decay at the rate of any negative power of time.

Throughout this paper, we suppose each component of the elastic tensor $C_{i j k l}(x)$ is of the form $C_{i j k l}(x)=C_{i j k l}^{0}+C_{i j k l}^{1}(x)$, where each $C_{i j k l}^{0}$ is a real constant and $C_{i j k l}^{1}(x)$ is a real-valued $C^{\infty}$ function on $\mathbf{R}^{n}$ with compact support. Denote by $C_{i l}^{0}$ (resp., $\left.C_{i l}^{1}(x)\right)$ the matrices whose $(j, k)$-component is $C_{i j k l}^{0}$ (resp., $\left.C_{i j k l}^{1}(x)\right)$. We set

$$
A^{0}\left(\partial_{x}\right) u=\sum_{i, l=1}^{n} \partial_{x_{i}}\left(C_{i l}^{0} \partial_{x_{l}} u\right), \quad A^{1}\left(x, \partial_{x}\right) u=\sum_{i, l=1}^{n} \partial_{x_{i}}\left(C_{i l}^{1}(x) \partial_{x_{l}} u\right)
$$

Note that $A\left(x, \partial_{x}\right) u=A^{0}\left(\partial_{x}\right) u+A^{1}\left(x, \partial_{x}\right) u$.
Further, we always assume the following physically natural assumptions:

$$
\begin{align*}
& C_{i j k l}(x)=C_{j i k l}(x)=C_{l k j i}(x)  \tag{A.1}\\
& \quad \text { for any } x \in \mathbf{R}^{n} \text { and } i, j, k, l=1, \ldots, n ;
\end{align*}
$$

there is a constant $\delta>0$ such that

$$
\begin{equation*}
\sum_{i, j, k, l=1}^{n} C_{i j k l}(x) \epsilon_{k l} \bar{\epsilon}_{i j} \geq \delta \sum_{i, j=1}^{n}\left|\epsilon_{i j}\right|^{2} \tag{A.2}
\end{equation*}
$$

for any $x \in \mathbf{R}^{n}$ and $n \times n$-symmetrix matrix $\left(\epsilon_{i j}\right)$.
From (A.1) and (A.2), we can define the outgoing (resp., incoming) resolvent $R^{+}(z)$ (resp., $\left.R^{-}(z)\right)$ as follows. The resolvent $R^{ \pm}(z)$ of the stationary problem

$$
\begin{cases}\left(A\left(x, \partial_{x}\right)+z^{2}\right) v(x ; z)=f(x) & \text { in } \Omega  \tag{0.2}\\ N\left(x, \partial_{x}\right) v(x ; z)=0 & \text { on } \Gamma\end{cases}
$$

is a $B\left(L^{2}(\Omega), H^{2}(\Omega)\right)$-valued holomorphic function in $\pm \operatorname{Im} z<0$. For any $a>0$ with $\Gamma \subset B_{a}=\left\{x \in \mathbf{R}^{n} ;|x|<a\right\}, R^{ \pm}(z)$ can be continued meromorphically as a $B\left(L_{a}^{2}(\Omega), H^{2}\left(\Omega_{a}\right)\right)$-valued function on $\widetilde{\mathbf{C}}_{ \pm}$, where $L_{a}^{2}(\Omega)=\left\{f \in L^{2}(\Omega) ; f(x)=0\right.$ in $|x|>a\}, \Omega_{a}=\Omega \cap B_{a}$ and $\widetilde{\mathbf{C}}_{ \pm}=\mathbf{C}$ if $n$ is odd and $\widetilde{\mathbf{C}}_{+}=\{z \in \mathbf{C} \backslash\{0\} ;-3 \pi / 2<$ $\arg z<\pi / 2\}, \widetilde{\mathbf{C}}_{-}=\left\{|z| \exp (-\sqrt{-1} \arg z) ; z \in \widetilde{\mathbf{C}}_{+}\right\}$if $n$ is even (see Appendix A). This extended operator $R^{+}(z)$ (resp., $\left.R^{-}(z)\right)$ is called the outgoing (resp., incoming) resolvent and $v^{+}(x ; z)=R^{+}(z) f(x)$ (resp., $v^{-}(x ; z)=R^{-}(z) f(x)$ ) is the outgoing (resp., incoming) solution of (0.2).

Unlike the isotropic case, the Rayleigh surface waves do not always exist. The necessary and sufficient condition (ERW) for their existence, i.e., existence of the Rayleigh surface waves, is given in terms of the surface impedance tensor. If the space dimension is three, the condition (ERW) coincides with the condition given in Nakamura [15]. The condition (ERW) was first introduced by Barnett and Lothe [2] for the homogeneous (i.e., $C_{i l}^{1}(x)=0$ ) anisotropic elastic medium with flat boundaries. The precise definition of the condition (ERW) and the surface impedance tensor are given in section 1 .

The first purpose of this paper is to show that the existence of the Rayleigh surface waves affects the location of the poles of the resolvent. Concerning this, we have the following theorem.

Theorem 0.1. Assume that (A.1) and (A.2) hold and that the space dimension $n$ is odd. If the Rayleigh surface waves appear, that is, the condition (ERW) in section 1 is satisfied, then for any constants $C_{0}, C_{1}>0$ and integer $N>0$, the resolvent $R^{ \pm}(z)$ has poles in the region $0 \leq \pm \operatorname{Im} z \leq C_{0}|\operatorname{Re} z|^{-N},|\operatorname{Re} z| \geq C_{1}$.

Note that the condition (ERW) is automatically satisfied for the isotropic case. Furthermore, we know the explicit form of the principal symbol of the Neumann operator in the elliptic region. In [21], they used this fact essentially in proving the result corresponding to Theorem 0.1 for the isotropic case. However, the condition (ERW) only gives the fact that the principal symbol of the Neumann operator is locally simple characteristic in the elliptic region. Nevertheless, this is enough to show Theorem 0.1.

From Theorem 0.1, we can show in the next corollary the existence of the poles of the resolvents approaching the real axis.

Corollary 0.2. Under the same assumption as in Theorem 0.1, there exists a sequence of distinct poles $z_{j}(j=1,2, \ldots)$ of $R^{ \pm}(z)$ satisfying

$$
0 \leq \pm \operatorname{Im} z_{j} \leq C_{N}\left|\operatorname{Re} z_{j}\right|^{-N}, \quad(j=1,2, \ldots) \text { for all } N \in \mathbf{N}
$$

In the homogeneous case (i.e., $C_{i l}^{1}(x)=0$ ), as in Iwashita and Shibata [9], Iwashita [8], if we further assume that the characteristic roots of $A^{0}(\xi)=\sum_{i, l=1}^{n} C_{i l}^{0} \xi_{i} \xi_{l}$ are of constant multiplicity for all $\xi \in \mathbf{R}^{n} \backslash\{0\}$, the resolvent is holomorphic on the real axis except the origin. Note that in the homogeneous isotropic case (i.e., $C_{i l}^{1}(x)=0$ and $\left.C_{i j k l}^{0}=\lambda^{0} \delta_{i j} \delta_{l k}+\mu^{0}\left(\delta_{i l} \delta_{j k}+\delta_{i k} \delta_{j l}\right)\right)$ these additional assumptions are also satisfied.

The second purpose of this paper is to consider the asymptotic behavior of the local energy. We define the local energy of the solution $u(t, x)$ of (0.1) at time $t$ in a region $D$ as

$$
\mathbf{E}(u, D, t)=\frac{1}{2} \int_{D}\left\{\sum_{i, j, k, l=1}^{n} C_{i j k l}(x) \partial_{x_{l}} u_{k}(t, x) \overline{\partial_{x_{i}} u_{j}(t, x)}+\left|\partial_{t} u(t, x)\right|^{2}\right\} d x
$$

For any $a>0$ with $\Gamma \subset B_{a}$ and integer $m \geq 0$, we set

$$
p_{m, a}(t)=\sup \left\{\frac{\mathbf{E}\left(u, \Omega_{a}, t\right)}{\left\|\nabla_{x} f_{1}\right\|_{H^{m}(\Omega)}^{2}+\left\|f_{2}\right\|_{H^{m}(\Omega)}^{2}} ; 0 \neq f \in C_{0}^{\infty}\left(\bar{\Omega} \cap B_{a}\right)\right\}
$$

where $u(t, x)$ is the solution of problem (0.1) with the initial data $f={ }^{t}\left(f_{1}, f_{2}\right)$. We call $p_{m, a}(t)$ the uniform decay rate of the local energy. Our second purpose is to show that the existence of the Rayleigh surface waves also affects the behavior of the uniform decay rate.

For acoustic waves, Ralston [16] shows that if there exists a trapping ray of geometrical optics (i.e., the existence of trapping singularities of solutions of the acoustic wave equation), the uniform decay rate $p_{0, a}(t)$ in the sense of Morawetz [14] never tends to 0 as $t \rightarrow \infty$. For isotropic elastic media, as in [10] and [11], we have the same conclusion as in the acoustic case because there exist trapping singularities due to the global existence of the Rayleigh surface waves.

For $p_{m, a}(t)$ with $m \geq 1$, however, by the argument of Walker [26], we can show $\lim _{t \rightarrow \infty} p_{m, a}(t)=0$ even in the general homogeneous anisotropic case. In fact, from (A.1) and (A.2), the proof given by Shibata and Soga [17] implies the local energy decay property; that is, $\lim _{t \rightarrow \infty} \mathbf{E}(u, D, t)=0$ if $D$ is bounded. This property and Rellich compactness theorem give the basis on Walker's proof.

In the isotropic case, Ikehata and Nakamura [6] showed that for any $\alpha>0$ and $m \geq 0$, we cannot have an estimate of the form $p_{m, a}(t) \leq C \exp (-\alpha t)$ if $\Gamma$ is the unit sphere in $\mathbf{R}^{3}$. For general boundary, as in [12], the uniform decay rate $p_{m, a}(t)$ $(m \geq 1)$ never allows an estimate from above by any negative power of time.

Even in the general anisotropic case, we obtain the same conclusions as in the isotropic case.

THEOREM 0.3. We assume that (A.1) and (A.2) are satisfied. If we further assume the condition (ERW) holds, then for any $a>0$ with $\Gamma \subset B_{a}$, we have
(1) $\lim _{t \rightarrow \infty} p_{0, a}(t) \neq 0$,
(2) $\lim _{t \rightarrow \infty} p_{m, a}(t) t^{\gamma}=\infty \quad$ for any $\gamma>0, \quad m \in \mathbf{N} \cup\{0\}$.

Thus, although we only assume the local existence condition (ERW) of the Rayleigh surface waves, we have such conclusions for $p_{m, a}(t)$. This is quite surprising, because the local existence of the Rayleigh surface waves does not mean that there exist trapping singularities. It affects the local energy decay property of the solution which is a global property of the solution.

1. Existence of the Rayleigh surface waves and the surface impedance tensor. Here we review the definition of the surface impedance tensor and its relationship to the existence of the Rayleigh surface waves. For the hypersurface $\Gamma \subset \mathbf{R}^{n}$, the restriction to $\Gamma$ of the cotangent bundle $T^{*}\left(\mathbf{R}^{n}\right)$ has the orthogonal decomposition $\left.T^{*}\left(\mathbf{R}^{n}\right)\right|_{\Gamma}=N^{*}(\Gamma) \oplus\left(N^{*}(\Gamma)\right)^{\perp}$ by the Euclidian metric on $\mathbf{R}^{n}$, where $N^{*}(\Gamma)$ is the conormal bundle of $\Gamma \subset \mathbf{R}^{n}$. Note that the canonical map $\left.\left(N^{*}(\Gamma)\right)^{\perp} \ni \zeta \mapsto \zeta\right|_{T^{*}(\Gamma)} \in T^{*}(\Gamma)$ is isometric, where the fiber metric $\|\zeta\|_{\Gamma}$ of the cotangent bundle $T^{*}(\Gamma)$ is the one induced by the Euclidian metric on $\mathbf{R}^{n}$. We regard the unit outer normal vector $\nu(x)$ as a $C^{\infty}$-section of the conormal bundle $N^{*}(\Gamma)$ by $\sum_{j=1}^{n} \nu_{j}(x) d x_{j}$.
(i) Elliptic region and limiting velocity. Let $s: \widetilde{U} \ni \sigma={ }^{t}\left(\sigma_{1}, \ldots, \sigma_{n-1}\right) \mapsto s(\sigma) \in$ $U \subset \Gamma$ be a local coordinates system, where $\widetilde{U} \subset \mathbf{R}^{n-1}$ is an open set. The coordinates of $\mathbf{R} \times U$ are given by $\kappa: \mathbf{R} \times \widetilde{U} \ni(t, \sigma) \mapsto(t, s(\sigma)) \in \mathbf{R} \times U . \tilde{s}: T^{*}(\widetilde{U}) \rightarrow T^{*}(U)$
and $\tilde{\kappa}: T^{*}(\mathbf{R} \times \widetilde{U}) \rightarrow T^{*}(\mathbf{R} \times U)$ denote the local triviality of $T^{*}(\Gamma)$ and $T^{*}(\mathbf{R} \times \Gamma)$, respectively.

DEFINITION 1.1. The elliptic region $\mathcal{E} \subset T^{*}(\mathbf{R} \times \Gamma) \backslash\{0\}$ of the operator $\partial_{t}^{2}-$ $A\left(x, \partial_{x}\right)$ and the elliptic region $\mathcal{E}_{\Gamma} \subset T^{*}(\Gamma)$ of the operator $A\left(x, \partial_{x}\right)+z^{2}$ are defined by

$$
(\tilde{\kappa})^{-1} \mathcal{E}=\left\{(t, \sigma, \tau, \eta) \in T^{*}(\mathbf{R} \times \widetilde{U}) ; \operatorname{det}\left(\tau^{2} I-\sigma_{p}(A)(s(\sigma), \theta(\sigma, \eta, q))\right)=0\right.
$$ has no real root as a polynomial in $q\}$

and

$$
(\tilde{s})^{-1} \mathcal{E}_{\Gamma}=\left\{(\sigma, \eta) \in T^{*}(\widetilde{U}) ;(t, \sigma, 1, \eta) \in \tilde{\kappa}^{-1}(\mathcal{E}) \quad \text { for some } t \in \mathbf{R}\right\}
$$

respectively. Here $\sigma_{p}(A)(x, \xi)=\sum_{i, l=1}^{n} C_{i l}(x) \xi_{i} \xi_{l}$ is the principal symbol of the operator $A\left(x, \partial_{x}\right)$ and the vector $\theta={ }^{t}\left(\theta_{1}, \ldots, \theta_{n}\right)=\theta(\sigma, \eta, q)$ is defined by $\sum_{j=1}^{n} \theta_{j} d x_{j}=$ $\sum_{j=1}^{n-1} \eta_{j} d \sigma_{j}+q \sum_{j=1}^{n} \nu_{j}(s(\sigma)) d x_{j}$ in $\left(\left.T^{*}\left(\mathbf{R}^{n}\right)\right|_{\Gamma}\right)^{\mathbf{C}}$, i.e., the complexification of the vector bundle $\left.T^{*}\left(\mathbf{R}^{n}\right)\right|_{\Gamma}$.

Note that the elliptic region $\mathcal{E}$ (resp., $\mathcal{E}_{\Gamma}$ ) is well defined as an open conic subset in $T^{*}(\mathbf{R} \times \Gamma)$ (resp., an open subset in $T^{*}(\Gamma)$ ).

Definition 1.2. The limiting velocity $v_{L}(\zeta)$ at $\zeta \in T^{*}(\Gamma) \backslash\{0\}$ is defined by

$$
\left(\tilde{s}^{*} v_{L}\right)(\sigma, \eta)=\inf \left\{c_{i}(\sigma, \eta, \phi)(\cos \phi)^{-1} ; i=1,2, \ldots, n,|\phi|<\pi / 2\right\}
$$

where $c_{i}(\sigma, \eta, \phi)(i=1,2, \ldots, n)$ are the positive real roots of the polynomial in $c$

$$
\operatorname{det}\left(c^{2} I-\sigma_{p}(A)(s(\sigma), \tilde{\theta}(\sigma, \eta, \phi))\right)=0
$$

with $\tilde{\theta}(\sigma, \eta, \phi)=(\cos \phi) \theta(\sigma, \eta, 0)|\eta|_{\Gamma}^{-1}+(\sin \phi) \nu(s(\sigma)),|\eta|_{\Gamma}=\|s((\sigma, \eta))\|_{\Gamma}$.
Note that the limiting velocity $v_{L}$ is well defined as a continuous function on $T^{*}(\Gamma) \backslash\{0\}$, homogeneous of order $0,\left(\tilde{s}^{*} v_{L}\right)(\sigma,-\eta)=\left(\tilde{s}^{*} v_{L}\right)(\sigma, \eta)$ for any $(\sigma, \eta) \in$ $T^{*}(\widetilde{U})$. By Definitions 1.1 and 1.2, we have $\mathcal{E}=\left\{(t, \tau, \zeta) \in T^{*}(\mathbf{R}) \times T^{*}(\Gamma) ;|\tau|<\right.$ $\left.v_{L}(\zeta)\|\zeta\|_{\Gamma}\right\}$ and $\mathcal{E}_{\Gamma}=\left\{\zeta \in T^{*}(\Gamma) ; 1<v_{L}(\zeta)\|\zeta\|_{\Gamma}\right\}$.
(ii) Surface impedance tensor. Now we introduce the surface impedance tensor. We fix $(\sigma, \eta) \in T^{*}(\Gamma), \tau \in \mathbf{R}$ with $(\sigma, \eta / \tau) \in \mathcal{E}_{\Gamma}$ and set $\tilde{\nu}=-\nu(s(\sigma)), m=$ $\theta(\sigma, \eta, 0)|\eta|_{\Gamma}^{-1}, v=\tau /|\eta|_{\Gamma}$. Noting that $|m|^{2}=\sum_{j=1}^{n} m_{j}^{2}=1, m \cdot \tilde{\nu}=0$, we recall the Stroh formalism in [2], [3], [15], and [22] used to define the surface impedance tensor. We consider solutions $u(t, x)$ of equation $\left(\partial_{t}^{2}-A\left(s(\sigma), \partial_{x}\right)\right) u(t, x)=0$ of the form $u(t, x)=a \exp (\sqrt{-1} k(m \cdot x+p \tilde{\nu} \cdot x-v t))$ with positive parameter $k$. We seek such solutions decaying exponentially in $\tilde{\nu} \cdot x$, which is equivalent to finding $p$ with $\operatorname{Im} p>0$ and $a \neq 0$ satisfying $\left(v^{2}-A(s(\sigma), m+p \tilde{\nu})\right) a=0$. Since $|v|<\tilde{s}^{*} v_{L}(\sigma, \eta)$, we always have such a pair of $p$ and $a$. For them, we set $l=-\sum_{i, l=1}^{n} \tilde{\nu}_{i} C_{i l}(s(\sigma))\left(m_{l}+p \tilde{\nu}_{l}\right) a$.

Setting $\xi={ }^{t}\left({ }^{t} a,{ }^{t} l\right) \in \mathbf{C}^{2 n}$, we can seek $p$ and these vectors $a$ and $l$ by the so called Stroh's eigenvalue problem $(N-p) \xi=0$, where

$$
\begin{aligned}
& N= \\
& -\left(\begin{array}{cc}
\langle\tilde{\nu}, \tilde{\nu}\rangle^{-1}\langle\tilde{\nu}, m\rangle & \langle\tilde{\nu}, \tilde{\nu}\rangle^{-1} \\
\langle m, \tilde{\nu}\rangle\langle\tilde{\nu}, \tilde{\nu}\rangle^{-1}\langle\tilde{\nu}, m\rangle-\langle\tilde{\nu}, \tilde{\nu}\rangle^{-1} & \langle m, \tilde{\nu}\rangle^{-1}\langle\tilde{\nu}, \tilde{\nu}\rangle^{-1}
\end{array}\right)
\end{aligned}
$$

with $\langle b, \tilde{b}\rangle=\sum_{i, l=1}^{n}\left(C_{i l}(s(\sigma))-v^{2} m_{i} m_{l}\right) b_{i} \tilde{b}_{l}=\sum_{\tilde{b}_{i, l=1}^{n}}^{n}\left(C_{i l}(s(\sigma))-\tau^{2}|\eta|_{\Gamma}^{-4} \theta_{i}(\sigma, \eta, 0) \theta_{l}\right.$ $(\sigma, \eta, 0)) b_{i} \tilde{b}_{l}$ for $b={ }^{t}\left(b_{1}, \ldots, b_{n}\right), \tilde{b}={ }^{t}\left(\tilde{b}_{1}, \ldots, \tilde{b}_{n}\right)$.

Since $|v|<\tilde{s}^{*} v_{L}(\sigma, \eta), N$ has $2 n$ nonreal eigenvalues $p_{\alpha}(\alpha=1,2, \ldots, 2 n)$ accounting with multiplicity. We order them so that $\operatorname{Im} p_{\alpha}>0$ and $p_{\alpha+n}=\overline{p_{\alpha}}$ (for $\alpha=1,2, \ldots, n)$. We take generalized eigenvectors $\xi_{\alpha}(\alpha=1,2, \ldots, 2 n)$ corresponding to the eigenvalues $p_{\alpha}$. We write the first $n$-components of $\xi_{\alpha}$ as $a_{\alpha}$ and the last $n$-components of $\xi_{\alpha}$ as $l_{\alpha}$, so that $\xi_{\alpha}={ }^{t}\left({ }^{t} a_{\alpha},{ }^{t} l_{\alpha}\right)$. Then, as in [2], [3], and [15], there is an $n \times n$-matrix $Z=Z(\sigma, \eta, \tau)$ such that $l_{\alpha}=\sqrt{-1} Z a_{\alpha}(\alpha=1,2, \ldots, n)$ hold. This matrix is called the surface impedance tensor.

The surface impedance tensor is well defined as an $n \times n$-matrix valued function in $\mathcal{E}$ independent of time $t$ and is homogeneous of order 0 in $(\sigma, \eta)$. In fact, as in [2], [3], and [15], we can represent $Z(\sigma, \eta, \tau)$ as follows:

$$
Z(\sigma, \eta, \tau)=-\left(Q^{-1}(\sigma, \eta, \tau)+\sqrt{-1} Q^{-1}(\sigma, \eta, \tau) S(\sigma, \eta, \tau)\right)
$$

where

$$
\begin{aligned}
& S(\sigma, \eta, \tau)=-(2 \pi)^{-1} \int_{0}^{2 \pi}\langle w(\phi), w(\phi)\rangle^{-1}\langle w(\phi), \eta(\phi)\rangle d \phi \\
& Q(\sigma, \eta, \tau)=-(2 \pi)^{-1} \int_{0}^{2 \pi}\langle w(\phi), w(\phi)\rangle^{-1} d \phi
\end{aligned}
$$

$w(\phi)=-(\sin \phi) \theta\left(\sigma, \eta /|\eta|_{\Gamma}, 0\right)+(\cos \phi)(-\nu(s(\sigma))), \eta(\phi)=(\cos \phi) \theta\left(\sigma, \eta /|\eta|_{\Gamma}, 0\right)+(\sin \phi)$ $(-\nu(s(\sigma)))$.

We also denote by $Z(\zeta, \tau)\left(\zeta \in T^{*}(\Gamma), \tau \in \mathbf{R}\right.$ with $(t, \tau, \zeta) \in \mathcal{E}$ for some $\left.t \in \mathbf{R}\right)$ the surface impedance tensor defined globally in $\mathcal{E}$. By the facts in [2] and [3], the surface impedance tensor $Z(\zeta, \tau)$ is a Hermite matrix for any $(\zeta, \tau)$ and has a limit as $\tau$ tends to $\|\zeta\|_{\Gamma} v_{L}(\zeta)$, which is also denoted by $Z\left(\zeta,\|\zeta\|_{\Gamma} v_{L}(\zeta)\right)$ hereafter; that is, $Z$ is continuous in $\overline{\mathcal{E}} \subset T^{*}(\mathbf{R} \times \Gamma)\{0\}$.
(iii) Condition (ERW). Now we state the condition (ERW) ensuring the existence of the Rayleigh surface waves.
(ERW) There exists a point $\zeta^{0} \in T^{*}(\Gamma)$ such that the Hermite matrix $Z\left(\zeta^{0}, v_{L}\left(\zeta^{0}\right)\left\|\zeta^{0}\right\|_{\Gamma}\right)$ is not nonnegative definite.

In the three dimensional case, it is the same conditon as in Theorem 12 of Barnett and Lothe [2]. Nakamura [15] shows the existence of the Rayleigh surface waves in the sense of propagation of singularities by deducing a good property for the principal symbol of the (time dependent) Neumann operator from the condition in Barnett and Lothe [2] (cf. Theorems 2.2, 2.3, and 2.4 in [15]). By the historical reasons above, we adopt the condition (ERW) as a condition describing the existence of the Rayleigh surface waves.
2. Outline of proof. In this section, we give our plan to show Theorems 0.1 and 0.3 . Both theorems are shown by contradiction arguments. In both cases, the denial of theorems implies estimates of the resolvent near the real axis. Eventually, this fact becomes inconsistent to the assumption (ERW).

For Theorem 0.1, by an argument similar to the proof of Proposition 1 in Stefanov and Vodev [21], we can obtain the following proposition.

Proposition 2.1. Assume that (A.1) and (A.2) hold and that $n$ is odd. If Theorem 0.1 is not true, that is, the resolvent $R^{ \pm}(z)$ is holomorphic in the region $|\operatorname{Im} z| \leq C|\operatorname{Re} z|^{-m_{0}},|\operatorname{Re} z| \geq C^{\prime}$ with some fixed constants $C, C^{\prime}>0$ and $m_{0}>0$,
then there exist constants $C_{0}, C_{1}, C_{2}>0$ such that

$$
\begin{align*}
& \quad\left\|R^{ \pm}(z) f\right\|_{H^{2}\left(\Omega_{a}\right)} \leq C_{2}|z|^{m_{0}+3 n+5}\|f\|_{L^{2}(\Omega)}  \tag{2.1}\\
& \text { for any } f \in L_{a}^{2}(\Omega), z \in \widetilde{\mathbf{C}}_{ \pm},|\operatorname{Im} z| \leq C_{0}|\operatorname{Re} z|^{-\left(m_{0}+3 n+4\right)},|\operatorname{Re} z| \geq C_{1}
\end{align*}
$$

For Theorem 0.3 , if it is not true, we have an estimate $p_{m, a}(t) \leq C t^{-\gamma}$ with some fixed constants $C, \gamma>0, m \in \mathbf{N}$ and $a>0$ satisfying $\Gamma \subset B_{a}$. Then, like the proof of Lemma 7.3 in [12], we can prove an estimate like (2.1). Therefore, in both cases, it only suffices to derive a contradiction by assuming the estimate (2.1) and the condition (ERW).

We argue as follows. First, in the elliptic region, we approximate the Neumann operator by a pseudodifferential operator $B_{N}(z)$ with (complex) parameter $z$. The operator $B_{N}(z)$ is nonelliptic due to the condition (ERW) (cf. sections 4 and 5).

Second, we construct a pseudodifferential operator $P(z)$ with a symbol defined on the whole $T^{*}(\Gamma)$ such that $P(z)$ is an extension of $z^{2 N-1} B_{2 N}(z)$ and it is elliptic in $T^{*}(\Gamma)$ except where $B_{2 N}(z)$ is nonelliptic.

Third, we show the existence of a sequence $z_{j}(j=1,2, \ldots)$ with the properties that $P\left(z_{j}\right)$ has null solutions and $\lim _{j \rightarrow \infty} \operatorname{Re} z_{j}=\infty$. This is done by showing a contradiction under the assumption such that these $z_{j}(j=1,2, \ldots)$ do not exist. We start with preparing a priori estimates of the Neumann operator $T^{ \pm}(z)$ and the resolvent (cf. section 3). Using these a priori estimates and the fact that outgoing and incoming Neumann operators are essentially the same in the elliptic region, we have a priori estimates of $B_{2 N}(z)$ in $\operatorname{Im} z \neq 0$. These estimates imply the invertibility of $P(z)$ for $z$ with sufficiently large $|\operatorname{Im} z|$ and Re $z$. Then, from the denial of the existence of $z_{j}$, the same argument as in [21] implies the estimates $\|f\|_{L^{2}(\Gamma)} \leq C|z|^{-2 N+1}(\log z)^{-1}\|P(z) f\|_{L^{2}(\Gamma)}$ for any $f \in C^{\infty}(\Gamma)$ and real $z \gg 1$ (cf. (7.11) in section 7). Then the condition (ERW) allows us to construct an approximation solution of $P(z)$ which breaks the above estimate (cf. section 7).

Last, we take null solutions $f_{j}$ of $P\left(z_{j}\right)$ with $\left\|f_{j}\right\|_{L^{2}(\Gamma)}=1(j=1,2, \ldots, n)$. Then the functions $f_{j}$ are asymptotically null solutions of $B_{2 N}\left(z_{j}\right)$ (cf. Theorem 6.1). On the other hand, by the estimate (2.1), we can show an estimate of $B_{2 N}(z)$ (cf. (6.1) in section 6). However, this estimate is inconsistent with the existence of the asymptotic null solutions of $B_{2 N}\left(z_{j}\right)$ if $N$ is sufficiently large (cf. section 6).

The prototype of this procedure is proposed by Stefanov and Vodev [21] to show the existence of the poles of the resolvent in the isotropic case. In this case, we know the form of the principal symbol of the Neumann operator. The arguments in [21] are based on this fact. In the anisotropic case, however, we cannot know such a global structure of the principal symbol of the Neumann operator. Hence, this is the main difficulty in the anisotropic case which requires a new idea.

From the condition (ERW), we can only show that the principal symbol of the Neumann operator is "real principal type" locally (cf. Proposition 5.2). This is the reason why we can only know the local existence of the Rayleigh surface waves from the condition (ERW). In our argument, however, this is enough to show results analogous to those in the isotropic case. Furthermore, our procedure is quite general, which can be applied to other equations.
3. The Neumann operator. We start by introducing the Neumann operator $T^{ \pm}(z)$ for the reduced problem which plays a crucial role in proving the main theorems.

We consider the reduced elastic wave equation with an inhomogeneous Dirichlet
datum $g(x)$,

$$
\begin{cases}\left(A\left(x, \partial_{x}\right)+z^{2}\right) v^{ \pm}(x ; z)=0 & \text { in } \Omega,  \tag{3.1}\\ v^{ \pm}(x ; z)=g(x) & \text { on } \Gamma, \\ v^{+}(x ; z) \text { is outgoing (resp., } v^{-}(x ; z) \text { is incoming) }, & \end{cases}
$$

where "outgoing" and "incoming" are defined as similar manners as in the Introduction. We denote by $U^{+}(z)$ (resp., $U^{-}(z)$ ) the outgoing (resp., incoming) solution operator of (3.1). The Neumann operator $T^{ \pm}(z)$ is defined as

$$
T^{ \pm}(z) g(x)=\left.N\left(x, \partial_{x}\right) U^{ \pm}(z) g(x)\right|_{\Gamma} .
$$

Since the operator $U^{+}(z)$ (resp., $\left.U^{-}(z)\right)$ can be represented by the outgoing (resp., incoming) resolvent of the reduced problem for mixed problem with Dirichlet boundary condition, the Neumann operator $T^{ \pm}(z)$ is a $B\left(H^{3 / 2}(\Gamma), H^{1 / 2}(\Gamma)\right)$-valued holomorphic function in $\pm \operatorname{Im} z<0$, and it can be continued meromorphically in $\widetilde{\mathbf{C}}_{ \pm}$. Moreover, $\left(T^{ \pm}(z)\right)^{-1}$ is a $B\left(H^{1 / 2}(\Gamma), H^{3 / 2}(\Gamma)\right)$-valued holomorphic function in $\pm \operatorname{Im} z<0$ and meromorphic function in $\widetilde{\mathbf{C}}_{ \pm}$, since $\left(T^{ \pm}(z)\right)^{-1}$ is represented by $R^{ \pm}(z)$.

Lemma 3.1. Assume that (A.1) and (A.2) hold. If the resolvent satisfies the estimate (2.1), the inverse $\left(T^{ \pm}(z)\right)^{-1}$ of the Neumann operator is holomorphic in $|\operatorname{Im} z| \leq C_{0}|\operatorname{Re} z|^{-\left(m_{0}+3 n+4\right)},|\operatorname{Re} z| \geq C_{1}$ and there is a constant $C_{3}>0$ such that

$$
\begin{aligned}
& \left\|\left(T^{ \pm}(z)\right)^{-1}\right\|_{L^{2}(\Gamma)} \leq C_{3}|z|^{m_{0}+3 n+7}\|f\|_{L^{2}(\Gamma)} \\
& \quad \text { for any } f \in C^{\infty}(\Gamma),|\operatorname{Im} z| \leq C_{0}|\operatorname{Re} z|^{-\left(m_{0}+3 n+4\right)},|\operatorname{Re} z| \geq C_{1},
\end{aligned}
$$

where $C_{0}, C_{1}>0$ are the same constant as in Proposition 2.1.
Proof. From the relation between $\left(T^{ \pm}(z)\right)^{-1}$ and $R^{ \pm}(z)$, we have the holomorphicity of $\left(T^{ \pm}(z)\right)^{-1}$ and the estimate

$$
\begin{aligned}
& \left\|\left(T^{ \pm}(z)\right)^{-1}\right\|_{B\left(H^{1 / 2}(\Gamma)\right)} \leq C|z|^{m_{0}+3 n+7} \\
& \quad \operatorname{in}|\operatorname{Im} z| \leq C_{0}|\operatorname{Re} z|^{-\left(m_{0}+3 n+4\right)},|\operatorname{Re} z| \geq C_{1} .
\end{aligned}
$$

Noting the duality relation $\left(\left(T^{+}(z)\right)^{-1} g, h\right)_{L^{2}(\Gamma)}=\left(g,\left(T^{-}(\bar{z})\right)^{-1} h\right)_{L^{2}(\Gamma)}$ and the following property of the Sobolev norm

$$
\|g\|_{H^{s}(\Gamma)} \leq C(s) \sup \left\{\left|(g, h)_{L^{2}(\Gamma)}\right|\left(\|h\|_{H^{-s}(\Gamma)}\right)^{-1} ; 0 \neq h \in C^{\infty}(\Gamma)\right\},
$$

we obtain the estimate

$$
\begin{aligned}
\left\|\left(T^{ \pm}(z)\right)^{-1}\right\|_{B\left(H^{-1 / 2}(\Gamma)\right)} & \leq C|z|^{m_{0}+3 n+7} \\
\operatorname{in}|\operatorname{Im} z| & \leq C_{0}|\operatorname{Re} z|^{-\left(m_{0}+3 n+4\right)},|\operatorname{Re} z| \geq C_{1} ;
\end{aligned}
$$

(cf. section 2 in [12]). Hence, well-known interpolation results give us Lemma 3.1.
We also need the following lemma.
Lemma 3.2. If we assume (A.1) and (A.2) are satisfied, there exists a constant $C>0$ such that for any $\delta>0$ we have

$$
\begin{aligned}
& \left\|\left(T^{ \pm}(z)\right)^{-1}\right\|_{B\left(L^{2}(\Gamma)\right)} \leq C(1+\delta)|\operatorname{Im} z|^{-1} \\
& \left\|R^{ \pm}(z)\right\|_{B\left(L^{2}(\Omega), H^{1}(\Omega)\right)} \leq C(1+\delta)^{1 / 2}|\operatorname{Im} z|^{-1} \\
& \text { for any } z \in \widetilde{\mathbf{C}}_{ \pm}, \pm \operatorname{Im} z<0,|\operatorname{Im} z| \leq \delta|\operatorname{Re} z|, \operatorname{Re} z \geq 1 .
\end{aligned}
$$

Proof. For a function $g \in C^{\infty}(\Gamma)$ and $z \in \widetilde{\mathbf{C}}_{ \pm}, \pm \operatorname{Im} z<0$, we take the outgoing (resp., incoming) solution $w^{+}(x ; z)$ (resp., $\left.w^{-}(x ; z)\right)$ of the problem

$$
\begin{cases}\left(A\left(x, \partial_{x}\right)+z^{2}\right) w^{ \pm}(x ; z)=0 & \text { in } \Omega \\ N\left(x, \partial_{x}\right) w^{ \pm}(x ; z)=g(x) & \text { on } \Gamma\end{cases}
$$

respectively. Since $w^{ \pm}(x ; z)$ is a $L^{2}$-solution, integration by parts gives

$$
\begin{gather*}
\sum_{i, l=1}^{n}\left(C_{i l}(\cdot) \partial_{x_{l}} w^{ \pm}(\cdot ; z), \partial_{x_{i}} w^{ \pm}(\cdot ; z)\right)_{L^{2}(\Omega)}+(\operatorname{Im} z)^{2}\left\|w^{ \pm}(\cdot ; z)\right\|_{L^{2}(\Omega)}^{2}  \tag{3.2}\\
=(\operatorname{Re} z)^{2}\left\|w^{ \pm}(\cdot ; z)\right\|_{L^{2}(\Omega)}^{2}+\operatorname{Re}\left(g, w^{ \pm}(\cdot ; z)\right)_{L^{2}(\Gamma)} \\
2 \operatorname{Re} z \operatorname{Im} z\left\|w^{ \pm}(\cdot ; z)\right\|_{L^{2}(\Omega)}^{2}=-\operatorname{Im}\left(g, w^{ \pm}(\cdot ; z)\right)_{L^{2}(\Gamma)} \tag{3.3}
\end{gather*}
$$

Recall the well-known estimate, that is, for any $a>0$ with $\Gamma \subset B_{a}$, there exists $C_{a}>0$ such that

$$
\begin{aligned}
\left\|\left.v\right|_{\Gamma}\right\|_{L^{2}(\Gamma)}^{2} \leq & C_{a}\left\{\epsilon\left\|\nabla_{x} v\right\|_{L^{2}\left(\Omega_{a}\right)}^{2}+\epsilon^{-1}\|v\|_{L^{2}\left(\Omega_{a}\right)}^{2}\right\} \\
& \text { for any } 0<\epsilon \leq 1, v \in H^{1}\left(\Omega_{a}\right)
\end{aligned}
$$

For $z \in \widetilde{\mathbf{C}}_{ \pm}$with $\pm \operatorname{Im} z<0$, we use the estimate for $\epsilon=|\operatorname{Re} z|^{-1}, v=w^{ \pm}(\cdot ; z)$, which yields

$$
\begin{align*}
|\operatorname{Re} z|\left\|\left.w^{ \pm}(\cdot ; z)\right|_{\Gamma}\right\|_{L^{2}(\Gamma)}^{2} \leq C_{a}\{ & \left\|\nabla_{x} w^{ \pm}(\cdot ; z)\right\|_{L^{2}\left(\Omega_{a}\right)}^{2}  \tag{3.4}\\
& \left.+|\operatorname{Re} z|^{2}\left\|w^{ \pm}(\cdot ; z)\right\|_{L^{2}\left(\Omega_{a}\right)}^{2}\right\}
\end{align*}
$$

The estimate (3.4), the equalities (3.2), (3.3), and the Korn's inequality (cf. Shibata and Soga [17] or Ito [7]) imply

$$
|\operatorname{Re} z|\left\|\left.w^{ \pm}(\cdot ; z)\right|_{\Gamma}\right\|_{L^{2}(\Gamma)}^{2} \leq C_{a} C\left(1+\frac{|\operatorname{Re} z|}{|\operatorname{Im} z|}\right)\left|\left(g, w^{ \pm}(\cdot ; z)\right)_{L^{2}(\Gamma)}\right|
$$

with some fixed constant $C>0$. Since $\left(T^{ \pm}(z)\right)^{-1} g(x)=\left.w^{ \pm}(\cdot ; z)\right|_{\Gamma}$, the estimate gives us Lemma 3.2 for $\left(T^{ \pm}(z)\right)^{-1}$.

Next we turn to show the estimate of $R^{ \pm}(z)$. Putting $v^{ \pm}(x ; z)=R^{ \pm}(z) f(x)$ and integrating by parts we obtain

$$
\begin{gathered}
\sum_{i, l=1}^{n}\left(C_{i l}(\cdot) \partial_{x_{l}} v^{ \pm}(\cdot ; z), \partial_{x_{i}} v^{ \pm}(\cdot ; z)\right)_{L^{2}(\Omega)}+(\operatorname{Im} z)^{2}\left\|v^{ \pm}(\cdot ; z)\right\|_{L^{2}(\Omega)}^{2} \\
=(\operatorname{Re} z)^{2}\left\|v^{ \pm}(\cdot ; z)\right\|_{L^{2}(\Omega)}^{2}-\operatorname{Re}\left(f, v^{ \pm}(\cdot ; z)\right)_{L^{2}(\Omega)}
\end{gathered}
$$

$2 \operatorname{Re} z \operatorname{Im} z\left\|v^{ \pm}(\cdot ; z)\right\|_{L^{2}(\Omega)}^{2}=\operatorname{Im}\left(f, v^{ \pm}(\cdot ; z)\right)_{L^{2}(\Omega)}$
for $z \in \widetilde{\mathbf{C}}_{ \pm}, \pm \operatorname{Im} z<0$. From the equalities above, it follows that

$$
\begin{aligned}
& \left\|\nabla_{x} v^{ \pm}(\cdot ; z)\right\|_{L^{2}(\Omega)}^{2} \leq C\left\|v^{ \pm}(\cdot ; z)\right\|_{L^{2}(\Omega)} \\
&
\end{aligned}\left\{(\operatorname{Re} z)^{2}\left\|v^{ \pm}(\cdot ; z)\right\|_{L^{2}(\Omega)}+\|f\|_{L^{2}(\Omega)}\right\},
$$

$2|\operatorname{Re} z \operatorname{Im} z|\left\|v^{ \pm}(\cdot ; z)\right\|_{L^{2}(\Omega)} \leq\|f\|_{L^{2}(\Omega)}$,
where we use the Korn's inequality to deduce the estimate of $\nabla_{x} v^{ \pm}(\cdot ; z)$. The estimate implies Lemma 3.2 for $R^{ \pm}(z)$.
4. Approximation operators of the Neumann operator. In this section, we construct an approximate operator of the Neumann operator in the elliptic region $\mathcal{E}_{\Gamma}$ via constructing an approximation of the Poisson operator $U^{ \pm}(z)$. Let $s^{k}: \widetilde{U}_{k} \ni$ $\sigma=\left(\sigma_{1}, \ldots, \sigma_{n-1}\right) \mapsto s^{k}(\sigma) \in U_{k} \subset \Gamma\left(k=1,2, \ldots, N_{0}\right)$ be a local coordinates system satisfying $\Gamma=\cup_{k=1}^{N_{0}} U_{k}$. For $s^{k}$, we denote by $\widetilde{s}^{k}$ the local triviality of $T^{*}\left(U_{k}\right)$. For sufficiently small $b_{0}>0$, the functions $x^{k}(r, \sigma)=s^{k}(\sigma)-r \nu\left(s^{k}(\sigma)\right)$ defined in $|r| \leq b_{0}, \sigma \in \widetilde{U}_{k}\left(k=1, \ldots, N_{0}\right)$ give us a local coordinate system in $\mathbf{R}^{n}$ near $\Gamma$.

To begin, we construct a cutoff operator $X(z)$ in the elliptic region. Take functions $\phi_{k}(x) \in C_{0}^{\infty}\left(U_{k}\right)\left(k=1, \ldots, N_{0}\right)$ such that $\sum_{k=1}^{N_{0}}\left(\phi_{k}(x)\right)^{2}=1$ on $\Gamma$. For fixed open sets $W_{0} \subset W_{1} \subset \mathcal{E}_{\Gamma}$ with $\overline{W_{0}} \subset W_{1}, \overline{W_{1}} \subset \mathcal{E}_{\Gamma}$, which are chosen in Lemma 5.1 in section 5 precisely, we take functions $a(\zeta) \in C^{\infty}\left(T^{*}(\Gamma)\right)$ satisfying $a(\zeta)=I$ near $W_{0}$, $\operatorname{supp} a \subset W_{1}$. We define the cutoff operator $X(z)$ as

$$
\begin{equation*}
(X(z) f)(x)=\sum_{k=1}^{N_{0}} \phi_{k}(x)\left(\left(s^{k}\right)^{-1}\right)^{*}\left[O p_{z}\left(a^{k}\right)\left(s^{k}\right)^{*}\left[\phi_{k}(\cdot) f(\cdot)\right]\right](x) \tag{4.1}
\end{equation*}
$$

where $a^{k}(\sigma, \eta)=\left(\tilde{s}^{k}\right)^{*} a(\sigma, \eta)$. Here, for $u\left(\sigma^{\prime}\right) \in C_{0}^{\infty}\left(\widetilde{U}_{k}\right), O p_{z}\left(a^{k}\right)$ is a pseudodifferential operator with a parameter $z$ defined as

$$
O p_{z}\left(a^{k}\right) u(\sigma)=(2 \pi)^{1-n} z^{n-1} \iint e^{\sqrt{-1} z\left(\sigma-\sigma^{\prime}\right) \cdot \eta} a^{k}(\sigma, \eta) u\left(\sigma^{\prime}\right) d \sigma^{\prime} d \eta
$$

Note that $O p_{z}\left(a^{k}\right)$ is well defined for any $z \in \mathbf{C}$ since $\operatorname{supp} a^{k}$ is compact (for the properties of pseudodifferential operators with a parameter, see [4] or [20]).

Choose functions $\widetilde{\psi}_{k}(\sigma) \in C_{0}^{\infty}\left(\widetilde{U}_{k}\right)$ satisfying $\widetilde{\psi}_{k}(\sigma)=1$ near supp $\widetilde{\phi}_{k}$, where $\widetilde{\phi}_{k}(\sigma)=\left(\left(s^{k}\right)^{*} \phi_{k}\right)(\sigma) \in C_{0}^{\infty}\left(\widetilde{U}_{k}\right)$, and cutoff functions $\varphi_{k}(x) \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$ such that

$$
\begin{aligned}
& \varphi_{k}\left(x^{k}(r, \sigma)\right)=1 \quad \text { near } r=0, \sigma \in \operatorname{supp} \widetilde{\phi}_{k} \\
& \operatorname{supp} \varphi_{k} \subset\left\{x^{k}(r, \sigma) ;|r|<b_{0}, \sigma \in \widetilde{U}_{k}\right\}
\end{aligned}
$$

Now, we construct an approximation $U_{N}(z)=\sum_{k=1}^{N_{0}} U_{N}^{k}(z)$ of the Poisson operator $U^{ \pm}(z)$ of the form

$$
\begin{array}{r}
U_{N}^{k}(z) f\left(x^{k}(r, \sigma)\right)=\varphi_{k}\left(x^{k}(r, \sigma)\right)(2 \pi)^{1-n} z^{n-1} \iint e^{\sqrt{-1} z\left(\sigma-\sigma^{\prime}\right) \cdot \eta} u_{z}^{k, N}(r, \sigma, \eta) \\
\cdot \widetilde{\psi}_{k}\left(\sigma^{\prime}\right)\left(s^{k}\right)^{*}\left(\phi_{k}(\cdot) f(\cdot)\right)\left(\sigma^{\prime}\right) d \sigma^{\prime} d \eta
\end{array}
$$

so that $U_{N}(z)$ satisfies the following equation:

$$
\begin{cases}\left(A\left(x, \partial_{x}\right)+z^{2}\right) U_{N}(z) f(x)=V_{N}(z) f(x) & \text { in } \Omega  \tag{4.2}\\ U_{N}(z) f(x)=X(z) f(x) & \text { on } \Gamma\end{cases}
$$

where the operator $V_{N}(z)$ represents the remainder terms in the approximation.
We seek $u_{z}^{k, N}(r, \sigma, \eta)$ as $u_{z}^{k, N}(r, \sigma, \eta)=\sum_{l=0}^{N-1} u_{z, l}^{k}(r, \sigma, \eta)$. Putting $U_{N}(z)$ into (4.2), we obtain equations which $u_{z, l}^{k}$ have to satisfy on each local coordinate. From now on, we do not write the suffix $k$, referring to the local coordinate $U_{k}$, if it is clear from the context.

The change of variables $(r, \sigma) \mapsto x(r, \sigma)=s(\sigma)-r \nu(s(\sigma))$ transforms the operator $A\left(x, \partial_{x}\right)$ to $\widetilde{A}\left(r, \sigma, \partial_{r}, \partial_{\sigma}\right)$, which yields $\exp (-\sqrt{-1} z \sigma \cdot \eta)\left\{\widetilde{A}\left(r, \sigma, \partial_{r}, \partial_{\sigma}\right)+z^{2}\right\}(\exp (\sqrt{-1} z \sigma$. $\eta) v)=\left\{\widetilde{A}^{(0)}\left(r, \sigma, \partial_{r}, \sqrt{-1} z \eta\right)+\widetilde{A}^{(1)}\left(r, \sigma, \partial_{r}, \partial_{\sigma}, \sqrt{-1} z \eta\right)+\widetilde{A}^{(2)}\left(r, \sigma, \partial_{\sigma}\right)\right\} v$, where $\widetilde{A}^{(j)}$ is a homogeneous polynomial in $\partial_{r}$ and $\sqrt{-1} z \eta$ of order $2-j$. Expanding each coefficient of $\widetilde{A}^{(j)}$ into a power series of $r$ at $r=0$, putting the terms of $\exp (-\sqrt{-1} z$ $\sigma \cdot \eta)\left\{\widetilde{A}\left(r, \sigma, \partial_{r}, \partial_{\sigma}\right)+z^{2}\right\}\left(\exp (\sqrt{-1} z \sigma \cdot \eta) u_{z}^{N}(r, \sigma, \eta)\right)$ with the same order together by the rule that the terms $\partial_{r}$ and $z$ have order 1 , and the power $r^{j}(j \geq 0)$ and the function $u_{z, j}(r, \sigma, \eta)$ have order $-j$, we obtain
for $l=0,1, \ldots, N-1$, where $\delta_{0, l}$ is Kronecker's delta and

$$
\begin{aligned}
\mathcal{R}_{l}(r, \sigma, \eta ; z)=-\{ & \sum_{j=1}^{l} \frac{1}{j!} r^{j}\left(\partial_{r}^{j} \widetilde{A}^{(0)}\right)\left(0, \sigma, \partial_{r}, \sqrt{-1} z \eta\right) u_{z, l-j} \\
& +\sum_{j=0}^{l-1} \frac{1}{j!} r^{j}\left(\partial_{r}^{j} \widetilde{A}^{(1)}\right)\left(0, \sigma, \partial_{r}, \partial_{\sigma}, \sqrt{-1} z \eta\right) u_{z, l-1-j} \\
& \left.+\sum_{j=0}^{l-2} \frac{1}{j!} r^{j}\left(\partial_{r}^{j} \widetilde{A}^{(2)}\right)\left(0, \sigma, \partial_{\sigma}\right) u_{z, l-2-j}\right\} .
\end{aligned}
$$

Here we have used the convention for the summentions with respect to $j$ in the righthand side, that is, each of their sums is zero if there is no $j$ in the summations.

To solve (4.3), we follow the argument in Chapter 6 of Kumano-go [13]; however, we need further consideration to handle complex parameter $z$. Since $\widetilde{A}^{(0)}(0, \sigma, \zeta, \eta)=$ $\sigma_{p}(A)(s(\sigma), \theta(\sigma, \eta, \zeta))$, the set $\mathcal{N}(\sigma, \eta)=\left\{\zeta \in \mathbf{C} ; \operatorname{det}\left(I-\widetilde{A}^{(0)}(0, \sigma, \zeta, \eta)\right)=\right.$ $0\}$ does not intersect the real axis for any $(\sigma, \eta) \in \tilde{s}^{-1}\left(W_{1}\right) \subset \tilde{s}^{-1}\left(\mathcal{E}_{\Gamma}\right)$ (cf. Definition 1.1). Choose a bounded Jordan curve $\mathcal{C}$ enclosing the set $\cup_{(\sigma, \eta) \in \tilde{s}^{-1}\left(W_{1}\right)}\{\zeta \in$ $\mathcal{N}(\sigma, \eta) ; \operatorname{Im} \zeta>0\}$ and belonging to the set $\left\{\zeta ; 2 d_{0}<\operatorname{Im} \zeta<2 d_{0}^{\prime}\right\}$ for some fixed constants $0<d_{0}<d_{0}^{\prime}$.

Because of the asymptotic behavior

$$
\begin{gathered}
-\left(I-\widetilde{A}^{(0)}(0, \sigma, \zeta, \eta)\right)^{-1}=\left(\sum_{i, l=1}^{n} C_{i l}(s(\sigma)) \nu_{i}(s(\sigma)) \nu_{l}(s(\sigma))\right)^{-1} \zeta^{-2}+O\left(|\zeta|^{-3}\right) \\
\text { as } \quad|\zeta| \rightarrow \infty \quad \text { in } \mathbf{C},
\end{gathered}
$$

and the existence of $\left(I-\widetilde{A}^{(0)}(0, \sigma, \zeta, \eta)\right)^{-1}$ for any $\zeta \in \mathbf{R},(\sigma, \eta) \in \tilde{s}^{-1}\left(W_{1}\right),\left(\int_{\mathcal{C}}(I-\right.$ $\left.\left.\widetilde{A}^{(0)}(0, \sigma, \zeta, \eta)\right)^{-1} d \zeta\right)^{-1}$ exists for any $(\sigma, \eta) \in \tilde{s}^{-1}\left(W_{1}\right)$. Thus, we can define the function $v(z, \sigma, \eta)$ by

$$
\begin{align*}
& v(z, \sigma, \eta)=\int_{\mathcal{C}} e^{\sqrt{-1} z \cdot \zeta}\left(I-\widetilde{A}^{(0)}(0, \sigma, \zeta, \eta)\right)^{-1} d \zeta \\
& \cdot\left(\int_{\mathcal{C}}\left(I-\widetilde{A}^{(0)}(0, \sigma, \zeta, \eta)\right)^{-1} d \zeta\right)^{-1} \tag{4.4}
\end{align*}
$$

LEmma 4.1. There exists a constant $\delta_{1}>0$ depending only upon $\Gamma, W_{1}$, $\left.C_{i l}(x)\right|_{\Gamma}$, and the solutions $u_{z, l}(r, \sigma, \eta)$ of the equation (4.3) such that
(1) $u_{z, l}$ are $C^{\infty}$ in $(r, \sigma, \eta) \in[0, \infty) \times \tilde{s}^{-1}\left(W_{1}\right)$, holomorphic in $z,|\operatorname{Im} z| \leq \delta_{1} \operatorname{Re} z$,
(2) $\left|\left(\partial_{r}^{\beta_{0}} \partial_{\sigma}^{\beta} \partial_{\eta}^{\alpha} u_{z, l}\right)(r, \sigma, \eta)\right| \leq C_{\beta_{0}, \beta, \alpha}|z|^{-l+\beta_{0}} e^{-d_{l}(\operatorname{Re} z) r}$ for any $(r, \sigma, \eta) \in[0, \infty) \times$ $\tilde{s}^{-1}\left(W_{1}\right),|\operatorname{Im} z| \leq \delta_{1} \operatorname{Re} z$, where $d_{l}=2^{-1}\left(1+2^{-l}\right) d_{0}>0$,
(3) there is a function $\tilde{u}_{l}(r, \sigma, \eta) \in C^{\infty}\left([0, \infty) \times \tilde{s}^{-1}\left(W_{1}\right)\right)$ satisfying $u_{z, l}(r, \sigma, \eta)$ $=z^{-l} \tilde{u}_{l}(z r, \sigma, \eta)$ for any $(r, \sigma, \eta) \in[0, \infty) \times \tilde{s}^{-1}\left(W_{1}\right), z>0$.
Proof. For $l=0, u_{z, 0}$ is given by $u_{z, 0}(r, \sigma, \eta)=\widetilde{\phi}(\sigma) a(\sigma, \eta) v(z r, \sigma, \eta)$. We assume Lemma 4.1 is true for $u_{z, j}(j=0,1, \ldots, l-1)$. Following Kumano-go [13], for $z>0$, we set

$$
\begin{aligned}
w_{z}(r, \sigma, \eta)=(2 \pi)^{-1} z^{-1} \int_{\mathbf{R}} e^{\sqrt{-1} z \zeta r}(I- & \left.\widetilde{A}^{(0)}(0, \sigma, \zeta, \eta)\right)^{-1} \\
& \cdot \mathcal{F}_{z}\left[\widetilde{\mathcal{R}}_{l}(\cdot, \sigma, \eta ; z)\right](\zeta) d \zeta
\end{aligned}
$$

where $\mathcal{F}_{z}[k](\zeta)=\int_{\mathbf{R}} \exp \left\{-\sqrt{-1} z \zeta r^{\prime}\right\} k\left(r^{\prime}\right) d r^{\prime}, \widetilde{\mathcal{R}}_{l}(r, \sigma, \eta ; z)=\mathcal{R}_{l}(r, \sigma, \eta ; z)$ if $r \geq 0$, $\widetilde{\mathcal{R}}_{l}(r, \sigma, \eta ; z)=0$ if $r<0$. Then we can give $u_{z, l}$ as $u_{z, l}(r, \sigma, \eta)=w_{z}(r, \sigma, \eta)-$ $v(z r, \sigma, \eta) w_{z}(0, \sigma, \eta)$. Thus, (3) in Lemma 4.1 follows from assumption of induction, since $\mathcal{F}_{z}\left[\widetilde{\mathcal{R}}_{l}(\cdot, \sigma, \eta ; z)\right](\zeta)=z^{-1} \mathcal{F}_{1}\left[\widetilde{\mathcal{R}}_{l}\left(z^{-1} \cdot, \sigma, \eta ; z\right)\right](\zeta)$ holds.

We continue $w_{z}$ analytically in $z$. Change of variable and change of contour imply

$$
\begin{align*}
\left(\partial_{r}^{j} w_{z}\right)(r, \sigma, \eta)= & (2 \pi)^{-1} z^{-2} \int_{-\infty+\sqrt{-1} \gamma}^{\infty+\sqrt{-1} \gamma}(\sqrt{-1} \zeta)^{j} e^{\sqrt{-1} \zeta r}  \tag{4.5}\\
& \cdot\left(I-\widetilde{A}^{(0)}\left(0, \sigma, z^{-1} \zeta, \eta\right)\right)^{-1} \mathcal{F}_{1}\left[\widetilde{\mathcal{R}}_{l}(\cdot, \sigma, \eta ; z)\right](\zeta) d \zeta
\end{align*}
$$

for any $j=0,1,0 \leq \gamma \leq d_{l}^{\prime} z, z>0$, where $d_{l}^{\prime}=2^{-1}\left(d_{l}+d_{l-1}\right)$. Since the properties (1), (2) for $u_{z, j}(j=0,1, \ldots, l-1)$ ensure holomorphicity of $\mathcal{F}_{1}\left[\widetilde{\mathcal{R}}_{l}(\cdot, \sigma, \eta ; z)\right](\zeta)$ in $\operatorname{Im} \zeta \leq d_{l}^{\prime} \operatorname{Re} z$ with an estimate

$$
\begin{equation*}
\left|\zeta^{j} \partial_{\sigma}^{\beta} \partial_{\eta}^{\alpha}\left(\mathcal{F}_{1}\left[\widetilde{\mathcal{R}}_{l}(\cdot, \sigma, \eta ; z)\right](\zeta)\right)\right| \leq C_{\alpha, \beta}|z|^{-l+2+j} \tag{4.6}
\end{equation*}
$$

for any $\zeta, z \in C, \operatorname{Im} \zeta \leq d_{l}^{\prime} \operatorname{Re} z,(\sigma, \eta) \in \tilde{s}^{-1}\left(W_{1}\right),|\operatorname{Im} z| \leq \delta_{1}|\operatorname{Re} z|$, and $j=0,1$.
Now we move the parameter $z$ in the complex plane and seek the region of $z$ in which the integral (4.5) is still valid. We set $\zeta^{\prime}=z^{-1} \zeta$. Since $\operatorname{Im} \zeta^{\prime}=-\frac{\operatorname{Im} z}{\operatorname{Re} z}\left(\operatorname{Re} \zeta^{\prime}\right)+$ $\left(\frac{\operatorname{Re} z}{|z|^{2}}+\frac{(\operatorname{Im} z)^{2}}{|z|^{2} \operatorname{Re} z}\right) \operatorname{Im} \zeta$, the image of the line $\operatorname{Im} \zeta=\gamma$ by the map $\zeta^{\prime}=z^{-1} \zeta$ is contained in the region $\left|\operatorname{Im} \zeta^{\prime}\right| \leq \delta^{\prime}\left|\operatorname{Re} \zeta^{\prime}\right|+d_{l}^{\prime}$ if $z$ stays in $|\operatorname{Im} z| \leq \delta^{\prime}|\operatorname{Re} z|$, and $0 \leq$ $\gamma \leq d_{l}^{\prime} \operatorname{Re} z$. Choose $\delta_{2}>0$ depending only upon $\Gamma, W_{1}$, and $\left.C_{i l}(x)\right|_{\Gamma}(i, l=1, \ldots, n)$ as $\left\{\zeta^{\prime} ;\left|\operatorname{Im} \zeta^{\prime}\right| \leq \delta_{2}\left|\operatorname{Re} \zeta^{\prime}\right|+d_{l}^{\prime}\right\} \cap \mathcal{N}(\sigma, \eta)=\phi$ for any $(\sigma, \eta) \in \tilde{s}^{-1}\left(W_{1}\right)$ so that the integral (4.5) is well defined in $|\operatorname{Im} z| \leq \min \left\{\delta_{1}, \delta_{2}\right\} \operatorname{Re} z, 0<\gamma \leq \tilde{d}_{l} \operatorname{Re} z$, and $\partial_{r}^{j} w_{z}$ $(j=0,1)$ is holomorphic in $z$, where $\delta_{1}>0$ is the constant specified in Lemma 4.1 for $u_{z, j}(j=0,1, \ldots, l-1)$. Thus, $\partial_{r}^{j} u_{z, l}(j=0,1)$ can be also continued analytically in $|\operatorname{Im} z| \leq \min \left\{\delta_{1}, \delta_{2}\right\} \operatorname{Re} z$. From the equation of $u_{z, l}$ for $z>0$, it follows that $u_{z, l}$ satisfies (4.3) for $z$ in $|\operatorname{Im} z| \leq \min \left\{\delta_{1}, \delta_{2}\right\} \operatorname{Re} z$ and the property (1) in Lemma 4.1 by the analytic continuation.

To show property (2), we choose $\gamma=d_{l}^{\prime} \operatorname{Re} z$ in the integral (4.5) and change the variable $\operatorname{Re} \zeta$ to $\gamma \operatorname{Re} \zeta$. Since $1 \geq\left|z^{-1} \operatorname{Re} z\right| \geq\left(1+\delta^{\prime 2}\right)^{-1 / 2}>0$ in $|\operatorname{Im} z| \leq \delta^{\prime} \operatorname{Re} z$, by (4.6), we have the estimate of $\partial_{r}^{j} \partial_{\sigma}^{\beta} \partial_{\eta}^{\alpha} u_{z, l}$ for $j=0,1$ as in property (2). Thus, (4.3) implies the property (2) inductively. By the definition $\delta_{2}>0$ in each step of
induction, we can choose $\delta_{1}>0$ in Lemma 4.1 independent of $u_{z, l}$. This completes the proof of Lemma 4.1.

From Lemma 4.1, it follows that

$$
\begin{array}{r}
\left|\partial_{r}^{\beta_{0}} \partial_{\sigma}^{\beta} \partial_{\eta}^{\alpha}\left\{e^{-\sqrt{-1} z \sigma \eta}\left(\widetilde{A}\left(r, \sigma, \partial_{r}, \partial_{\sigma}\right)+z^{2}\right)\left(e^{\sqrt{-1} z \sigma \eta} u_{z}^{N}(r, \sigma, \eta)\right)\right\}\right| \\
\leq C_{\beta_{0}, \beta, \alpha, N}|z|^{-N+2+\beta_{0}} e^{-\left(d_{0} / 2\right)(\operatorname{Re} z) r} \tag{4.7}
\end{array}
$$

for any $(r, \sigma, \eta) \in[0, \infty) \times \tilde{s}^{-1}\left(W_{1}\right),|\operatorname{Im} z| \leq \delta_{1} \operatorname{Re} z$ and $u_{z}^{N}(0, \sigma, \eta)=\widetilde{\phi}(\sigma) a(\sigma, \eta)$. By the procedure of the construction, there is a constant $a>0$ with $\Gamma \subset B_{a}$ satisfying

$$
\begin{equation*}
\operatorname{supp}\left(V_{N}(z) f\right) \subset \bar{\Omega} \cap B_{a} \quad \text { for any } f \in C^{\infty}(\Gamma) \text { and }|\operatorname{Im} z| \leq \delta_{1} \operatorname{Re} z \tag{4.8}
\end{equation*}
$$

Furthermore, from (4.7) it follows that for any $b_{0}>0$, there exist constants $C_{N, b_{0}}>0$, $b_{1}>0$ such that

$$
\begin{align*}
& \left\|V_{N}(z) f\right\|_{L^{2}(\Omega)} \leq C_{N, b_{0}}|z|^{-N+2}\|f\|_{L^{2}(\Gamma)}  \tag{4.9}\\
& \text { for any } f \in C^{\infty}(\Gamma),|\operatorname{Im} z| \leq b_{0} \log (\operatorname{Re} z), \operatorname{Re} z \geq b_{1}
\end{align*}
$$

In fact, it follows from the $L^{2}$-boundness theorem of pseudodifferential operator (cf. Gérard [4]), since $\operatorname{supp} u_{z, l}^{k} \subset[0, \infty) \times\left(\left(\tilde{s}^{k}\right)^{-1}\left(W_{1}\right) \cap\left(\operatorname{supp} \widetilde{\phi}_{k} \times \mathbf{R}^{n}\right)\right)$ for $l=0,1, \ldots, N-1$, and we can consider that the operator $V_{N}(z)$ is a finite sum of pseudodifferential operators on $\widetilde{U}_{k}$ with real parameter Re $z$ having symbols estimated like (4.7) as long as $z$ stays in $|\operatorname{Im} z| \leq b_{0} \log (\operatorname{Re} z)$ and $|\operatorname{Im} z| \leq \delta_{1} \operatorname{Re} z$.

Using the approximation $U_{N}(z)$ of $U^{ \pm}(z)$, we define the approximation $B_{N}(z)$ of the Neumann operator by

$$
B_{N}(z) f(x)=\left.\left(N\left(x, \partial_{x}\right) U_{N}(z) f\right)\right|_{\Gamma} .
$$

By (4.2), the uniqueness of problem (3.1) implies

$$
\begin{gathered}
U^{ \pm}(z) X(z)=U_{N}(z)-R^{ \pm}(z) V_{N}(z)+U^{ \pm}(z) \gamma_{\Gamma} \cdot R^{ \pm}(z) V_{N}(z) \\
\text { for any } \pm \operatorname{Im} z<0,|\operatorname{Im} z| \leq \delta_{1} \operatorname{Re} z
\end{gathered}
$$

where $\gamma_{\Gamma}$ is the trace operator on $\Gamma$. From the definition of $T^{ \pm}(z)$, it follows that

$$
T^{ \pm}(z) X(z)=B_{N}(z)+T^{ \pm}(z) \gamma_{\Gamma} R^{ \pm}(z) V_{N}(z)
$$

which yields

$$
\begin{align*}
& X(z)=\left(T^{ \pm}(z)\right)^{-1} B_{N}(z)+\gamma_{\Gamma} R^{ \pm}(z) V_{N}(z) \\
& \text { for any } z \in \widetilde{\mathbf{C}}_{ \pm}, \pm \operatorname{Im} z<0,|\operatorname{Im} z| \leq \delta_{1} \operatorname{Re} z, \operatorname{Re} z \geq 1 \tag{4.10}
\end{align*}
$$

Note that (4.10) is still valid in a region in $|\operatorname{Im} z| \leq \delta_{1} \operatorname{Re} z$ wherever $\left(T^{ \pm}(z)\right)^{-1}$ and $R^{ \pm}(z)$ are continued analytically because of the analyticity of $V_{N}(z)$ in $|\operatorname{Im} z| \leq$ $\delta_{1} \operatorname{Re} z$.

From the form of $U_{N}(z)$, the operator $B_{N}(z)$ is of the form

$$
\begin{align*}
B_{N}(z) f(x)=\sum_{k=1}^{N_{0}} \varphi_{k}(x)\left(\left(s^{k}\right)^{-1}\right)^{*}\left[O p_{z}\left(b_{z}^{k, N}(\sigma, \eta) \widetilde{\psi}_{k}\left(\sigma^{\prime}\right)\right)\right.  \tag{4.11}\\
\left.\cdot\left(s^{k}\right)^{*}\left(\phi_{k}(\cdot) f(\cdot)\right)\right](x)
\end{align*}
$$

where $b_{z}^{k, N}(\sigma, \eta)=\sum_{j=0}^{N-1} z^{1-j} b_{j}^{k}(\sigma, \eta)$ with $b_{j}^{k} \in C_{0}^{\infty}\left(\left(\tilde{s}^{k}\right)^{-1}\left(W_{1}\right)\right)$ independent of $N$. Moreover, there exists a function $l_{0}(\zeta) \in C^{\infty}\left(\mathcal{E}_{\Gamma}\right)$ such that $b_{0}^{k}(\sigma, \eta)=\widetilde{\phi}_{k}(\sigma) a^{k}(\sigma, \eta)$ $\left(\left(\tilde{s}^{k}\right)^{*} l_{0}\right)(\sigma, \eta)$. Note that $\left(\left(\tilde{s}^{k}\right)^{*} l_{0}\right)(\sigma, \eta)$ is given by

$$
\begin{aligned}
\left(\left(\tilde{s}^{k}\right)^{*} l_{0}\right)(\sigma, \eta)= & -\sum_{i, l=1}^{n} C_{i l}\left(s^{k}(\sigma)\right) \nu_{i}\left(s^{k}(\sigma)\right) \nu_{l}\left(s^{k}(\sigma)\right)\left(\partial_{r} v^{k}\right)(0, \sigma, \eta) \\
& +\sqrt{-1} \sum_{i, l=1}^{n} C_{i l}\left(s^{k}(\sigma)\right) \nu_{i}\left(s^{k}(\sigma)\right) \theta_{l}^{k}(\sigma, \eta, 0)
\end{aligned}
$$

where $v^{k}(r, \sigma, \eta)$ is defined as (4.4) in the coordinate $[0, \infty) \times \widetilde{U}_{k}$. In what follows, we call the function $l_{0}$ the principal part of the operator $B_{N}(z)$.

Before finishing this section, we describe some properties of the operators $B_{N}(z)$, $X(z)$ with $\mu=\operatorname{Im} z$ as a family of pseudodifferential operators with real parameter $\lambda=\operatorname{Re} z$. We set $\Lambda_{a_{0}, a_{1}}=\left\{z=\lambda+\sqrt{-1} \mu \in \mathbf{C}| | \mu \mid \leq a_{0} \log \lambda, \lambda \geq a_{1}\right\}$. Denote by $\Psi_{\rho, \delta}^{m, k}\left(\Gamma:\left[\lambda_{1}, \infty\right)\right)$ the space of pseudodifferential operators with real parameter on $\Gamma$ with local symbols $a_{\lambda}(\sigma, \eta)$ satisfying

$$
\begin{aligned}
& \left|\partial_{\sigma}^{\beta} \partial_{\eta}^{\alpha} a_{\lambda}(\sigma, \eta)\right| \leq C_{\alpha, \beta}|\lambda|^{k+\rho|\alpha|+\delta|\beta|}(1+|\eta|)^{m-|\alpha|} \\
& \qquad \text { for all } \sigma, \eta \in \mathbf{R}^{n} \text { and } \lambda \geq \lambda_{1}
\end{aligned}
$$

Proposition 4.2. (1) For any fixed $a_{0}>0$, the operator $B_{N}(\lambda+\sqrt{-1} \mu)$ belongs to $\Psi_{0,0}^{-\infty, 1}(\Gamma:[1, \infty))$ uniformly in $\mu$ with $\lambda+\sqrt{-1} \mu \in \Lambda_{a_{0}, 1}$. The principal symbol $\sigma_{p}\left(B_{N}(\lambda+\sqrt{-1} \mu)\right)$ is

$$
\sigma_{p}\left(B_{N}(\lambda+\sqrt{-1} \mu)\right)=z\left\{a \cdot l_{0}-\sqrt{-1} \frac{\mu}{\lambda} H_{r a d}\left(a \cdot l_{0}\right)\right\}
$$

where $H_{\text {rad }}$ is the radial vector field on $T^{*}(\Gamma)$ defined by $\left(\tilde{s}^{-1}\right)_{*} H_{\text {rad }}=\sum_{j=1}^{n} \eta_{j} \frac{\partial}{\partial \eta_{j}}$ for any local triviality $\tilde{s}$.
(2) The formal adjoint operator $\left(B_{N}(\lambda+\sqrt{-1} \mu)\right)^{*}$ belongs to $\Psi_{0,0}^{-\infty, 1}(\Gamma:[1, \infty))$ uniformly in $\mu$ with $\lambda+\sqrt{-1} \mu \in \Lambda_{a_{0}, 1}$ and it satisfies

$$
\sigma_{p}\left(\left(B_{N}(\lambda+\sqrt{-1} \mu)\right)^{*}\right)=\bar{z}\left\{a \cdot l_{0}+\sqrt{-1} \frac{\mu}{\lambda} H_{r a d}\left(a \cdot l_{0}\right)\right\}
$$

In particular, $\sigma_{p}\left(\left(B_{N}(\lambda+\sqrt{-1} \mu)\right)^{*}\right)-\sigma_{p}\left(B_{N}(\lambda-\sqrt{-1} \mu)\right) \in \Psi_{0,0}^{-\infty, 0}(\Gamma:[1, \infty))$.
(3) $X(\lambda+\sqrt{-1} \mu) \in \Psi_{0,0}^{-\infty, 1}(\Gamma:[1, \infty))$ uniformly in $\mu$ with $\lambda+\sqrt{-1} \mu \in \Lambda_{a_{0}, 1}$ and we have

$$
\sigma_{p}(X(\lambda+\sqrt{-1} \mu))=a-\sqrt{-1} \frac{\mu}{\lambda} H_{r a d}(a)
$$

5. Properties of the principal part $\boldsymbol{l}_{\mathbf{0}}(\zeta)$. By the definition of the surface impedance tensor $Z(\zeta, \tau)$ and the principal part $l_{0}(\zeta)$ of the approximation operator $B_{N}(z)$, we have

$$
\begin{equation*}
l_{0}(\zeta)=\|\zeta\|_{\Gamma} Z(\zeta, 1) \quad \text { for any } \zeta \in \mathcal{E}_{\Gamma} \tag{5.1}
\end{equation*}
$$

In this section, we show properties of $l_{0}(\zeta)$, which are crucial in proving Theorems 0.1 and 0.3 by the surface impedance tensor.

We set $\Sigma=\left\{\zeta \in \mathcal{E}_{\Gamma} ; \operatorname{det}(Z(\zeta, 1))=0\right\}$. The set $\Sigma$ is a closed subset in $\mathcal{E}_{\Gamma}$.
Lemma 5.1. There exist open sets $W_{0}$ and $W_{1}$ in $\mathcal{E}_{\Gamma}$ such that $\Sigma \subset W_{0}, \overline{W_{0}} \subset W_{1}$, $\overline{W_{1}} \subset \mathcal{E}_{\Gamma}$, where the closure $\overline{W_{i}}$ of $W_{i}(i=0,1)$ is taken in the topology of $T^{*}(\Gamma)$. Furthermore,

$$
\begin{aligned}
& l_{0}(\zeta) \in C^{\infty}\left(\overline{W_{1}}\right) \text { is a Hermite matrix for any } \zeta \in \overline{W_{1}} \\
& l_{0}(\zeta) \text { is an invertible matrix for any } \zeta \in W_{0} \backslash \Sigma .
\end{aligned}
$$

Note. In what follows, we use the open sets $W_{0}$ and $W_{1}$ chosen in Lemma 5.1 as the open sets used for constructing the approximation operator $B_{N}(z)$ in section 4.

Proof. Take a local coordinate $s(\sigma)$ in section 1. The surface impedance tensor $Z(\sigma, \eta, \tau)$ expressed by the local triviality $\tilde{s}$ induced by $s$ has eigenvalues $\zeta_{1}(\sigma, \eta, \tau), \ldots$, $\zeta_{n}(\sigma, \eta, \tau)$ which are real-valued, continuous in $(\sigma, \eta) \in T^{*}(\widetilde{U}), 0<\tau \leq \hat{v}(\sigma, \eta)|\eta|_{\Gamma}$ and real analytic in $0<\tau<\hat{v}(\sigma, \eta)|\eta|_{\Gamma}$, and homogeneous of order 0 in $(\eta, \tau)$, where $\hat{v}(\sigma, \eta)=\left(\tilde{s}^{*} v_{L}\right)(\sigma, \eta)$. Moreover, for any $j=1,2, \ldots, n$, we have

$$
\begin{align*}
& \partial_{\tau} \zeta_{j}(\sigma, \eta, \tau)<0 \quad \text { in } 0<\tau<\hat{v}(\sigma, \eta)|\eta|_{\Gamma}  \tag{5.2}\\
& \zeta_{j}(\sigma, \eta, 0)>0 \tag{5.3}
\end{align*}
$$

(cf. Lemma 4.1 in Nakamura [15]).
Set $I=\left\{j ; \zeta_{j}\left(\sigma, \eta, \hat{v}(\sigma, \eta)|\eta|_{\Gamma}\right)<0\right.$ for some $\left.(\sigma, \eta) \in T^{*}(\widetilde{U})\right\}$. Since property (5.2) implies $\tilde{s}^{-1}(\Sigma)=\cup_{j \in I}\left\{(\sigma, \eta) \in T^{*}(\widetilde{U}) ; \zeta_{j}(\sigma, \eta, 1)=0,1<\hat{v}(\sigma, \eta)|\eta|_{\Gamma}\right\}$, by (5.2) and (5.3) we have $\tilde{s}^{-1}(\Sigma) \subset\left\{(\sigma, \eta) \in T^{*}(\widetilde{U}) ; 1+\epsilon_{0} \leq \hat{v}(\sigma, \eta)|\eta|_{\Gamma} \leq \epsilon_{0}^{-1}\right\} \subset \mathcal{E}_{\Gamma}$ with a fixed $\epsilon_{0}>0$. This means the set $\Sigma$ is a compact set in $\mathcal{E}_{\Gamma}$ so that we can choose open sets $W_{0}$ and $W_{1}$ as in Lemma 5.1. Since $Z(\zeta, \tau)$ is a Hermite matrix, the rest of the proof is obvious.

Next we show how the condition (ERW) reflects on a property of $l_{0}(\zeta)$, which is given by Nakamura [15] in the three dimensional case.

Proposition 5.2. If we assume that the condition (ERW) holds, there exists a local coordinate $s: \widetilde{U} \rightarrow U$ and a point $\left(\sigma^{0}, \eta^{0}\right) \in \tilde{s}^{-1}\left(\mathcal{E}_{\Gamma}\right)$, an open neighborhood $\widetilde{W}$ of $\left(\sigma^{0}, \eta^{0}\right)$ in $\tilde{s}^{-1}\left(W_{0}\right)$, a real-valued $C^{\infty}$-function $\lambda(\sigma, \eta)$ on $\widetilde{W}$, and an $n \times n$-matrix valued $C^{\infty}$-function $q(\sigma, \eta)$ on $\widetilde{W}$ such that

$$
\begin{aligned}
& \lambda\left(\sigma^{0}, \eta^{0}\right)=1,\left(\nabla_{\eta} \lambda\right)\left(\sigma^{0}, \eta^{0}\right) \neq 0, q\left(\sigma^{0}, \eta^{0}\right) \neq 0 \text { and } \\
& \left(\tilde{s}^{*} l_{0}\right)(\sigma, \eta) q(\sigma, \eta)=0 \text { on } \lambda(\sigma, \eta)=1,(\sigma, \eta) \in \widetilde{W}
\end{aligned}
$$

Proof. From (5.1), it suffices to show the same statement for the function $Z(\zeta, 1)$. By the condition (ERW), we can choose a local coordinate $\widetilde{U} \rightarrow U \subset \Gamma$ such that $\zeta_{1}\left(\sigma^{\prime}, \eta^{\prime}, \hat{v}\left(\sigma^{\prime}, \eta^{\prime}\right)\left|\eta^{\prime}\right|_{\Gamma}\right)<0$ for some $\left(\sigma^{\prime}, \eta^{\prime}\right) \in T^{*}(\widetilde{U})$ by reenumeration of the eigenvalues $\zeta_{1}, \zeta_{2}, \ldots, \zeta_{n}$ if it is necessary. From Lemma 4.1 of Nakamura [15], we can find a conic neighborhood $\widetilde{W}_{1}$ of $\left(\sigma^{\prime}, \eta^{\prime}\right)$ in $T^{*}(\widetilde{U})$, a real-valued, positive, and continuous function $\lambda(\sigma, \eta)$ on $\widetilde{W}_{1}$ homogeneous of order 1 in $\eta$ satisfying

$$
\zeta_{1}(\sigma, \eta, \lambda(\sigma, \eta))=0, \quad 0<\lambda(\sigma, \eta)<\hat{v}(\sigma, \eta)|\eta|_{\Gamma} \quad \text { for any }(\sigma, \eta) \in \widetilde{W}_{1}
$$

We can reenumerate the eigenvalues $\zeta_{2}, \ldots, \zeta_{n}$ satisfying $\zeta_{j}\left(\sigma^{\prime}, \eta^{\prime}, \lambda\left(\sigma^{\prime}, \eta^{\prime}\right)\right)=0$ for $j=1,2, \ldots, r_{0}$ and $\zeta_{j^{\prime}}\left(\sigma^{\prime}, \eta^{\prime}, \lambda\left(\sigma^{\prime}, \eta^{\prime}\right)\right) \neq 0$ for $j^{\prime}=r_{0}+1, \ldots, n$ with an integer $1 \leq r_{0} \leqq n$. We can assume that $\zeta_{j}(\sigma, \eta, \lambda(\sigma, \eta)) \neq 0$ for any $j=r_{0}+1, \ldots, n$, $(\sigma, \eta) \in \widetilde{W}_{1}$. Starting from $\widetilde{W}_{1}$, define sequences of open sets $\widetilde{V}_{j}$ and $\widetilde{W}_{j}\left(j=2, \ldots, r_{0}\right)$ as $\widetilde{V}_{j}=\left\{(\sigma, \eta) \in \widetilde{W}_{j-1} ; \zeta_{j}(\sigma, \eta, \lambda(\sigma, \eta)) \neq 0\right\}$ and $\widetilde{W}_{j}=\widetilde{V}_{j}$ if $\widetilde{V}_{j} \neq \phi, \widetilde{W}_{j}=\widetilde{W}_{j-1}$ if $\widetilde{V}_{j}=\phi$. Set $\tilde{I}=\{1\} \cup\left\{j ; \widetilde{V}_{j}=\phi\right\}$. Then it is obvious that the open set $\widetilde{W}_{r_{0}}$ is not empty and $\zeta_{j}(\sigma, \eta, \lambda(\sigma, \eta))=0, \zeta_{j^{\prime}}(\sigma, \eta, \lambda(\sigma, \eta)) \neq 0$ for any $(\sigma, \eta) \in \widetilde{W}_{r_{0}}, j \in \tilde{I}$, $j^{\prime} \in\{1, \ldots, n\} \backslash \tilde{I}$.

Now, we show $\lambda(\sigma, \eta) \in C^{\infty}\left(\widetilde{W}_{r_{0}}\right)$. Set $F(\sigma, \eta, \tau)=\operatorname{det}(Z(\sigma, \eta, \tau))$. Since $F(\sigma, \eta, \tau)=\Pi_{j=1}^{n} \zeta_{j}(\sigma, \eta, \tau)$ for any $(\sigma, \eta) \in \widetilde{W}_{r_{0}}$, from (5.2) we have

$$
\left(\partial_{\tau}^{l} F\right)(\sigma, \eta, \lambda(\sigma, \eta))=0, \quad(l=0,1, \ldots, r-1), \quad\left(\partial_{\tau}^{r} F\right)(\sigma, \eta, \lambda(\sigma, \eta)) \neq 0
$$

where we denote by $r$ the number of the element of $\tilde{I}$. This gives $\lambda(\sigma, \eta) \in C^{\infty}\left(\widetilde{W}_{r_{0}}\right)$ since $\lambda(\sigma, \eta)$ is an implicit function of equation $\left(\partial_{\tau}^{r-1} F\right)(\sigma, \eta, \lambda(\sigma, \eta))=0$ with $\partial_{\tau}\left(\partial_{\tau}^{r-1} F\right)(\sigma, \eta, \lambda(\sigma, \eta)) \neq 0$.

We can choose a point $\left(\sigma^{0}, \eta^{0}\right) \in \widetilde{W}_{r_{0}}$ and an open neighborhood $\widetilde{W}$ satisfying $\lambda\left(\sigma^{0}, \eta^{0}\right)=1, \widetilde{W} \subset \widetilde{W}_{r_{0}} \cap \mathcal{E}_{\Gamma}$, because (5.3) ensures $0<\lambda(\sigma, \eta)<\hat{v}(\sigma, \eta)|\eta|_{\Gamma}$ in $\widetilde{W}_{r_{0}}$. Since $\lambda(\sigma, \eta)$ is positive and homogeneous of order 1 , we have $\left(\nabla_{\eta} \lambda\right)(\sigma, \eta) \neq 0$ on $\widetilde{W}$. We can also take a constant $c_{0}>0$ satisfying $\left|\zeta_{j}(\sigma, \eta, 1)\right|<c_{0},\left|\zeta_{l}(\sigma, \eta, 1)\right|>c_{0}$ on $\widetilde{W}$ for $j \in \tilde{I}, l \in\{1, \cdots, n\} \backslash \tilde{I}$ by shrinking $\widetilde{W}$ if it is necessary. Set $q(\sigma, \tau)=$ $(2 \pi \sqrt{-1})^{-1} \int_{|\zeta|=c_{0}}(\zeta-Z(\sigma, \eta, 1))^{-1} d \zeta \in C^{\infty}(\widetilde{W})$. Then $Z(\sigma, \eta, 1) q(\sigma, \eta)=0$ for $(\sigma, \eta) \in \widetilde{W}$ with $\lambda(\sigma, \eta)=1$ is obvious because $\zeta_{j}(\sigma, \eta, 1)=0$ on $\lambda(\sigma, \eta)=1,(\sigma, \eta) \in$ $\widetilde{W} j \in \tilde{I}$. Since $q\left(\sigma^{0}, \eta^{0}\right)$ is the eigenprojection of $Z\left(\sigma^{0}, \eta^{0}, 1\right)$ to the eigenspace $\operatorname{Ker},\left(Z\left(\sigma^{0}, \eta^{0}, 1\right)\right) \neq\{0\}, q\left(\sigma^{0}, \eta^{0}\right) \neq 0$. This completes the proof of Proposition 5.2.
6. Asymptotic null solution of $\boldsymbol{B}_{\boldsymbol{N}}(\boldsymbol{z})$. Theorems 0.1 and 0.3 are proved by using asymptotic null solutions of $B_{N}(z)$ described in the following theorem.

Theorem 6.1. Assume that the condition (ERW) holds. Then, for any integer $N$, there exist a sequence of function $f_{j}(j=1,2, \ldots)$ and a sequence $z_{j}(j=1,2, \ldots)$, a constant $C_{N}>0$ such that the following (1) $\sim(3)$ hold. These are
(1) $f_{j} \in C^{\infty}(\Gamma), \quad\left\|f_{j}\right\|_{L^{2}(\Gamma)}=1 \quad$ for any $j=1,2, \ldots$,
(2) for any integer $N^{\prime}>0$, there is a constant $C_{N, N^{\prime}}>0$ such that

$$
\begin{aligned}
& \quad\left\|\left(I-X\left(z_{j}\right)\right) f_{j}\right\|_{L^{2}(\Gamma)} \leq C_{N, N^{\prime}}\left|\operatorname{Re} z_{j}\right|^{-N^{\prime}} \\
& \quad\left\|B_{2 N}\left(z_{j}\right) f_{j}\right\|_{L^{2}(\Gamma)} \leq C_{N, N^{\prime}}\left|\operatorname{Re} z_{j}\right|^{-N^{\prime}} \quad \text { for any } j=1,2, \ldots, \\
& \text { (3) }\left|\operatorname{Im} z_{j}\right| \leq C_{N}\left|\operatorname{Re} z_{j}\right|^{-2 N+1} \quad \text { for any } j=1,2, \ldots
\end{aligned}
$$

Proof of Theorems 0.1 and 0.3 . If Theorem 0.1 or Theorem 0.3 is not true, from the equality (4.10), the estimate (4.9), the property (4.8), and Lemma 3.1, it follows that

$$
\begin{align*}
& \|X(z) f\|_{L^{2}(\Gamma)} \leq C|z|^{m_{0}+3 n+7}\left\{\left\|B_{2 N}(z) f\right\|_{L^{2}(\Gamma)}\right. \\
& \left.\quad+|z|^{-2 N+2}\|f\|_{L^{2}(\Gamma)}\right\}  \tag{6.1}\\
& \text { for any } f \in C^{\infty}(\Gamma), z \in \widetilde{\mathbf{C}}_{ \pm}, \operatorname{Re} z \geq C_{1} \\
& \qquad|\operatorname{Im} z| \leq C_{0}|\operatorname{Re} z|^{-\left(m_{0}+3 n+4\right)}
\end{align*}
$$

with some fixed $C, C_{0}, C_{1}$, and $m_{0}>0$. This estimate is inconsistent with Theorem 6.1 for $2 N>m_{0}+3 n+9$. Thus, we have proved Theorems 0.1 and 0.3 are true.

The rest of this paper is devoted to showing Theorem 6.1. Hereafter, we fix $a_{0}>0$ and $N \in \mathbf{N}$. Define a pseudodifferential operator $P(z)$ by

$$
P(z)=z^{2 N-1} B_{2 N}(z)+\sqrt{-1}(I-X(z))\left(z^{2}-\triangle_{\Gamma}\right)^{N} \quad z \in \Lambda_{a_{0}, 1}
$$

where $-\triangle_{\Gamma}$ is the Laplace-Beltrami operator on $\Gamma$. The expression (4.11) implies that $P(z)$ is a $B\left(H^{s+2 N}(\Gamma), H^{s}(\Gamma)\right)$-valued entire function for any $s \in \mathbf{R}$. The statement (1) in Proposition 4.2 says $P(\lambda+\sqrt{-1} \mu) \in \Psi_{0,0}^{2 N, 2 N}(\Gamma:[1, \infty))$ uniformly in $\mu$ with $\lambda+\sqrt{-1} \mu \in \Lambda_{a_{0}, 1}$. By $\sigma_{p}(P(\lambda+\sqrt{-1} \mu))(\zeta)=z^{2 N-1} \sigma_{p}\left(B_{2 N}(\lambda+\sqrt{-1} \mu)\right)(\zeta)+\sqrt{-1}(1-$ $\left.\sigma_{p}(X(\lambda+\sqrt{-1} \mu))\right) z^{2 N}\left(1+\|\zeta\|_{\Gamma}^{2}\right)^{N}$ and Lemma 5.1, there is a constant $a_{1}>0$ such that $P(\lambda+\sqrt{-1} \mu) \in \Psi_{0,0}^{2 N, 2 N}(\Gamma:[1, \infty))\left(\lambda+\sqrt{-1} \mu \in \Lambda_{a_{0}, a_{1}}\right)$ is elliptic in $T^{*}(\Gamma) \backslash \Sigma$ including every infinite point (cf. [21]; for definition of ellipticity for pseudodifferential operator with parameter, see [4]).

We explain our plan to show Theorem 6.1. Consider $P(z)$ as an operator on $L^{2}(\Gamma)$ with domain $D(P(z))=H^{2 N}(\Gamma)$ for any $z \in \Lambda_{a_{0}, a_{1}}$.

Proposition 6.2. If we assume the condition (ERW) holds, there exists a sequence $z_{j} \in \Lambda_{a_{0}, a_{1}}(j=1,2, \ldots)$ such that $\lim _{j \rightarrow \infty} \operatorname{Re} z_{j}=\infty$ and $\operatorname{Ker} P\left(z_{j}\right) \neq\{0\}$ for any $j=1,2, \ldots$.

After proving Proposition 6.2, we choose $f_{j} \in \operatorname{Ker} P\left(z_{j}\right)\left\|f_{j}\right\|_{L^{2}(\Gamma)}=1$ and show that $\left\{z_{j}\right\}$ and $\left\{f_{j}\right\}$ satisfy all properties in Theorem 6.1.

We give a proof of Proposition 6.2 in section 7. In the rest of this section, we show Theorem 6.1 by Proposition 6.2.

Proof of Theorem 6.1. The property (1) is obvious, for $P(\lambda+\sqrt{-1} \mu)$ is elliptic at every infinite point (see [4] for the terminology "infinite point"). Unfortunately, since our pseudodifferential operators with nonreal parameters do not generate algebra, we have to deal with them as pseudodifferential operators with real parameters. Recalling (4.1), we consider $X(\lambda+\sqrt{-1} \mu)$ as a pseudodifferential operator with real parameter $\lambda$, that is,

$$
X(\lambda+\sqrt{-1} \mu) f(x)=\sum_{k=1}^{N_{0}} \phi_{k}(x)\left(\left(s^{k}\right)^{-1}\right)^{*}\left[O p_{\lambda}\left(\tilde{a}_{\lambda, \mu}^{k}\right)\left(s^{k}\right)^{*}\left[\phi_{k}(\cdot) f(\cdot)\right]\right](x),
$$

where for any positive integer $M$,

$$
\begin{aligned}
& \tilde{a}_{\lambda, \mu}^{k}(\sigma, \eta)=\left(1+\sqrt{-1} \frac{\mu}{\lambda}\right)^{n} \sum_{|\alpha|<M} \sum_{\beta+\gamma \leq \alpha} \frac{\alpha!}{(\alpha-\beta)!\beta!\gamma!(\alpha-\beta-\gamma)!} \\
& \left.\cdot\left(-\sqrt{-1} \frac{\mu}{\lambda}\right)^{|\beta+\gamma|} \lambda^{-|\alpha|+|\beta+\gamma|} \eta^{\gamma}\left(-\sqrt{-1} \partial_{\sigma^{\prime}}\right)^{\alpha-(\beta+\gamma)} \partial_{\eta}^{\alpha-\beta}\left(a^{k}(\sigma, \eta) \widetilde{\psi}_{k}\left(\sigma^{\prime}\right)\right)\right|_{\sigma^{\prime}=\sigma} \\
& +r_{M, \lambda, \mu}(\sigma, \eta)
\end{aligned}
$$

with $r_{M, \lambda, \mu}(\sigma, \eta) \in S_{0,0}^{-M,-M+\epsilon}\left(\mathbf{R}^{n-1} \times \mathbf{R}^{n-1}:[1, \infty)\right), \lambda+\sqrt{-1} \mu \in \Lambda_{a_{0}, 1}$ for any $\epsilon>0$ and $\widetilde{\psi}_{k} \in C_{0}^{\infty}\left(\widetilde{U}_{k}\right)$ is the one chosen in section 4.

From the estimate $\left|(1+\sqrt{-1} \mu / \lambda)^{n} \sum_{|\alpha|<M}(-\sqrt{-1} \mu / \lambda)^{|\alpha|}-1\right| \leq C_{M}|\mu / \lambda|^{M}$ for any $\lambda+\sqrt{-1} \mu \in \Lambda_{a_{0}, 1}$, we can divide $\tilde{a}_{\lambda, \mu}^{k}(\sigma, \eta)$ as

$$
\tilde{a}_{\lambda, \mu}^{k}(\sigma, \eta)=\widetilde{\psi}_{k}(\sigma) a^{k}(\sigma, \eta)+\tilde{a}_{M, \lambda, \mu}^{k, 1}(\sigma, \eta)+\tilde{a}_{M, \lambda, \mu}^{k, 2}(\sigma, \eta),
$$

where $\tilde{a}_{M, \lambda, \mu}^{k, 1}(\sigma, \eta) \in S_{0,0}^{0,0}\left(\mathbf{R}^{n-1} \times \mathbf{R}^{n-1}:[1, \infty)\right)$, $\operatorname{supp} \tilde{a}_{M, \lambda, \mu}^{k, 1}(\sigma, \eta) \subset \widetilde{U}_{k} \times \mathbf{R}_{\eta}^{n-1} \backslash$ $\left(\tilde{s}^{k}\right)^{-1}\left(W_{0}\right), \tilde{a}_{M, \lambda, \mu}^{k, 2}(\sigma, \eta) \in S_{0,0}^{0,-M+\epsilon}\left(\mathbf{R}^{n-1} \times \mathbf{R}^{n-1}:[1, \infty)\right)$ for $\epsilon>0$. Since $\left(s^{k}\right)^{*} \phi_{k}(\sigma)$.
$\widetilde{\psi}_{k}(\sigma)=1$ on $\widetilde{U}_{k}, a^{k}(\sigma, \eta)=\left(\tilde{s}^{k}\right)^{*} a(\sigma, \eta) \in S_{0,0}^{0,0}\left(\mathbf{R}^{n-1} \times \mathbf{R}^{n-1}:[1, \infty)\right), a=I$ near $W_{0}$, the decomposition means

$$
I-X(\lambda+\sqrt{-1} \mu)=A_{M, \lambda, \mu}^{(1)}+A_{M, \lambda, \mu}^{(2)},
$$

where $A_{M, \lambda, \mu}^{(1)} \in \Psi_{0,0}^{0,0}(\Gamma:[1, \infty)), A_{M, \lambda, \mu}^{(2)} \in \Psi_{0,0}^{0,-M+\epsilon}(\Gamma:[1, \infty))$ for any $\epsilon>0$ and the essential support of the local symbol of $A_{M, \lambda, \mu}^{(1)}$ in any local coordinate does not meet the pullback of $W_{0}$ by the local triviality. Hence, for any positive integer $M$ and $M^{\prime}$, we have

$$
\begin{array}{r}
\left\|\left(I-X\left(z_{j}\right)\right)\left(z_{j}^{2}-\triangle_{\Gamma}\right)^{l} f_{j}\right\|_{L^{2}(\Gamma)} \leq \sum_{k=1}^{2}\left\|A_{M, \operatorname{Re} z_{j}, \operatorname{Im} z_{j}}^{(k)}\left(z_{j}^{2}-\triangle_{\Gamma}\right)^{l} f_{j}\right\|_{L^{2}(\Gamma)} \\
\leq C_{M^{\prime}, M, l}\left|\operatorname{Re} z_{j}\right|^{-M^{\prime}}+C_{M}\left|\operatorname{Re} z_{j}\right|^{-M+1}\left\|\left(z_{j}^{2}-\triangle_{\Gamma}\right)^{l} f_{j}\right\|_{L^{2}(\Gamma)} .
\end{array}
$$

In fact, for the term $A_{M, \lambda, \mu}^{(1)}\left((\lambda+\sqrt{-1} \mu)^{2}-\triangle_{\Gamma}\right)^{l}$, we can use a standard argument since $P\left(z_{j}\right) f_{j}=0$ and $P(\lambda+\sqrt{-1} \mu)$ is elliptic on $T^{*}(\Gamma) \backslash W_{0}$ containing every infinite point. For the second term, we use only $L^{2}$-boundness theorem for $A_{M, \lambda, \mu}^{(2)}$. Noting that $\left\|f_{j}\right\|_{H^{2 N}(\Gamma)} \leq C\left|\operatorname{Re} z_{j}\right|^{2 N}$ for any $j=1,2, \ldots$, with some fixed constant $C>0$ which follows from an a priori estimate (7.3) stated in section 7, we obtain $\left\|\left(I-X\left(z_{j}\right)\right)\left(z_{j}^{2}-\triangle_{\Gamma}\right)^{l} f_{j}\right\|_{L^{2}(\Gamma)} \leq C_{N^{\prime}}\left|\operatorname{Re} z_{j}\right|^{-N^{\prime}}$ for $l=0,1, \ldots, 2 N$. By the definition of $P(z)$, the estimate of $B_{2 N}\left(z_{j}\right) f_{j}$ is obvious. Thus, we have the statement (2) in Theorem 6.1.

Last, we show property (3) in Theorem 6.1. We can assume $\operatorname{Im} z_{j} \neq 0$. From the equality (4.10), the estimate (4.9), and Lemma 3.2, it follows that

$$
\begin{align*}
\|X(z) f\|_{L^{2}(\Gamma)} \leq C|\operatorname{Im} z|^{-1}\{ & \left\|B_{2 N}(z) f\right\|_{L^{2}(\Gamma)} \\
& \left.+|\operatorname{Re} z|^{-2 N+1}\|f\|_{L^{2}(\Gamma)}\right\}  \tag{6.2}\\
\text { for any } f \in C^{\infty}(\Gamma), & z \in \Lambda_{a_{0}, 1}, \operatorname{Im} z \neq 0
\end{align*}
$$

because $X(z)=\left(T^{ \pm}(z)\right)^{-1} B_{2 N}(z)+\left(T^{ \pm}(z)\right)^{-1}\left(B_{2 N^{\prime}}(z)-B_{2 N}(z)\right)+\gamma_{\Gamma} R^{ \pm}(z) V_{2 N^{\prime}}(z)$ for any $N^{\prime}>N$ and $B_{2 N^{\prime}}(\lambda+\sqrt{-1} \mu)-B_{2 N}(\lambda+\sqrt{-1} \mu) \in \Psi_{0,0}^{-2 N+1,-2 N+1}(\Gamma:[1, \infty))$ uniformly in $\mu$ with $\lambda+\sqrt{-1} \mu \in \Lambda_{a_{1}, 1}$. Putting $z_{j}$ and $f_{j}$ into (6.1) and using (2) in Theorem 6.1, we have

$$
1-C_{N^{\prime}}\left|\operatorname{Re} z_{j}\right|^{-N^{\prime}} \leq C\left|\operatorname{Im} z_{j}\right|^{-1}\left\{C_{N^{\prime}}\left|\operatorname{Re} z_{j}\right|^{-N^{\prime}}+\left|\operatorname{Re} z_{j}\right|^{-2 N+1}\right\},
$$

which yields (3) since $z_{j} \in \Lambda_{a_{0}, a_{1}}$. This completes the proof of Theorem 6.1.
7. Null solutions of $\boldsymbol{P}(\boldsymbol{z})$. In this section, we show Proposition 6.2. Since the proof is not short, we divide it into three steps to obtain it.

Step 1. (a priori estimates). We show that there are constants $C>0$ and $b_{0} \geq a_{1}$ such that

$$
\begin{align*}
& \|f\|_{L^{2}(\Gamma)} \leq C|\operatorname{Im} z|^{-1}|z|^{-2 N+1}\|P(z) f\|_{L^{2}(\Gamma)}  \tag{7.1}\\
& \|f\|_{L^{2}(\Gamma)} \leq C|\operatorname{Im} z|^{-1}|z|^{-2 N+1}\left\|(P(z))^{*} f\right\|_{L^{2}(\Gamma)}  \tag{7.2}\\
& \text { for any } f \in C^{\infty}(\Gamma), z \in \Lambda_{a_{0}, b_{0}},|\operatorname{Im} z| \geq b_{0},
\end{align*}
$$

where $(P(z))^{*}$ is the formal adjoint operator defined by the ordinary $L^{2}(\Gamma)$ inner product. Furthermore, there are constants $C, C^{\prime}>0$ such that

$$
\begin{gather*}
\|f\|_{H^{2 N}(\Gamma)} \leq C\|P(z) f\|_{L^{2}(\Gamma)}+C^{\prime}|\operatorname{Re} z|^{2 N}\|f\|_{L^{2}(\Gamma)}  \tag{7.3}\\
\text { for any } f \in C^{\infty}(\Gamma), z \in \Lambda_{a_{0}, a_{1}}
\end{gather*}
$$

Proof of (7.1), (7.2), and (7.3). Choose a function $e \in C^{\infty}\left(T^{*}(\Gamma)\right)$ satisfying $e(\zeta)=I$ near $\Sigma, \operatorname{supp} e \subset W_{0}$. We introduce a cutoff operator $E_{\lambda}(\lambda>1)$ defined by

$$
E_{\lambda} f(x)=\sum_{k=1}^{N_{0}} \phi_{k}(x)\left(\left(s^{k}\right)^{-1}\right)^{*}\left[O p_{\lambda}\left(e^{k}\right)\left(s^{k}\right)^{*}\left[\phi_{k}(\cdot) f(\cdot)\right]\right](x)
$$

where $e^{k}(\sigma, \eta)=\left(\tilde{s}^{k}\right)^{*} e(\sigma, \eta)$. Here, we have used the same notations as in section 4.
By ellipticity of $P(z)$ on $T^{*}(\Gamma) \backslash \Sigma$, there is a pseudodifferential operator $Q_{\lambda, \mu} \in$ $\Psi_{0,0}^{-2 N,-2 N}(\Gamma:[1, \infty))$ uniformly in $\mu$ with $\lambda+\sqrt{-1} \mu \in \Lambda_{a_{0}, a_{1}}$ such that

$$
\begin{equation*}
I-E_{\lambda}=Q_{\lambda, \mu} P(\lambda+\sqrt{-1} \mu)-R_{\lambda, \mu} \tag{7.4}
\end{equation*}
$$

for some $R_{\lambda, \mu} \in \Psi_{0,0}^{-1,-1}(\Gamma:[1, \infty))$ uniformly in $\mu$ with $\lambda+\sqrt{-1} \mu \in \Lambda_{a_{0}, a_{1}}$. Thus, we have

$$
\begin{align*}
\left\|\left(I-E_{\lambda}\right) f\right\|_{L^{2}(\Gamma)} \leq C|\lambda|^{-2 N} & \|P(\lambda+\sqrt{-1} \mu) f\|_{L^{2}(\Gamma)} \\
& +C^{\prime}|\lambda|^{-1}\|f\|_{L^{2}(\Gamma)}  \tag{7.5}\\
\text { for any } f \in & C^{\infty}(\Gamma), \lambda+\sqrt{-1} \mu \in \Lambda_{a_{0}, a_{1}}
\end{align*}
$$

with some constants $C>0$ and $C^{\prime}>0$.
From the estimate (6.2) of $B_{2 N}(z)$, we have

$$
\begin{align*}
\left\|E_{\lambda} f\right\|_{L^{2}(\Gamma)} \leq C|\mu|^{-1} & \left\|E_{\lambda} B_{2 N}(\lambda+\sqrt{-1} \mu) f\right\|_{L^{2}(\Gamma)} \\
& +C^{\prime}\left(|\lambda|^{-1}+|\mu|^{-1}\right)\|f\|_{L^{2}(\Gamma)} \tag{7.6}
\end{align*}
$$

$$
\text { for any } f \in C^{\infty}(\Gamma), \lambda+\sqrt{-1} \mu \in \Lambda_{a_{0}, a_{1}}, \mu \neq 0
$$

In fact, since $\sigma_{p}\left(X(\lambda+\sqrt{-1} \mu) E_{\lambda}\right)=\left(a-(\sqrt{-1} \mu / \lambda) H_{r a d}(a)\right) \cdot e=e=\sigma_{p}\left(E_{\lambda}\right)$ by the property (3) of Proposition 4.2 and $a=I$ near $W_{0}$, and $\left[B_{2 N}(\lambda+\sqrt{-1} \mu), E_{\lambda}\right]$ $\in \Psi_{0,0}^{0,0}(\Gamma:[1, \infty))$, it follows that

$$
\begin{array}{r}
\left\|E_{\lambda} f\right\|_{L^{2}(\Gamma)} \leq\left\|X(\lambda+\sqrt{-1} \mu) E_{\lambda} f\right\|_{L^{2}(\Gamma)}+C^{\prime}|\lambda|^{-1}\|f\|_{L^{2}(\Gamma)} \\
\left\|B_{2 N}(\lambda+\sqrt{-1} \mu) E_{\lambda} f\right\|_{L^{2}(\Gamma)} \leq\left\|E_{\lambda} B_{2 N}(\lambda+\sqrt{-1} \mu) f\right\|_{L^{2}(\Gamma)} \\
+C^{\prime}\|f\|_{L^{2}(\Gamma)}
\end{array}
$$

We also have $E_{\lambda}(I-X(\lambda+\sqrt{-1} \mu)) \in \Psi_{0,0}^{-\infty,-1}(\Gamma:[1, \infty))$, since supp $e \subset T^{*}(\Gamma)$ is compact and $\sigma_{p}\left(E_{\lambda}\right)-\sigma_{p}\left(E_{\lambda} X(\lambda+\sqrt{-1} \mu)\right)=0$. From this fact, it follows that $E_{\lambda}(I-X(\lambda+\sqrt{-1} \mu))\left((\lambda+\sqrt{-1} \mu)^{2}-\triangle_{\Gamma}\right)^{N} \in \Psi_{0,0}^{0,-1+2 N}(\Gamma:[1, \infty))$, Thus, noting that $B_{2 N}(z)=z^{-2 N+1}\left(P(z)-\sqrt{-1}(I-X(z))\left(z^{2}-\triangle_{\Gamma}\right)^{N}\right)$, by the estimate (7.6) we obtain

$$
\left\|E_{\lambda} f\right\|_{L^{2}(\Gamma)} \leq C|\mu|^{-1}|z|^{-2 N+1}\|P(z) f\|_{L^{2}(\Gamma)}+C^{\prime}\left(|\lambda|^{-1}+|\mu|^{-1}\right)\|f\|_{L^{2}(\Gamma)}
$$

$$
\text { for any } f \in C^{\infty}(\Gamma), \lambda+\sqrt{-1} \mu \in \Lambda_{a_{0}, a_{1}}, \mu \neq 0
$$

The estimate above and the estimate (7.5) yield (7.1).
To prove (7.2), we note that $(P(\lambda+\sqrt{-1} \mu))^{*}$ is also an elliptic operator on $T^{*}(\Gamma) \backslash \Sigma$ including every infinite point. Moreover, $\left(B_{2 N}(z)\right)^{*}$ has an estimate

$$
\begin{aligned}
\|X(\bar{z}) f\|_{L^{2}(\Gamma)} \leq C|\operatorname{Im} z|^{-1} & \left\|\left(B_{2 N}(z)\right)^{*} f\right\|_{L^{2}(\Gamma)} \\
& +C\left(|\operatorname{Re} z|^{-1}+|\operatorname{Im} z|^{-1}\right)\|f\|_{L^{2}(\Gamma)}
\end{aligned}
$$

for any $f \in C^{\infty}(\Gamma), z \in \Lambda_{a_{0}, 1}, \operatorname{Im} z \neq 0$,
by the property (2) in Proposition 4.2 and the estimate (6.2). Thus, the same argument to show (7.1) implies the estimate (7.2).

Since $Q_{\lambda, \mu} \in \Psi_{0,0}^{-2 N,-2 N}(\Gamma:[1, \infty)), E_{\lambda} \in \Psi_{0,0}^{-\infty, 0}(\Gamma:[1, \infty))$, and $R_{\lambda, \mu} \in$ $\Psi_{0,0}^{-1,-1}(\Gamma:[1, \infty))$ we have $\left\|Q_{\lambda, \mu} f\right\|_{H^{s}(\Gamma)} \leq C\|f\|_{L^{2}(\Gamma)},\left\|E_{\lambda} f\right\|_{H^{s}(\Gamma)} \leq C|\lambda|^{s}\|f\|_{L^{2}(\Gamma)}$, and $\left\|R_{\lambda, \mu} f\right\|_{H^{s}(\Gamma)} \leq C\left\{\|f\|_{H^{s-1}(\Gamma)}+|\lambda|^{s-1}\|f\|_{L^{2}(\Gamma)}\right\}$ for any $f \in C^{\infty}(\Gamma), \lambda+\sqrt{-1} \mu \in$ $\Lambda_{a_{0}, a_{1}}, s=0,1, \ldots, 2 N$. Thus, from (7.4), it follows that

$$
\|f\|_{H^{s}(\Gamma)} \leq C\|P(\lambda+\sqrt{-1} \mu) f\|_{L^{2}(\Gamma)}+C\left(\|f\|_{H^{s-1}(\Gamma)}+|\lambda|^{s}\|f\|_{L^{2}(\Gamma)}\right)
$$

for any $f \in C^{\infty}(\Gamma), \lambda+\sqrt{-1} \mu \in \Lambda_{a_{0}, a_{1}}, s=0,1, \ldots, 2 N$.
Hence, by induction on $s$, we obtain (7.3).
Step 2. (realization of $P(z)$ ). As in section 6 , we consider the operator $P(z)$ : $L^{2}(\Gamma) \rightarrow L^{2}(\Gamma), D(P(z))=H^{2 N}(\Gamma)$ for any $z \in \Lambda_{a_{0}, b_{0}}$. Here, we show that
for any $z \in \Lambda_{a_{0}, b_{0}},|\operatorname{Im} z| \geq b_{0}$, the operator $P(z)$ has
the inverse $(P(z))^{-1} \in B\left(L^{2}(\Gamma), H^{2 N}(\Gamma)\right)$ such that for some fixed $C>0$, we have

$$
\begin{align*}
& \qquad\left\|(P(z))^{-1} f\right\|_{L^{2}(\Gamma)} \leq C|\operatorname{Im} z|^{-1}|z|^{-2 N+1}\|f\|_{L^{2}(\Gamma)} \\
& \quad \text { for any } f \in L^{2}(\Gamma), z \in \Lambda_{a_{0}, b_{0}},|\operatorname{Im} z| \geq b_{0}, \\
& (P(z))^{-1} \text { is a } B\left(L^{2}(\Gamma), H^{2 N}(\Gamma)\right) \text {-valued finitely }  \tag{7.8}\\
& \text { meromorphic function in } \mathbf{C}, \\
& \left\{z_{0} \in \mathbf{C} ; z_{0} \text { is a pole of }(P(z))^{-1}\right\}  \tag{7.9}\\
& \qquad=\left\{z_{0} \in \mathbf{C} ; \text { Ker } P\left(z_{0}\right) \neq\{0\}\right\} .
\end{align*}
$$

Proof. To get (7.7), it suffices to check $P(z)$ is bijective. The estimate (7.1) says $P(z)$ is one-to-one. The estimates (7.1) and (7.3) imply the range $R(P(z))$ of $P(z)$ is closed in $L^{2}(\Gamma)$. If $0 \neq f \in L^{2}(\Gamma)$ orthogonal to $R(P(z))$ exists, the function $f$ have to satisfy $(P(z))^{*} f=0$ in $H^{-2 N}(\Gamma)$ by duality, where $(P(z))^{*}$ is the realization of the formal adjoint operator of $P(z)$ by the inner product of $L^{2}(\Gamma)$. Thus, ellipticity of $(P(\lambda+\sqrt{-1} \mu))^{*}$ at every infinite point ensures $f \in C^{\infty}(\Gamma)$, which means $f=0$ because of the estimate (7.2). Hence, the operator $P(z)\left(z \in \Lambda_{a_{0}, b_{0}},|\operatorname{Im} z| \geq b_{0}\right)$ is bijective.

To show (7.8), we decompose $P(z)$ as $P(z)=\sqrt{-1}(I-K(z))\left(I-\triangle_{\Gamma}\right)^{N}$, where $K(z)=K_{1}(z)+K_{2}(z), K_{1}(z)=I-\left(I+\left(z^{2}-1\right)\left(I-\Delta_{\Gamma}\right)^{-1}\right)^{N}=\sum_{j=1}^{N}\binom{N}{j}\left(z^{2}-\right.$ $1)^{N-j}\left(I-\triangle_{\Gamma}\right)^{-j}, K_{2}(z)=X(z)\left(I+\left(z^{2}-1\right)\left(I-\triangle_{\Gamma}\right)^{-1}\right)^{N}+\sqrt{-1} z^{2 N-1} B_{2 N}(z)(I-$ $\left.\triangle_{\Gamma}\right)^{-N}$. From the form of $K(z)$ and compactness of $\Gamma$, it follows that $K(z)$ is a $B\left(L^{2}(\Gamma)\right)$-valued entire function and is a compact operator for any $z \in \mathbf{C}$. By (7.7), $-\sqrt{-1} P(z)\left(I-\triangle_{\Gamma}\right)^{-N} \in B\left(L^{2}(\Gamma)\right)$ has the inverse for $z \in \Lambda_{a_{0}, b_{0}},|\operatorname{Im} z| \geq b_{0}$.

It means that there exists the inverse $(I-K(z))^{-1} \in B\left(L^{2}(\Gamma)\right)$ for $z \in \Lambda_{a_{0}, b_{0}}$, $|\operatorname{Im} z| \geq b_{0}$. The analytic Fredholm theorem implies $(I-K(z))^{-1}$ is a $B\left(L^{2}(\Gamma)\right)$ valued finitely meromorphic function in $\mathbf{C}$ whose poles are discrete. This completes the proof of (7.8). From (7.8), the property (7.9) is obvious.

Step 3. (deduction of inconsistency). It suffices to prove that for any fixed $b \geq b_{0}$, there exists $z_{0} \in \Lambda_{a_{0}, b}$ such that Ker $P\left(z_{0}\right) \neq\{0\}$. In this step, we show it by deriving a contradiction.

Assume that there is a constant $b \geq b_{0}$ satisfying $\operatorname{Ker} P(z)=\{0\}$ for any $z \in$ $\Lambda_{a_{0}, b}$ as the hypothesis in the present contradiction argument. From (7.8), (7.9), the hypothesis implies the operator $(P(z))^{-1}$ is holomorphic in $\Lambda_{a_{0}, b}$. Then, by the argument proving Lemma 3 of Stefanov and Vodev [21], we also have the estimate

$$
\begin{equation*}
\left\|(P(z))^{-1}\right\| \leq C e^{C|z|^{n+1}} \quad \text { on } \Lambda_{a_{0} / 2, b^{\prime}} \tag{7.10}
\end{equation*}
$$

with some fixed constants $C>0$ and $b^{\prime} \geq b$. Since the operator $z^{2 N-1}(\log z)(P(z))^{-1}$ is uniformly bounded in the boundary of $\Lambda_{a_{0} / 2, b^{\prime}}$ as a $B\left(L^{2}(\Gamma)\right)$-valued function because of the estimate (7.1), we obtain

$$
\left\|(P(z))^{-1}\right\|_{B\left(L^{2}(\Gamma)\right)} \leq C|\log z|^{-1}|z|^{-2 N+1} \quad \text { on } \Lambda_{a_{0} / 2, b^{\prime}}
$$

In fact, we can use the Phragmén and Lindelöf theorem to the operator $z^{2 N-1}(\log z)$ $(P(z))^{-1}$ by the a priori estimate (7.10). Thus, from the hypothesis of the contradiction argument, it follows that there exist constants $C>0$ and $b^{\prime} \geq b$ such that

$$
\begin{gather*}
\|f\|_{L^{2}(\Gamma)} \leq C|\log z|^{-1}|z|^{-2 N+1}\|P(z) f\|_{L^{2}(\Gamma)}  \tag{7.11}\\
\text { for any } f \in C^{\infty}(\Gamma), z \geq b^{\prime}
\end{gather*}
$$

Next, we show the estimate (7.11) is incompatible with Proposition 5.2 deduced from the assumption (ERW). For the local coordinate $s: \widetilde{U} \rightarrow U$ in Proposition 5.2, we choose functions $\phi, \psi_{j} \in C_{0}^{\infty}(\widetilde{U}),(j=1,2)$ satisfying $\phi(\sigma)=1$ near $\sigma=\sigma^{0}, \psi_{1}(\sigma)=1$ near $\operatorname{supp} \phi, \psi_{2}(\sigma)=1$ near $\operatorname{supp} \psi_{1}$, we set $\Psi_{j}(x)=\left(s^{-1}\right)^{*} \psi_{j}(x)(j=1,2)$. From $\operatorname{supp}\left(I-\Psi_{2}\right) \cap \operatorname{supp} \Psi_{1}=\phi$, it follows $\left\|\left(I-\Psi_{2}\right) P(z) \Psi_{1}\right\|_{B\left(L^{2}(\Gamma)\right)} \leq C_{N^{\prime}}|z|^{-N^{\prime}}$ for any $z \geq 1$. Thus, by the estimate (7.11), we have

$$
\begin{align*}
&\|\phi u\|_{L^{2}\left(\mathbf{R}_{\sigma}^{n-1}\right)} \leq C|z|^{-2 N+1}|\log z|^{-1}\|\widetilde{P}(z) \phi u\|_{L^{2}\left(\mathbf{R}_{\sigma}^{n-1}\right)} \\
&+C_{N^{\prime}}|z|^{-N^{\prime}}\|\phi u\|_{L^{2}\left(\mathbf{R}_{\sigma}^{n-1}\right)}  \tag{7.12}\\
& \text { for any } u \in C^{\infty}\left(\mathbf{R}_{\sigma}^{n-1}\right), z \geq b^{\prime}
\end{align*}
$$

where $\widetilde{P}(z) v(\sigma)=\left(s^{*} \Psi_{2} P(z) \Psi_{1}\left(s^{-1}\right)^{*} v\right)(\sigma)\left(v \in C_{0}^{\infty}\left(\mathbf{R}_{\sigma}^{n-1}\right)\right)$. Note that $\widetilde{P}(z) \in$ $\Psi_{0,0}^{2 N, 2 N}\left(\mathbf{R}^{n-1}:[1, \infty)\right)$ and $\sigma_{p}(\widetilde{P}(z))(\sigma, \eta)=z^{2 N} \psi_{1}(\sigma)\left\{\left(\tilde{s}^{*} a\right)(\sigma, \eta)\left(\tilde{s}^{*} l_{0}\right)(\sigma, \eta)+\sqrt{-1}\right.$ $\left.\left(1-\left(\tilde{s}^{*} a\right)(\sigma, \eta)\right)\left(1+|\eta|_{\Gamma}^{2}\right)^{N}\right\}$.

Since $\widetilde{W}$ in Proposition 5.2 meets $\tilde{s}^{-1}\left(W_{0}\right)$, for $\tilde{s}\left(\left(\sigma^{0}, \eta^{0}\right)\right) \in \Sigma \subset W_{0}$, we can choose a function $a_{0}(\sigma, \eta) \in C_{0}^{\infty}\left(\widetilde{U} \times \mathbf{R}^{n-1}\right)$ satisfying $a_{0}(\sigma, \eta)=1$ near $\left(\sigma^{0}, \eta^{0}\right)$, $\operatorname{supp} a_{0} \subset \tilde{s}^{-1}\left(W_{0}\right) \cap \widetilde{W} \cap\left(\left(\operatorname{supp} \psi_{2}\right) \times \mathbf{R}^{n-1}\right)$. We set $\tilde{q}(\sigma, \eta)=a_{0}(\sigma, \eta) q(\sigma, \eta)$, where $q(\sigma, \eta)$ is the function in Proposition 5.2. Note that $\widetilde{P}(z) \phi O p_{z}(\tilde{q}) \in \Psi_{0,0}^{2 N, 2 N}\left(\mathbf{R}^{n-1}:\right.$ $[1, \infty))$ and $\sigma_{p}\left(\widetilde{P}(z) \phi O p_{z}(\tilde{q})\right)(\sigma, \eta)=z^{2 N} \phi(\sigma) a_{0}(\sigma, \eta)\left(\tilde{s}^{*} l_{0}\right)(\sigma, \eta) q(\sigma, \eta)$.

The property $\lambda\left(\sigma^{0}, \eta^{0}\right)=1,\left(\partial_{\eta} \lambda\right)\left(\sigma^{0}, \eta^{0}\right) \neq 0$ for the function $\lambda$ in Proposition 5.2 ensures existence of a $C^{\infty}$-function $S(\sigma)$ in an open neighborhood $\widetilde{V} \subset \widetilde{U}$ of $\sigma^{0}$
satisfying $\lambda\left(\sigma, \nabla_{\sigma} \underset{\tilde{V}}{S}(\sigma)\right)=1$ in $\tilde{V},\left(\nabla_{\sigma} S\right)\left(\sigma^{0}\right)=\eta^{0}$. For the function $S(\sigma)$ and any function $\varphi \in C_{0}^{\infty}(\widetilde{V})$, we consider a function $\exp (\sqrt{-1} z S(\sigma)) \varphi(\sigma)(z \geq 1)$. From the expanding theorem of pseudodifferential operator and $\sigma_{p}\left(\widetilde{P}(z) \phi O p_{z}(\tilde{q})\right)\left(\sigma, \nabla_{\sigma} S(\sigma)\right)$ $=\left.z^{2 N} \phi(\sigma) a_{0}(\sigma, \eta)\left(\tilde{s}^{*} l_{0}\right)(\sigma, \eta) q(\sigma, \eta)\right|_{\eta=\nabla_{\sigma} S(\sigma)}=0$ by Proposition 5.2, it follows that

$$
\begin{aligned}
& \left\|\widetilde{P}(z) \phi O p_{z}(\tilde{q})\left(e^{\sqrt{-1} z S(\cdot)} \varphi(\cdot)\right)\right\|_{L^{2}\left(\mathbf{R}_{\sigma}^{n-1}\right)} \leq C|z|^{2 N-1} \\
& \left\|O p_{z}(\tilde{q})\left(e^{\sqrt{-1} z S(\cdot)} \varphi(\cdot)\right)-e^{\sqrt{-1} z S(\cdot)} \tilde{q}\left(\cdot, \nabla_{\sigma} S(\cdot)\right) \varphi(\cdot)\right\|_{L^{2}\left(\mathbf{R}_{\sigma}^{n-1}\right)} \leq C|z|^{-1}
\end{aligned}
$$

for any $z \geq 1$ with a fixed constant $C>0$. Hence, putting the function $u(\sigma)=$ $O p_{z}(\tilde{q})\left(e^{\sqrt{-1} z S(\cdot)} \varphi(\cdot)\right)(\sigma)$ into the estimate (7.12), we obtain

$$
\left\|\phi(\cdot) \tilde{q}\left(\cdot, \nabla_{\sigma} S(\cdot)\right) \varphi(\cdot)\right\|_{L^{2}\left(\mathbf{R}_{\sigma}^{n-1}\right)} \leq C|\log z|^{-1} \quad \text { for any } z \geq b^{\prime}
$$

which yields $q\left(\sigma^{0}, \eta^{0}\right)=0$ by taking the limit as $z \rightarrow \infty$. This conclusion, however, make an inconsistency because $q\left(\sigma^{0}, \eta^{0}\right) \neq 0$ as in Proposition 5.2. This completes the proof of Proposition 6.2.

Appendix A. Meromorphic continuation of the resolvent. Here, we give a proof of properties of $R^{ \pm}(z)$ used throughout in the present paper. We use notations introduced in the Introduction.

Theorem A.1. Assume that (A.1) and (A.2) are satisfied and that every coefficient $C_{i j k l}^{1}(x)$ belongs to the space $C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$. Then, the resolvent $R^{ \pm}(z)$ can be continued as a $B\left(L_{a}^{2}(\Omega), H^{2}\left(\Omega_{a}\right)\right)$-valued finitely meromorphic function in $\widetilde{\mathbf{C}}_{ \pm}$, and the set consisting of poles of $R^{ \pm}(z)$ is a discrete set.

To prove Theorem A.1, we need the properties of the outgoing (resp., incoming) resolvent $R_{0}^{+}(z)$ (resp., $\left.R_{0}^{-}(z)\right)$ for the free space problem, that is,

$$
\begin{cases}\left(A^{0}\left(\partial_{x}\right)+z^{2}\right) v(x ; z)=f(x) & \text { in } \quad \mathbf{R}^{n}, \\ v(x ; z) \text { is outgoing (resp., incoming). }\end{cases}
$$

Note that $R_{0}^{ \pm}(z)$ is a $B\left(L^{2}\left(\mathbf{R}^{n}\right), H^{2}\left(\mathbf{R}^{n}\right)\right)$-valued holomorphic function in $\pm \operatorname{Im} z<0$.
Theorem A.2. Assume that (A.1) and (A.2) hold. Then for any $a>0, R_{0}^{ \pm}(z)$ is continued analytically in $\widetilde{\mathbf{C}}_{ \pm}$as $B\left(L_{a}^{2}(\Omega), H^{2}\left(\Omega_{a}\right)\right)$-valued function. Furthermore, there exist constants $C_{a}>0, T_{a}>0$ such that

$$
\begin{aligned}
& \left\|R_{0}^{ \pm}(z) f\right\|_{H^{2-j}\left(B_{a}\right)} \leq C_{a}|z|^{1-j} e^{T_{a}|\operatorname{Im} z|}\|f\|_{L^{2}\left(\mathbf{R}^{n}\right)} \\
& \qquad \text { for any } f \in L_{a}^{2}\left(\mathbf{R}^{n}\right), z \in \widetilde{\mathbf{C}}_{ \pm} \text {and } j=0,1,2 .
\end{aligned}
$$

Proof of Theorem A.2. Consider the Cauchy problem for the operator $\partial_{t}^{2}-A^{0}\left(\partial_{x}\right)$,

$$
\begin{cases}\left(\partial_{t}^{2}-A^{0}\left(\partial_{x}\right)\right) u(t, x)=0 & \text { in } \quad \mathbf{R} \times \mathbf{R}^{n}  \tag{a.1}\\ u(0, x)=0, \quad \partial_{t} u(0, x)=f(x) & \text { on } \quad \mathbf{R}^{n}\end{cases}
$$

Since $R_{0}^{ \pm}(z) f(x)=-\int_{0}^{\infty} \exp (\mp \sqrt{-1} z t) u(t, x) d t$ for $\pm \operatorname{Im} z<0$, to show Theorem A.2, it is important to know the properties of the solution of (a.1).

Set $C_{\text {min }}=\inf _{\omega \in S^{n-1}} \min \left\{(A(\omega) x, x)_{\mathbf{C}^{n}} ; x \in \mathbf{C}^{n},|x|=1\right\}>0$, where $(\cdot, \cdot)_{\mathbf{C}^{n}}$ means the standard inner product of $\mathbf{C}^{n}$.

Theorem A.3. Assume that (A.1) and (A.2) are satisfied. Choose fixed $a>0$. Then the solution of the Cauchy problem (a.1) satisfies
(i) in odd $n$ case, $u(t, x)=0$ in $t>C_{m i n}^{-1}(a+|x|)$ if $f \in L_{a}^{2}\left(\mathbf{R}^{n}\right)$,
(ii) in even $n$ case, $u(t, x)$ is $C^{\infty}$ in $t>C_{\min }^{-1}(a+|x|)$ and can be continued analytically in to the region $\operatorname{Re} t>C_{\min }^{-1}(a+|x|)$ if $f \in L_{a}^{2}\left(\mathbf{R}^{n}\right)$. Moreover, for any $\epsilon>0$, we have an estimate

$$
\begin{aligned}
& \left|\left(\partial_{t}^{l} \partial_{x}^{\alpha} u\right)(t, x)\right| \leq C_{l, \alpha, \epsilon}(1+|t|)^{-(n-1)-l-|\alpha|}\|f\|_{L^{2}\left(\mathbf{R}^{n}\right)} \\
& \text { for all } f \in L_{a}^{2}\left(\mathbf{R}^{n}\right), \operatorname{Re} t>C_{\min }^{-1}(a+|x|)+\epsilon
\end{aligned}
$$

with a constant $C_{l, \alpha, \epsilon}>0$ depending only on $l$, $\alpha$, and $\epsilon>0$.
According to Vainberg's argument (cf. [24]), we can also prove Theorem A. 2 from Theorem A.3. Thus, to obtain Theorem A.2, it suffices to show Theorem A.3.

Proof of Theorem A.3. By the argument in Wilcox [27], there is a positive integer $d(1 \leq d \leq n)$ such that all eigenvalues of $A^{0}(\xi)=\sum_{i, l=1}^{n} C_{i l}^{0} \xi_{i} \xi_{l}$ can be enumerated as $0<\lambda_{1}(\xi) \leq \lambda_{2}(\xi) \leq \cdots \leq \lambda_{d}(\xi)$. Each $\lambda_{j}(\xi)$ is a continuous even function, homogeneous of order 2 and $\lambda_{j}(\xi) \geq C_{\text {min }}|\xi|^{2}$ for any $\xi \in \mathbf{R}^{n}(j=1, \ldots, d)$.

Wilcox [25] also shows that there exists a closed conic set $\mathcal{O} \subset \mathbf{R}^{n}$ which is measure zero in $\mathbf{R}^{n}$, that is, $S^{n-1} \cap \mathcal{O}$ is measure zero in $S^{n-1}$, such that

$$
\begin{equation*}
\lambda_{1}(\xi)<\lambda_{2}(\xi)<\cdots<\lambda_{d}(\xi) \quad \text { for any } \xi \in \mathbf{R}^{n} \backslash \mathcal{O} \tag{a.2}
\end{equation*}
$$

and each $\lambda_{j}(\xi)$ is real analytic in $\mathbf{R}^{n} \backslash \mathcal{O}$.
From (a.2), we can define the eigenprojector $P_{j}(\xi)$ corresponding to the eigenvalues $\lambda_{j}(\xi)$ as $P_{j}(\xi)=(2 \pi \sqrt{-1})^{-1} \int_{\left|\zeta-\lambda_{j}(\xi)\right|=\gamma_{j}(\xi)}\left(\zeta-A^{0}(\xi)\right)^{-1} d \zeta$, where $\gamma_{j}(\xi)=$ $3^{-1} \inf \left\{\left|\lambda_{i}(\xi)-\lambda_{j}(\xi)\right| ; i \neq j, i, j=1, \ldots, d\right\}>0$. By definition, every $P_{j}(\xi)$ is real analytic in $\mathbf{R}^{n} \backslash \mathcal{O}$, homogenous of order 0 , and even function. For any $\xi \in \mathbf{R}^{n} \backslash \mathcal{O}$, they satisfy $A^{0}(\xi)=\sum_{i=1}^{d} \lambda_{i}(\xi) P_{i}(\xi)$ and

$$
\begin{equation*}
P_{i}(\xi) P_{j}(\xi)=\delta_{i j} P_{j}(\xi), P_{j}(\xi)=\left(P_{j}(\xi)\right)^{*}, \sum_{j=1}^{d} P_{j}(\xi)=I \tag{a.3}
\end{equation*}
$$

Since the property (a.3) implies $\left\|P_{j}(\xi)\right\|_{B\left(\mathbf{C}^{n}\right)}=1$ for any $\xi \in \mathbf{R}^{n} \backslash \mathcal{O}, j=$ $1, \ldots, d$, each $P_{j}(\xi)$ is bounded measurable function in $\mathbf{R}^{n}$. Hence, for any $f \in$ $C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$, we can represent the solution $u(t, x)$ in the form

$$
\begin{equation*}
u(t, x)=(2 \pi)^{-n} \int_{\mathbf{R}^{n}} e^{\sqrt{-1} \xi \cdot x} \sum_{j=1}^{d} \frac{\sin \left(t \mu_{j}(\xi)\right)}{\mu_{j}(\xi)} P_{j}(\xi) \hat{f}(\xi) d \xi \tag{a.4}
\end{equation*}
$$

where $\mu_{j}(\xi)=\sqrt{\lambda_{j}(\xi)}, \hat{f}(\xi)=\int_{R^{n}} \exp (-\sqrt{-1} \xi \cdot x) f(x) d x$. In fact, the function defined by the integral in (a.4) is well defined as a $C^{\infty}$-function and satisfies (a.1). Changing the integral in (a.4) to the poler coordinate, we obtain

$$
\begin{align*}
u(t, x)=2^{-1}(2 \pi)^{1-n} \sqrt{-1} \sum_{j=1}^{d} \int_{S^{n-1}} \mu_{j}(\omega)^{-1} P_{j}(\omega)  \tag{a.5}\\
\mathcal{F}^{-1}\left[|p|^{n-2} \kappa(p)(\mathcal{F} \mathcal{R} f)\right]\left(\omega \cdot x-t \mu_{j}(\omega), \omega\right) d \omega
\end{align*}
$$

because of the property $\hat{f}(p \omega)=(\mathcal{F} \mathcal{R} f)(p, \omega)$ (cf. section 2 in [17]), where $\mathcal{R}$ is the Radon transform defined by

$$
(\mathcal{R} g)(s, \omega)=\int_{x \cdot \omega=s} g(x) d S_{x} \text { for }(s, \omega) \in \mathbf{R} \times S^{n-1}
$$

and $(\mathcal{F} k)(p)=\int_{\mathbf{R}} \exp (-\sqrt{-1} p s) k(s) d s$ is the Fourier transform. We use the representation (a.5) to show Theorem A.3.

First, we consider the odd dimensional case. If this is the case, we have $\mathcal{F}^{-1}[\mid$. $\left.\mid{ }^{n-2} \kappa(\cdot)(\mathcal{F} \mathcal{R} f)\right](s, \omega)=\left(-\sqrt{-1} \partial_{s}\right)^{n-2} \mathcal{R} f(s, \omega)$. Since $\mathcal{R} f(s, \omega)=0$ in $|s| \geq a$ for any $f \in C_{0}^{\infty}\left(B_{a}\right)$, the representation (a.5) implies $u(t, x)=0$ for any $(t, x)$ satisfying $\left|\omega \cdot x-t \mu_{j}(\omega)\right| \geq a$ for all $\omega \in S^{n-1}$. Hence, we have the statement (i) in Theorem A. 3 with assumption $f \in C_{0}^{\infty}\left(B_{a}\right)$. In fact,

$$
\begin{equation*}
\left|\omega \cdot x-t \mu_{j}(\omega)\right| \geq C_{\min } t-|x|>a \text { if } t>C_{\min }^{-1}(|x|+a) \tag{a.6}
\end{equation*}
$$

Noting that problem (a.1) is well posed in $C^{1}\left(\mathbf{R}: L^{2}\left(\mathbf{R}^{n}\right)\right) \cap C\left(\mathbf{R}: H^{1}\left(\mathbf{R}^{n}\right)\right)$, we obtain Theorem A. 3 in the odd $n$ case.

Second, we consider the even dimensional case. Note that

$$
\begin{equation*}
\mathcal{F}^{-1}\left[|\cdot|{ }^{n-2} \kappa(\cdot)(\mathcal{F} \mathcal{R} f)\right](p, \omega)=(\sqrt{-1})^{3-n} \partial_{p}^{n-2}(\mathcal{H} \mathcal{R} f)(p, \omega) \tag{a.7}
\end{equation*}
$$

where $(\mathcal{H} k)(p)=\pi^{-1} \lim _{\epsilon \rightarrow 0} \int_{\left|p^{\prime}\right| \geq \epsilon} k\left(p-p^{\prime}\right) / p^{\prime} d p^{\prime}$ is the Hilbert transform. From (a.6) and (a.7), it follows that

$$
\begin{gathered}
u(t, x)=c_{n} \sum_{j=1}^{d} \int_{S^{n-1}} \mu_{j}(\omega)^{-1} P_{j}(\omega) \int_{\left|p^{\prime}\right| \leq a} \frac{(\mathcal{R} f)\left(p^{\prime}, \omega\right)}{\left(\omega \cdot x-\mu_{j}(\omega) t-p^{\prime}\right)^{n-1}} d p^{\prime} d \omega \\
\text { for any } t>C_{\min }^{-1}(a+|x|), f \in C_{0}^{\infty}\left(B_{a}\right)
\end{gathered}
$$

with some constant $c_{n} \in \mathbf{C}$. The representation implies the statement (ii) if $f \in$ $C_{0}^{\infty}\left(B_{a}\right)$, because $\|\mathcal{R} f(\cdot, \omega)\|_{L^{2}\left(\mathbf{R}^{n}\right)} \leq C a^{(n-1) / 2}\|f\|_{L^{2}\left(\mathbf{R}^{n}\right)}$ for any $\omega \in S^{n-1}, f \in$ $C_{0}^{\infty}\left(B_{a}\right)$ with some constant $C>0$. Hence, by a density argument, we obtain (ii) in Theorem A.3. This completes the proof of Theorem A.3. Hence, we also have Theorem A.2.

Proof of Theorem A.1. We can write down $R_{0}^{ \pm}(z)$ in $\pm \operatorname{Im} z<0$ as

$$
R_{0}^{ \pm}(z) f(x)=(2 \pi)^{-n} \int_{\mathbf{R}^{n}} e^{\sqrt{-1} x \cdot \xi} \sum_{j=1}^{d} \frac{P_{j}(\xi) \hat{f}(\xi)}{z^{2}-\lambda_{j}(\xi)} d \xi \quad\left(f \in L^{2}\left(\mathbf{R}^{n}\right)\right)
$$

because the properties of $\lambda_{j}(\xi)$ and $P_{j}(\xi)$ imply well-definedness of the function defined by the integral above and it gives us an $L^{2}$-solution of $\left(A^{0}\left(\partial_{x}\right)+z^{2}\right) v(x ; z)=$ $f(x)$. From the expression and the argument in section 2 of Iwashita and Shibata [9], it follows that for the free space resolvent $R_{0}^{ \pm}(z), R_{0}^{ \pm}(0)$ is well defined and $R_{0}^{ \pm}(z)$ is continuous on $\{0\} \cup \widetilde{\mathbf{C}}_{ \pm}$since the operators defined by multiplier $|\xi|^{2} P_{j}(\xi) / \lambda_{j}(\xi)$ are $L^{2}\left(\mathbf{R}^{n}\right)$ bounded. Hence, using analytic Fredholm theory like as in section 2 of [9], we can obtain Theorem A.1.
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# ON THE SPLITTING TRICK AND WAVELET FRAME PACKETS* 
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#### Abstract

This paper presents a detailed analysis of the "splitting trick" which splits, for example, the half-shifts of a function into the shifts of two functions. When a Riesz basis of a shift-invariant subspace is split, the optimal bounds of the resulting Riesz basis are obtained. Most importantly, by the splitting trick we built wavelet frame packets as orthogonal wavelet packets constructed by Coifman and Meyer. Their algorithms for finding best basis for a function also apply to our setting.
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1. Introduction. The aim of this paper is to construct wavelet frame packets, in which there are many frames. It is a generalization of wavelet packets. Meanwhile the efficient algorithms for finding best basis in wavelet packets apply to wavelet frame packets.

Let $\mathcal{H}$ be a separable Hilbert space. A sequence $\left\{f_{k}\right\}_{k=1}^{\infty} \subseteq \mathcal{H}$ is called a frame of $\mathcal{H}$ if there are constants $A$ and $B, 0<B \leq A<\infty$ such that

$$
\begin{equation*}
B\|f\|^{2} \leq \sum_{k=1}^{\infty}\left|\left\langle f, f_{k}\right\rangle\right|^{2} \leq A\|f\|^{2} \quad \forall f \in \mathcal{H}, \tag{1.1}
\end{equation*}
$$

where $\|\cdot\|$ and $\langle\cdot, \cdot\rangle$ are the norm and inner product of $\mathcal{H}$, respectively. The frame bounds are the smallest $A$ and largest $B$ that can be used in (1.1). If we can choose $A=B$ in (1.1), then $\left\{f_{k}\right\}_{k=1}^{\infty}$ is a tight frame with bound $A$. In particular, when $A=B=1$, we have the reconstruction formula

$$
\begin{equation*}
f=\sum_{k=1}^{\infty}\left\langle f, f_{k}\right\rangle f_{k}, \tag{1.2}
\end{equation*}
$$

which looks exactly as in the orthonormal basis case.
A frame of $L_{2}:=L_{2}\left(\mathbb{R}^{s}\right)$ of form $\left\{2^{k / 2} \psi\left(2^{k} \cdot-\alpha\right) \mid k \in \mathbb{Z}, \alpha \in \mathbb{Z}^{s}, \psi \in \Psi\right\}$ is called a wavelet frame, where $\Psi$ is a finite set of $L_{2}\left(\mathbb{R}^{s}\right)$. In [11], some explicit constructions of wavelet frames and some conditions ensuring the existence of such frames were given.

If a wavelet frame $\left\{2^{k / 2} \psi\left(2^{k} \cdot-\alpha\right) \mid k \in \mathbb{Z}, \alpha \in \mathbb{Z}^{s}, \psi \in \Psi\right\}$ is an orthonormal basis of $L_{2}, \Psi$ is called a (orthonormal) wavelet set. Usually, a wavelet set is derived from a given multiresolution analysis of $L_{2}$. The construction of wavelet sets has been

[^34]discussed in a great number of papers. The problem has been settled more successfully in case $s=1$ than $s>1$. One of the difficulties in the latter case is that there is not a common and useful method to solve the problem of matrix extension; see, e.g., [1], [4], [14], [15], [18], and [19].

For a given multiresolution analysis and the corresponding orthonormal wavelet basis of $L_{2}\left(\mathbb{R}^{s}\right)$, wavelet (basis) packets were constructed by Coifman and Meyer. This construction is an important generalization of that of wavelet sets. There are many orthonormal bases in the wavelet packets. Efficient algorithms for finding the best possible basis do exist (in the context of signal analysis application); however, as pointed out in [11] and [12, pp. 97-99], for certain wavelet applications in signal analysis, frames are more suitable than orthonormal bases, due to the redundancy in frames. It is therefore worthwhile to generalize the construction of wavelet packets to the frame case.

Indeed, orthogonality cannot always be considered to be a crucial property of the wavelet basis [12, Chapter 8], and there has been an extensive study of other wavelet systems, such as prewavelets and biorthogonal wavelets ([1], [5], [7], [9], [14], [17], etc.) as well as nonorthogonal wavelet packets ([6] and [8]). These sequences are Riesz bases of $L_{2}$.

A sequence $\left\{f_{k}\right\}_{k=1}^{\infty} \subseteq \mathcal{H}$ is a Riesz basis for $\mathcal{H}$ if there are some constants $A$ and $B, 0<B \leq A<\infty$, such that any $f \in \mathcal{H}$ can be represented as a series $f=\sum_{k=1}^{\infty} c_{k} f_{k}$ converging in $\mathcal{H}$ with

$$
\begin{equation*}
B\|f\|^{2} \leq \sum_{k=1}^{\infty}\left|c_{k}\right|^{2} \leq A\|f\|^{2} \tag{1.3}
\end{equation*}
$$

The Riesz basis bounds are the smallest $A$ and largest $B$ that can be used in (1.3).
We recall that a Riesz basis with bounds $A$ and $B$ is a frame with bounds $A$ and $B$. Conversely, a frame $\left\{f_{k}\right\}_{k=1}^{\infty}$ is a Riesz basis provided $f_{1}, f_{2}, \ldots$ are linearly independent in the following sense: any $f_{k_{0}}$ does not belong to the closure of all finitely linear combinations of elements in $\left\{f_{k}\right\}_{k \neq k_{0}}$.

The main tool used in wavelet packets is the splitting trick (Daubechies' terminology; cf. [12]), which breaks the half integer shifts, for example, of a function into the integer shifts of two functions. One of the basic results in [6] and [8] says that, even in the nonorthogonal case, as long as finitely many steps of splitting are applied, the resulting sequence is still a Riesz basis. On the other hand, the existing estimates for corresponding bounds are known to be suboptimal (cf. [8]). Moreover, the methods of [6] and [8] do not apply to the frame case. In any event, the condition number of the resulting Riesz basis may be large: a result in [8] shows that infinitely many splitting steps may lead to a system that is not a Riesz basis any more.

The paper is organized as follows. We review some basic concepts and results about shift-invariant spaces and prove a characterization of a frame in shift-invariant spaces in section 2 . In section 3 we analyze in detail the splitting trick in shift-invariant spaces and obtain the sharp inequalities that correspond to this process. With these inequalities it can be proved easily that, if we apply at most $L$ splittings to a frame (Riesz basis, respectively) of a shift-invariant space, the resulting sequence is still a frame (Riesz basis, respectively). In section 4 we consider the splitting trick on frames (Riesz bases, respectively) of $L_{2}$. We shall prove that as long as finitely many splitting steps are applied, the resulting sequence is a frame (Riesz basis, respectively) of $L_{2}$. In particular, if the matrix associated with the splitting is unitary, then the resulting sequence is a frame (Riesz basis, respectively) with bounds $A^{\prime} \leq A$ and $B^{\prime} \geq B$,
where $A$ and $B$ are the bounds of the original sequence. In this case the splitting can be applied at infinitely many times.

We wish to compare our work with [6] and [8]. First, we work in a more general setting. In fact we don't need refinability of the underlying functions as well as a multiresolution. In our deduction only the properties of shift-invariant spaces are employed. Those properties were developed by de Boor, DeVore, and Ron and used extensively in multiresolution analysis, wavelets, and approximation theory. Second, even in the Riesz basis case, our estimation for the bounds of the resulting Riesz bases is sharper than that in either [6] or [8].

In the rest of the paper we assume that $\mathcal{H}$ is either $L_{2}$ or a subspace of $L_{2}\left(\mathbb{R}^{s}\right)$. Moreover, for simplicity of notations, we present only results for $L_{2}(\mathbb{R})$. However, all conclusions have their counterparts in $L_{2}\left(\mathbb{R}^{s}\right), s>1$.
2. Shift-invariant spaces. For later use we review briefly some basic concepts and results for shift-invariant spaces. Then we prove a characterization for the integer shifts of a finite set to be a frame.

A linear space $S$ of functions from $\mathbb{R}$ to $\mathbb{C}$ is called $2^{-k}$ shift-invariant if it is invariant under $2^{-k}$ shifts; that is,

$$
f \in S \Rightarrow f\left(\cdot-2^{-k} \alpha\right) \in S \quad \forall \alpha \in \mathbb{Z}
$$

For a finite set $\Phi \subseteq L_{2}:=L_{2}(\mathbb{R})$, we denote by $\mathcal{S}_{0}^{k}(\Phi)$ the (finite) linear span of the $2^{-k}$ shifts of the functions in $\Phi$. Thus a function $f \in \mathcal{S}_{0}^{k}(\Phi)$ has the form

$$
f=\sum_{\varphi \in \Phi} \sum_{\alpha \in \mathbb{Z}} c_{\varphi \alpha} \varphi\left(\cdot-2^{-k} \alpha\right),
$$

where the sequence of coefficients $\left\{c_{\varphi \alpha}\right\}_{\varphi \in \Phi, \alpha \in \mathbb{Z}}$ is finitely supported. Obviously $\mathcal{S}_{0}^{k}(\Phi)$ is the smallest $2^{-k}$ shift-invariant space containing $\Phi$.

If $\Phi$ is a subset of $L_{2}$, we write $\mathcal{S}^{k}(\Phi)$ for the closure of $\mathcal{S}_{0}^{k}(\Phi)$ in $L_{2}$. We use the notation $\mathcal{S}^{k}(\varphi)$ instead of $\mathcal{S}^{k}(\{\varphi\})$ when $\Phi$ consists of a single function $\varphi$.

The following characterization of $\mathcal{S}^{k}(\Phi)$ in terms of Fourier transforms of $\phi \in \Phi$ was given by de Boor, DeVore, and Ron [2]:

$$
\begin{equation*}
\mathcal{S}^{k}(\Phi)=\left\{f \in L_{2} \mid \widehat{f}=\sum_{\varphi \in \Phi} \tau_{\varphi} \widehat{\varphi}, \tau_{\varphi} \quad \text { is } \quad 2^{k+1} \pi \text {-periodic, } \varphi \in \Phi\right\} \tag{2.1}
\end{equation*}
$$

where $\widehat{f}$ is the Fourier transform of $f \in L_{2}$,

$$
\widehat{f}(\omega):=\int_{-\infty}^{\infty} f(x) e^{-i x \omega} d x
$$

In [3] the bracket product of two functions $f, g \in L_{2}$ is defined by

$$
[f, g](\omega):=\sum_{\alpha \in \mathbb{Z}} \widehat{f}(\omega+2 \alpha \pi) \overline{\widehat{g}}(\omega+2 \alpha \pi)
$$

It was first introduced by Jia and Micchelli [14] with some decay conditions on $f$ and $g$. We note that the series converges absolutely for almost every $\omega \in \mathbb{R}$. Thus $[f, g]$ is well defined almost everywhere (a.e.). Moreover $[f, g] \in L_{1}[0,2 \pi]$. The Gramian matrix of a finite set $\Phi \subseteq L_{2}$ is given by $G(\Phi):=([\varphi, \psi])_{\varphi, \psi \in \Phi}$. It is a nonnegative definite matrix for almost every $\omega$.

Following [2], we say that $\Phi$ provides a quasi basis for $\mathcal{S}^{0}(\Phi)$ (that is, their integer shifts is a quasi basis) if

$$
\operatorname{det} G(\Phi)(\omega)>0 \quad \text { a.e. } \omega \in \sigma(\Phi):=\{\omega \mid \operatorname{rank} G(\Phi)(\omega)>0\}
$$

The shifts of $\Phi$ are quasi-stable if there are two positive constants $A$ and $B$ such that

$$
\begin{equation*}
B I \leq G(\Phi) \leq A I \quad \text { a.e. } \omega \in \sigma(\Phi) \tag{2.2}
\end{equation*}
$$

where $I$ is the identity matrix of the same order as $G(\Phi)$ and, as usual, $M_{1} \leq M_{2}$ for two $n \times n$ nonnegative definite matrices $M_{1}$ and $M_{2}$ means that for any $X=$ $\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{C}^{n}$ with $X^{*}$ its complex conjugate,

$$
X M_{1} X^{*} \leq X M_{2} X^{*}
$$

The bounds of a quasi-stable basis are the smallest $A$ and largest $B$ such that the inequalities in (2.2) hold.

The concepts of quasi basis and quasi-stable basis apply to $\mathcal{S}^{k}(\Phi), k \neq 0$, by scaling. We define the scaling operator sc on $L_{2}$ by sc : $f \rightarrow 2^{1 / 2} f(2 \cdot), f \in L_{2}$. If $\Phi$ is a subset of $L_{2}$ and $k$ is an integer, let $s c^{k} \Phi=\left\{s c^{k} f \mid f \in \Phi\right\}$. It is easily seen that $\mathcal{S}^{k}(\Phi)=s c^{k} \mathcal{S}^{0}\left(s c^{-k} \Phi\right)$ for any finite set $\Phi$ of $L_{2}$. The $2^{-k}$ shifts $\left\{\varphi\left(\cdot-2^{-k} \alpha\right) \mid \alpha \in \mathbb{Z}, \varphi \in \Phi\right\}$ of $\Phi$ are said to form a quasi basis (quasi-stable basis, respectively) for $\mathcal{S}^{k}(\Phi)$ if and only if the integer shifts of $s c^{-k} \Phi$ form a quasi basis (quasi-stable basis, respectively) for $\mathcal{S}^{0}\left(s c^{-k} \Phi\right)$. In the case that the $2^{-k}$ shifts of $\Phi$ form a quasi-stable basis for $\mathcal{S}^{k}(\Phi)$, its bounds are defined to be those of the quasi-stable basis $\left\{\left(s c^{-k} \varphi\right)(\cdot-\alpha) \mid \varphi \in \Phi, \alpha \in \mathbb{Z}\right\}$ for $\mathcal{S}^{0}\left(s c^{-k} \Phi\right)$.

We recall that $\{\varphi(\cdot-\alpha) \mid \alpha \in \mathbb{Z}, \varphi \in \Phi\}$ is a Riesz basis with bounds $A$ and $B$ for $\mathcal{S}^{0}(\Phi)$ if and only if $A$ is the smallest constant and $B$ is the largest constant such that

$$
B I \leq G(\Phi) \leq A I \quad \text { a.e. } \omega \text {. }
$$

Therefore a Riesz basis $\{\varphi(\cdot-\alpha) \mid \alpha \in \mathbb{Z}, \varphi \in \Phi\}$ is a quasi-stable basis with $\sigma(\Phi)=\mathbb{R}$.
We begin our study with a characterization of when $\{\varphi(\cdot-\alpha) \mid \alpha \in \mathbb{Z}, \varphi \in \Phi\}$ is a frame for $\mathcal{S}^{0}(\Phi)$.

ThEOREM 2.1. Let $\Phi=\left\{\varphi_{k}\right\}_{k=1}^{n} \subseteq L_{2}$. Then for arbitrary nonnegative constants $A$ and $B$, the following conditions are equivalent:

$$
\begin{gather*}
B\|f\|^{2} \leq \sum_{k=1}^{n} \sum_{\alpha \in \mathbb{Z}}\left|\left\langle f, \varphi_{k \alpha}\right\rangle\right|^{2} \leq A\|f\|^{2} \quad \forall f \in \mathcal{S}^{0}(\Phi)  \tag{2.3}\\
B G(\Phi) \leq G^{2}(\Phi) \leq A G(\Phi) \quad \text { a.e. } \tag{2.4}
\end{gather*}
$$

Proof. For any $f \in L_{2}$ we have by Plancherel's theorem

$$
\begin{equation*}
\sum_{k=1}^{n} \sum_{\alpha \in \mathbb{Z}}\left|\left\langle f, \varphi_{k \alpha}\right\rangle\right|^{2}=\frac{1}{2 \pi} \sum_{k=1}^{n} \int_{0}^{2 \pi}\left|\left[f, \varphi_{k}\right]\right|^{2}, \tag{2.5}
\end{equation*}
$$

(cf. [12, p. 67]), where $\varphi_{\alpha}(\cdot)=\varphi(\cdot-\alpha)$ for any $\varphi \in L_{2}$ and $\alpha \in \mathbb{Z}$.
For $f \in \mathcal{S}^{0}(\Phi)$, by (2.1), we can find a $2 \pi$-periodic mapping $m(\omega)=$ $\left(m_{1}(\omega), \ldots, m_{n}(\omega)\right), \mathbb{R} \rightarrow \mathbb{C}^{n}$ such that

$$
\begin{equation*}
\widehat{f}=\sum_{l=1}^{n} m_{l} \widehat{\varphi}_{l} \tag{2.6}
\end{equation*}
$$

which yields

$$
\left[f, \varphi_{k}\right]=\sum_{l=1}^{n} m_{l}\left[\varphi_{l}, \varphi_{k}\right], \quad k=1, \ldots, n
$$

Therefore it follows from (2.5) that

$$
\begin{aligned}
& \sum_{k=1}^{n} \sum_{\alpha \in \mathbb{Z}}\left|\left\langle f, \varphi_{k \alpha}\right\rangle\right|^{2}=\frac{1}{2 \pi} \sum_{k=1}^{n} \int_{0}^{2 \pi}\left|\sum_{l=1}^{n} m_{l}\left[\varphi_{l}, \varphi_{k}\right]\right|^{2} \\
= & \frac{1}{2 \pi} \int_{0}^{2 \pi} \sum_{l, j=1}^{n} m_{l} \bar{m}_{j} \sum_{k=1}^{n}\left[\varphi_{l}, \varphi_{k}\right] \overline{\left[\varphi_{j}, \varphi_{k}\right]}=\frac{1}{2 \pi} \int_{0}^{2 \pi} m G^{2}(\Phi) m^{*} .
\end{aligned}
$$

On the other hand, it follows from Plancherel's theorem and (2.6) that

$$
\begin{equation*}
\|f\|^{2}=\frac{1}{2 \pi} \int_{0}^{2 \pi}[f, f]=\frac{1}{2 \pi} \int_{0}^{2 \pi} m G(\Phi) m^{*} \tag{2.7}
\end{equation*}
$$

Thus we conclude that (2.3) is equivalent to

$$
\begin{equation*}
B \int_{0}^{2 \pi} m G(\Phi) m^{*} \leq \int_{0}^{2 \pi} m G^{2}(\Phi) m^{*} \leq A \int_{0}^{2 \pi} m G(\Phi) m^{*} \tag{2.8}
\end{equation*}
$$

for any $2 \pi$-periodic mapping $m$ with

$$
\begin{equation*}
m G(\Phi) m^{*} \in L_{1}[0,2 \pi] . \tag{2.9}
\end{equation*}
$$

For any (Lebesgue) measurable set $E \subseteq[0,2 \pi]$, replacing $m$ in (2.8) by a $2 \pi$ periodic mapping that is equal to $m \chi_{E}$ for $\omega \in[0,2 \pi]$, we see that (2.8) is indeed equivalent to

$$
B \int_{E} m G(\Phi) m^{*} \leq \int_{E} m G^{2}(\Phi) m^{*} \leq A \int_{E} m G(\Phi) m^{*}
$$

where $\chi_{E}$ is, as usual, the characteristic function of $E$. Lebesgue's theorem about Lebesgue point yields that

$$
B m G(\Phi) m^{*} \leq m G^{2}(\Phi) m^{*} \leq A m G(\Phi) m^{*} \quad \text { a.e. }
$$

for any $m$ satisfying (2.9).
Since the entries of $G(\Phi)$ are all in $L_{1}[0,2 \pi]$, any $2 \pi$-periodic mapping $m$ with $\left\|m_{k}\right\|_{\infty}<\infty, 1 \leq k \leq n$, satisfies (2.9). Therefore (2.4) and (2.8) are equivalent. The proof is complete.

Remark 2.2. After completing the first version of the manuscript, the author became aware that Ron and Shen [20] had established Theorem 2.1 by a different method.

If $\Phi=\left\{\varphi_{k}\right\}_{k=1}^{n}$ provides a quasi basis for $\mathcal{S}^{0}(\Phi)$, then $G(\Phi)(\omega)$ is invertible for $\omega \in \sigma(\Phi)$. Therefore (2.4) is equivalent to

$$
B \leq G(\Phi) \leq A \quad \text { a.e. on } \sigma(\Phi)
$$

Therefore we have proved the following known result.
Corollary 2.3. $\Phi$ provides a quasi-stable basis for $\mathcal{S}^{0}(\Phi)$ if and only if $\Phi$ provides a quasi basis for $\mathcal{S}^{0}(\Phi)$ and $\left\{\varphi_{k}(\cdot-\alpha) \mid \alpha \in \mathbb{Z}, 1 \leq k \leq n\right\}$ is a frame for $\mathcal{S}^{0}(\Phi)$.
3. The splitting trick in shift-invariant spaces. Now we establish some inequalities about the splitting trick. These inequalities are essential to the construction of wavelet frame packets.

Lemma 3.1. Assume $\Phi=\left\{\varphi_{k}\right\}_{k=1}^{n} \subseteq L_{2}$. Let $\Psi=\left\{\psi_{j}\right\}_{j=1}^{n} \subseteq \mathcal{S}^{0}(\Phi)$ be given by

$$
\begin{equation*}
\widehat{\psi}_{j}=\sum_{k=1}^{n} P_{j k} \widehat{\varphi}_{k}, \quad j=1, \ldots, n \tag{3.1}
\end{equation*}
$$

where $P_{j k}$ are $2 \pi$-periodic functions, $j, k=1, \ldots, n$. If for $P=\left(P_{j k}\right)_{j, k=1}^{n}$, there are some constants $C^{\prime}$ and $C$ such that

$$
\begin{equation*}
C^{\prime} I \leq P^{*} P \leq C I \quad \text { a.e. on } \sigma(\Phi) \tag{3.2}
\end{equation*}
$$

then

$$
\begin{align*}
& C^{\prime} \sum_{k=1}^{n} \sum_{\alpha \in \mathbb{Z}}\left|\left\langle f, \varphi_{k \alpha}\right\rangle\right|^{2} \leq \sum_{j=1}^{n} \sum_{\alpha \in \mathbb{Z}}\left|\left\langle f, \psi_{j \alpha}\right\rangle\right|^{2}  \tag{3.3}\\
& \leq C \sum_{k=1}^{n} \sum_{\alpha \in \mathbb{Z}}\left|\left\langle f, \varphi_{k \alpha}\right\rangle\right|^{2} \quad \forall f \in L_{2},
\end{align*}
$$

where, as before, $\varphi_{k \alpha}=\varphi_{k}(\cdot-\alpha)$ and $\psi_{j \alpha}=\psi_{j}(\cdot-\alpha)$.
Moreover, if $\Phi$ provides a quasi-stable basis, (3.2) and (3.3) are equivalent.
Proof. For any $f \in L_{2}$ we have by (3.1) that

$$
\left[f, \psi_{j}\right]=\sum_{k=1}^{n} \bar{P}_{j k}\left[f, \varphi_{k}\right], \quad j=1, \ldots, n
$$

Consequently

$$
\begin{aligned}
\sum_{j=1}^{n}\left|\left[f, \psi_{j}\right]\right|^{2} & =\sum_{k, k^{\prime}=1}^{n}\left(\sum_{j=1}^{n} \bar{P}_{j k} P_{j k^{\prime}}\right)\left[f, \varphi_{k}\right] \overline{\left[f, \varphi_{k^{\prime}}\right]} \\
& =X P^{*} P X^{*}
\end{aligned}
$$

where $X=X(\omega)=\left(\left[f, \varphi_{1}\right], \ldots,\left[f, \varphi_{n}\right]\right)$.
It follows from (2.5) that (3.3) is equivalent to the inequalities

$$
\begin{equation*}
C^{\prime} \int_{0}^{2 \pi} X X^{*} \leq \int_{0}^{2 \pi} X P^{*} P X^{*} \leq C \int_{0}^{2 \pi} X X^{*} \quad \forall f \in L_{2} \tag{3.4}
\end{equation*}
$$

For any measurable set $E \subseteq[0,2 \pi]$ and $f \in L_{2}$ we define a function $g$ by letting

$$
\widehat{g}(\omega)=\widehat{f}(\omega) \sum_{\alpha \in \mathbb{Z}} \chi_{E}(\omega+\alpha)
$$

Then $g \in L_{2}$ and $\left[g, \varphi_{k}\right]=\left[f, \varphi_{k}\right] \chi_{E}$. Since the measurable sets $E$ are arbitrary we observe, as in the proof of Theorem 2.1, that (3.4) is equivalent to

$$
C^{\prime} X X^{*} \leq X P^{*} P X^{*} \leq C X X^{*} \text { a.e. }
$$

Since $X(\omega)=0$ for any $f \in L_{2}$ and $\omega \in[0,2 \pi] \backslash \sigma(\Phi)$, we actually have proved that (3.3) holds if and only if

$$
\begin{equation*}
C^{\prime} X X^{*} \leq X P^{*} P X^{*} \leq C X X^{*} \quad \text { a.e. on } \sigma(\Phi) \tag{3.5}
\end{equation*}
$$

for any $X=\left(\left[f, \varphi_{1}\right], \ldots,\left[f, \varphi_{n}\right]\right)$ with $f \in L_{2}$. On the other hand, (3.2) means that (3.5) holds for any $X \in \mathbb{C}^{n}$. Therefore (3.2) implies (3.3).

Assume further that $\Phi$ provides a quasi-stable basis. We claim that for any $2 \pi$ periodic and measurable mapping $X=X(\omega)=\left(x_{1}(\omega), \ldots, x_{n}(\omega)\right)$ with $X(\omega)=0$ for $\omega \in[0,2 \pi] \backslash \sigma(\Phi)$ and $\left\|x_{k}\right\|_{\infty}<\infty, 1 \leq k \leq n$, there is some $f \in L_{2}$ satisfying

$$
X=\left(\left[f, \varphi_{1}\right], \ldots,\left[f, \varphi_{n}\right]\right)
$$

Indeed, let $f$ be defined by (2.6) with $m=X G^{-1}(\Phi)$ for $\omega \in \sigma(\Phi)$ and $m=0$ for $\omega \in[0,2 \pi] \backslash \sigma(\Phi)$. Since

$$
m G(\Phi) m^{*}=X G^{-1}(\Phi) X^{*}, \omega \in \sigma(\Phi)
$$

and all entries of $G^{-1}(\Phi)$ belong to $L_{\infty}(\sigma(\Phi))$, we have $m G m^{*} \in L_{1}(\sigma(\Phi))$. Therefore $f \in \mathcal{S}^{0}(\Phi)$ and $f$ satisfies the required equality.

Since, for any fixed $\omega \in \sigma(\Phi), X$ in (3.5) may range over the whole $\mathbb{C}^{n},(3.2)$ is equivalent to (3.3). The proof is complete.

Theorem 3.2 (splitting trick). Let $\varphi \in L_{2}$ and $\left\{\psi_{j}\right\}_{j=0}^{1} \subseteq \mathcal{S}^{1}(\varphi)$ be given by

$$
\begin{equation*}
\widehat{\psi}_{j}(\omega)=\sqrt{2} m_{j}(\omega / 2) \widehat{\varphi}(\omega), \quad j=0,1 \tag{3.6}
\end{equation*}
$$

for some $2 \pi$-periodic $m_{j}, j=0$, 1. Define the matrix $M(\omega):=\left(m_{j}(\omega+k \pi)\right)_{j, k=0}^{1}$. Then the condition that

$$
\begin{equation*}
C^{\prime} I \leq M^{*}(\omega / 2) M(\omega / 2) \leq C I \quad \text { a.e. on } \sigma(\Phi) \tag{3.7}
\end{equation*}
$$

implies that for any $f \in L_{2}$

$$
\begin{align*}
& C^{\prime} \sum_{\alpha \in \mathbb{Z}}|\langle f, \varphi(\cdot-\alpha / 2)\rangle|^{2} \\
& \leq \sum_{j=0,1} \sum_{\alpha \in \mathbb{Z}}\left|\left\langle f, \psi_{j \alpha}\right\rangle\right|^{2}  \tag{3.8}\\
& \leq C \sum_{\alpha \in \mathbb{Z}}|\langle f, \varphi(\cdot-\alpha / 2)\rangle|^{2} .
\end{align*}
$$

Moreover, if $\{\varphi(\cdot-\alpha / 2)\}_{\alpha \in \mathbb{Z}}$ is a quasi-stable basis, then (3.7) and (3.8) are equivalent.

Proof. Define $\varphi_{k}(\cdot)=\varphi(\cdot-k / 2), k=0,1$. Then $\mathcal{S}^{1}(\varphi)=\mathcal{S}^{0}(\Phi)$, where $\Phi=$ $\left\{\varphi_{k}\right\}_{k=0}^{1}$, and (3.6) may be represented as (3.1) for $n=2$ and some $2 \pi$-periodic $P_{j k}, j, k=0,1$.

Recall that the matrix $P=\left(P_{j k}\right)_{j k=0}^{1}$ is associated with $M$ by the equation (cf. [17] and [18, p. 86]),

$$
\begin{equation*}
M(\omega)=P(2 \omega) U(\omega) \tag{3.9}
\end{equation*}
$$

with the matrix

$$
U(\omega)=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & 1 \\
e^{-i \omega} & -e^{-i \omega}
\end{array}\right)
$$

being $2 \pi$-periodic and unitary for any $\omega$. Therefore

$$
M^{*}(\omega / 2) M(\omega / 2)=U^{*}(\omega / 2) P^{*}(\omega) P(\omega) U(\omega / 2) \quad \forall \omega \in \mathbb{R}
$$

The theorem follows immediately from Lemma 3.1 and the equivalence of (3.2) and (3.7).

Corollary 3.3. Suppose that the conditions of Theorem 3.2 are satisfied. Assume furthermore that $0<C^{\prime} \leq C<\infty$ and $\{\varphi(\cdot-\alpha / 2) \mid \alpha \in \mathbb{Z}\}$ is a frame (quasi-stable basis, Riesz basis, respectively) of $\mathcal{S}^{1}(\varphi)$ with bounds $A$ and $B$. Then $\left\{\psi_{j}(\cdot-\alpha) \mid 0 \leq j \leq 1, \alpha \in \mathbb{Z}\right\}$ is also a frame (quasi-stable basis, Riesz basis, respectively) of $\mathcal{S}^{1}(\varphi)$ with bounds $A^{\prime} \leq C A$ and $B^{\prime} \geq C^{\prime} B$.

Proof. The conclusion in the frame case is obvious by Theorem 3.2. As for the quasi-stable basis case, we note that $\mathcal{S}^{0}(\Psi)=\mathcal{S}^{0}(\Phi)$, where $\Phi=\left\{\varphi_{k}\right\}_{k=0}^{1}$ is as given in the proof of Theorem 3.2 and $\Psi=\left\{\psi_{k}\right\}_{k=0}^{1}$. It follows from the equality $G(\Psi)=P G(\Phi) P^{*}$ that $\operatorname{rank} G(\Psi)=\operatorname{rank} G(\Phi)$ for any $\omega$. Moreover, by assumption, $\Phi$ provides a quasi-stable basis of $\mathcal{S}^{0}(\Phi)$ with bounds $A$ and $B$. Since we already know that $\left\{\psi_{j}(\cdot-\alpha) \mid 0 \leq j \leq 1, \alpha \in \mathbb{Z}\right\}$ is also a frame of $\mathcal{S}^{0}(\Phi)$ with bounds $A^{\prime} \leq C A$ and $B^{\prime} \geq C^{\prime} B$, the conclusion follows from Corollary 2.3.

Remark 3.4. The analogue of Theorem 3.2 and Corollary 3.3 hold when $\mathcal{S}^{1}(\varphi)$ and $m_{j}\left(2^{-1} \omega\right)$ are replaced by $\mathcal{S}^{j_{0}}(\varphi)$ and $m_{j}\left(2^{-j_{0}} \omega\right)$, respectively, where $j_{0} \in \mathbb{Z}$ is any integer.

In what follows, we need to apply several splitting steps. To this end it is useful to introduce some index sets. Let $\mathcal{M}=\bigcup_{k=1}^{\infty}\{0,1\}^{k}$ and $\mathcal{M}_{L}=\bigcup_{k=1}^{L}\{0,1\}^{k}, L<\infty$. For any $\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{k}\right) \in \mathcal{M}$ we set $|\varepsilon|=k$ and $l_{\varepsilon}=\sum_{j=1}^{k} 2^{-j} \varepsilon_{j}$. Associated with $\varepsilon$ is a dyadic interval $I_{\varepsilon}=\left[l_{\varepsilon}, l_{\varepsilon}+2^{-|\varepsilon|}\right)$.

A subset $\mathcal{N} \subseteq \mathcal{M}$ is called an admissible set if $L_{\varepsilon}=\left\{I_{\varepsilon}\right\}, \varepsilon \in \mathcal{N}$, partition the unit interval $[0,1)$. This means that $[0,1)$ is the union of $I_{\varepsilon}, \varepsilon \in \mathcal{N}$, any of which does not intersect the others. Both of the following $\mathcal{N}$ are admissible sets: $\mathcal{N}=\{\varepsilon| | \varepsilon \mid=k\}$, where $k>0$ fixed; $\mathcal{N}=\{(0),(1,0),(1,1,0),(1,1,1,0),(1,1,1,1,0), \ldots\}$.

Lemma 3.5. The following statements are true:
(i) Given two dyadic intervals, $I_{\varepsilon}$ and $I_{\tau}$, either their intersection is empty or one contains the other.
(ii) Let $\mathcal{N}$ be an admissible set. For any $\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{k}\right) \in \mathcal{N}$ and any $\varepsilon_{k+1}, \ldots, \varepsilon_{j}$,

$$
\varepsilon^{\prime}:=\left(\varepsilon_{1}, \ldots, \varepsilon_{k}, \varepsilon_{k+1}, \ldots, \varepsilon_{j}\right) \notin \mathcal{N}
$$

$w h e r e ~ k<j$.
(iii) If $\mathcal{N} \subseteq \mathcal{M}_{L}$ is an admissible set and $\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{L}\right) \in \mathcal{N}$, then

$$
\varepsilon^{0}:=\left(\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{L-1}, 1-\varepsilon_{L}\right) \in \mathcal{N}
$$

Proof. To prove (i) we assume that $I_{\varepsilon} \cap I_{\tau}$ is not empty and, without loss of generality, assume $|\tau| \leq|\varepsilon|$. It follows from the definition that $I_{\tau} \subseteq I_{\varepsilon}$. Moreover $I_{\tau}=I_{\varepsilon}$ if and only if $|\tau|=|\varepsilon|$.

The verification of (ii) is easy by noting that $I_{\varepsilon^{\prime}} \subseteq I_{\varepsilon}$.
As for the proof of (iii), we observe that $\mathcal{N}$ contains no $\tau \neq \varepsilon^{0}$ such that $I_{\varepsilon^{0}} \subseteq$ $I_{\tau}$. For, otherwise, we have also $I_{\varepsilon} \subseteq I_{\tau}$, a contradiction. Note that $\mathcal{N} \subseteq \mathcal{M}_{L}$ is admissible. $\varepsilon^{0}$ must belong to $\mathcal{N}$. The proof is complete.

Given $\varphi \in L_{2}$ and $2 \pi$-periodic functions $m_{j}, j=0,1$, we apply the splitting trick, as in Theorem 3.2, to $\mathcal{S}^{j_{0}}(\varphi)$ and their resulting subspaces successively, where $j_{0} \in \mathbb{Z}$
fixed, getting a sequence of resulting functions $\varphi_{\varepsilon}$ (we adopt the notation $\varphi_{\varepsilon}$ instead of $\psi^{\prime}$ s as in Theorem 3.2) given by their Fourier transform

$$
\begin{equation*}
\widehat{\varphi}_{\varepsilon}(\omega)=2^{|\varepsilon| / 2} \widehat{\varphi}(\omega) \prod_{j=1}^{k} m_{\varepsilon_{j}}\left(2^{j-1-j_{0}} \omega\right) \tag{3.10}
\end{equation*}
$$

where $\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{k}\right)$. However, some conditions to ensure $\varphi_{\varepsilon} \in L_{2}$, and hence $\varphi_{\varepsilon} \in \mathcal{S}^{j_{0}}(\varphi)$ should be imposed on $m_{j}, j=0,1$. The following lemma gives such conditions. The proof is easy and thus omitted.

Lemma 3.6. Let $\varphi \in L_{2}$ and $\varphi_{\varepsilon}$ be as given by (3.10). If the measurable and $2 \pi$-periodic functions $m_{j}$ satisfy $\left\|m_{j}\right\|_{\infty}<\infty, j=0,1$, then $\varphi_{\varepsilon} \in \mathcal{S}^{j_{0}}(\varphi)$.

Remark 3.7. Let $c^{\varepsilon}$ be the sequence of coefficients $\left\{c_{\alpha}^{\varepsilon}\right\}_{\alpha \in \mathbb{Z}}$, where

$$
c_{\alpha}^{\varepsilon}:=\left\langle f, \varphi_{\varepsilon}\left(\cdot-2^{|\varepsilon|-j_{0}} \alpha\right)\right\rangle, \quad \alpha \in \mathbb{Z} .
$$

It is worth pointing out the well-known fact that the coefficients can be computed by Mallat's algorithm successively whenever the coefficients $\left\langle f, \varphi\left(\cdot-2^{-j_{0}} \alpha\right)\right\rangle, \alpha \in \mathbb{Z}$, are given. This is due to the relation between $\varphi_{\varepsilon}$ and $\varphi$. In fact, if we set $m_{j}(\omega):=$ $\sum_{\beta \in \mathbb{Z}} h_{j \beta} e^{-i \beta \omega}, j=0,1$, then

$$
c_{\alpha}^{\left(\varepsilon_{1}, \ldots, \varepsilon_{k}\right)}=F_{\varepsilon_{k}} c^{\left(\varepsilon_{1}, \ldots, \varepsilon_{k-1}\right)}(\alpha), \quad \alpha \in \mathbb{Z}
$$

where $F_{j}, j=0,1$, is an operator from $l_{2}(\mathbb{Z})$ into $l_{2}(\mathbb{Z})$,

$$
F_{j} s(\alpha)=\sqrt{2} \sum_{\beta} s_{\beta} \bar{h}_{j \beta-2 \alpha}, \quad s \in l_{2}(\mathbb{Z})
$$

Let $m_{j}, j=0,1$, satisfy the condition in Lemma 3.6. Denote by $\Lambda(\omega)$ and $\lambda(\omega)$, for a.e. $\omega \in \mathbb{R}$, the maximal and minimal eigenvalues, respectively, of the matrix $M^{*}(\omega / 2) M(\omega / 2)$. Then the functions $\Lambda(\omega)$ and $\lambda(\omega)$ are in fact $2 \pi$-periodic by (3.9). Moreover, they are measurable. Let $\Lambda=\|\Lambda(\omega)\|_{\infty}$ and $\lambda=\|\lambda(\omega)\|_{\infty}$. Then

$$
\begin{equation*}
\lambda I \leq M^{*} M \leq \Lambda I, \quad \text { a.e. } \tag{3.11}
\end{equation*}
$$

Now we can generalize Theorem 3.2 as follows.
Theorem 3.8. Let $\Lambda$ and $\lambda$ be defined as above. Assume $\varphi \in L_{2}$ and define $\varphi_{\varepsilon}$ as in (3.10). Then for any admissible set $\mathcal{N} \subseteq \mathcal{M}_{L}, L<\infty$ fixed, we have for any $f \in L_{2}$ and $j_{0} \in \mathbb{Z}$

$$
\begin{align*}
& B_{L} \sum_{\alpha \in \mathbb{Z}}\left|\left\langle f, \varphi\left(\cdot-2^{-j_{0}} \alpha\right)\right\rangle\right|^{2} \\
& \leq \sum_{\varepsilon \in \mathcal{N}} \sum_{\alpha \in \mathbb{Z}}\left|\left\langle f, \varphi_{\varepsilon}\left(\cdot-2^{|\varepsilon|-j_{0}} \alpha\right)\right\rangle\right|^{2}  \tag{3.12}\\
& \leq A_{L} \sum_{\alpha \in \mathbb{Z}}\left|\left\langle f, \varphi\left(\cdot-2^{-j_{0}} \alpha\right)\right\rangle\right|^{2}
\end{align*}
$$

where $A_{L}=\max \left\{1, \Lambda^{L}\right\}$ and $B_{L}=\min \left\{1, \lambda^{L}\right\}$.
Consequently, if $M(\omega)$ is unitary almost everywhere, then for any admissible set $\mathcal{N} \subseteq \mathcal{M}$ (not necessarily $\mathcal{N} \subseteq \mathcal{M}_{L}$ ) we have for $f \in L_{2}$

$$
\begin{equation*}
\sum_{\varepsilon \in \mathcal{N}} \sum_{\alpha \in \mathbb{Z}}\left|\left\langle f, \varphi_{\varepsilon}\left(\cdot-2^{|\varepsilon|-j_{0}} \alpha\right)\right\rangle\right|^{2}=\sum_{\alpha \in Z} \mid\left\langle f,\left.\varphi\left(\cdot-2^{-j_{0}} \alpha\right)\right|^{2}\right. \tag{3.13}
\end{equation*}
$$

Proof. We observe first that if $M(\omega)$ is unitary for almost every $\omega$, then $\Lambda=\lambda=1$. Therefore the equality (3.13) follows from (3.12). It remains to prove (3.12).

To prove (3.12) we work by induction. When $L=1, A_{L} \geq \Lambda$ and $B_{L} \leq \lambda$. Therefore (3.12) follows from (3.8) and (3.11).

Suppose that (3.12) holds for $L=L_{0}$. Assume that $\mathcal{N} \subset \mathcal{M}_{L_{0}+1}$ is an admissible set. We divide it into two parts, $\mathcal{N}=\mathcal{N}_{L_{0}+1} \cup\left(\mathcal{N} \cap \mathcal{M}_{L_{0}}\right)$, where

$$
\mathcal{N}_{L}=\{\varepsilon \mid \varepsilon \in \mathcal{N} \quad \text { and } \quad|\varepsilon|=L\}
$$

For any $\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{L_{0}+1}\right) \in \mathcal{N}_{L_{0}+1}$, it follows from Lemma 3.5 that

$$
\varepsilon^{0}=\left(\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{L_{0}}, 1-\varepsilon_{L_{0}+1}\right) \in \mathcal{N}_{L_{0}+1}
$$

Associated with any pair of $\varepsilon, \varepsilon_{0} \in \mathcal{N}_{L_{0}+1}$, we set

$$
\begin{equation*}
\tau=\left(\varepsilon_{1}, \ldots, \varepsilon_{L_{0}}\right) \tag{3.14}
\end{equation*}
$$

Appealing to the analogy of Theorem 3.2 (see Remark 3.4) we obtain for $f \in L_{2}$

$$
\begin{align*}
& \lambda \sum_{\alpha \in \mathbb{Z}}\left|\left\langle f, \varphi_{\tau}\left(\cdot-2^{L_{0}-j_{0}} \alpha\right)\right\rangle\right|^{2} \\
& \leq \sum_{\alpha \in \mathbb{Z}}\left(\left|\left\langle f, \varphi_{\varepsilon}\left(\cdot-2^{L_{0}+1-j_{0}} \alpha\right)\right\rangle\right|^{2}+\left|\left\langle f, \varphi_{\varepsilon^{0}}\left(\cdot-2^{L_{0}+1-j_{0}} \alpha\right)\right\rangle\right|^{2}\right)  \tag{3.15}\\
& \leq \Lambda \sum_{\alpha \in \mathbb{Z}}\left|\left\langle f, \varphi_{\tau}\left(\cdot-2^{L_{0}-j_{0}} \alpha\right)\right\rangle\right|^{2}
\end{align*}
$$

Since $\mathcal{N}^{\prime}=\mathcal{N}_{L_{0}} \cup\{\tau\}_{\varepsilon \in \mathcal{N}_{L_{0}+1}} \subseteq \mathcal{M}_{L_{0}}$ is an admissible set, where $\tau$ is associated with $\varepsilon$ by (3.14) for any $\varepsilon \in \mathcal{N}_{L_{0}+1}$, it follows from the induction assumption that for $f \in L_{2}$

$$
\begin{aligned}
& B_{L_{0}} \sum_{\alpha \in \mathbb{Z}} \mid\left\langle f,\left.\varphi\left(\cdot-2^{-j_{0}} \alpha\right)\right|^{2}\right. \\
& \leq \sum_{\alpha \in \mathbb{Z}}\left(\sum_{\delta \in \mathcal{N} \cap \mathcal{M}_{L_{0}}}\left|\left\langle f, \varphi_{\delta}\left(\cdot-2^{|\delta|-j_{0}} \alpha\right)\right\rangle\right|^{2}+\sum_{\tau}\left|\left\langle f, \varphi_{\tau}\left(\cdot-2^{L_{0}-j_{0}} \alpha\right)\right\rangle\right|^{2}\right) \\
& \leq A_{L_{0}} \sum_{\alpha \in \mathbb{Z}}\left|\left\langle f, \varphi\left(\cdot-2^{-j_{0}} \alpha\right)\right\rangle\right|^{2} .
\end{aligned}
$$

Now (3.15) implies (3.12) for $L=L_{0}+1$. The proof is complete.
It is very important that $A_{L}$ and $B_{L}$ in (3.12) are independent of $j_{0}$.
Corollary 3.9. In addition to the conditions of Theorem 3.2 we assume that $0<\lambda \leq \Lambda<\infty$ and $\left\{\varphi\left(\cdot-2^{-j_{0}} \alpha\right) \mid \alpha \in \mathbb{Z}\right\}$ is a frame (Riesz basis, respectively) of $\mathcal{S}^{j_{0}}(\varphi)$ with bounds $A$ and $B$. Then for any admissible set $\mathcal{N} \subseteq \mathcal{M}_{L}$, where $L<\infty$ is fixed, the sequence

$$
\begin{equation*}
\left\{\varphi_{\varepsilon}\left(\cdot-2^{|\varepsilon|-j_{0}} \alpha\right) \mid \alpha \in \mathbb{Z}, \varepsilon \in \mathcal{N}\right\} \tag{3.16}
\end{equation*}
$$

is a frame (Riesz basis, respectively) of $\mathcal{S}^{j_{0}}(\varphi)$ with bounds $A^{\prime}$ and $B^{\prime}$ with $A^{\prime} \leq A A_{L}$ and $B^{\prime} \geq B B_{L}$.

Consequently, (3.16) is a frame (Riesz basis, respectively) with bounds $A$ and $B$ for any admissible set $\mathcal{N}$ when $M$ is unitary everywhere.

Proof. The conclusions about the frame case follow easily from a special case of Theorem 3.8, in which (3.12) need hold only for any $f \in \mathcal{S}^{j_{0}}(\varphi)$.

To prove the result about the Riesz basis case, we need only to verify that the sequence in (3.16) is a Riesz basis. Since $\left\{\varphi\left(\cdot-2^{-j_{0}} \alpha\right) \mid \alpha \in \mathbb{Z}\right\}$ is a Riesz basis of $\mathcal{S}^{j_{0}}(\phi)$, by applying the analogy of Corollary 3.3 for $\mathcal{S}^{j_{0}}(\varphi)$ (see Remark 3.4) and the resulting subspaces successively, we conclude that the sequence (3.16) is indeed a Riesz basis. The proof is complete.
4. Wavelet frame packets. In this section we construct the wavelet frame packets for $L_{2}$. The general theory is illustrated with an example of compactly supported tight wavelet frame packets.

ThEOREM 4.1. Let $S$ be a subset of $\mathbb{Z}^{2}$ and $\left\{\psi_{k}\left(\cdot-2^{-j} \alpha\right) \mid \alpha \in \mathbb{Z},(k, j) \in S\right\}$ a frame (Riesz basis, respectively) with bounds $A$ and $B$ for $L_{2}$. Assume that $\mathcal{N}(k, j) \subset$ $\mathcal{M}_{L}$ is an admissible set for any $(k, j) \in S$, where $L<\infty$ is independent of $(k, j) \in$ $S$. Let $m_{0}$ and $m_{1}$ satisfy the conditions of Lemma 3.6, and the associated matrix $M(\omega)=\left(\left(m_{j}(\omega+k \pi)\right)_{j, k=0}^{1}\right.$ satisfies (3.11) for some $\lambda$ and $\Lambda$ with $0<\lambda \leq \Lambda<\infty$. Moreover, let $\psi_{k \varepsilon}$ be as given in (3.10) by replacing $\varphi$ with $\psi_{k}$, and let $A_{L}$ and $B_{L}$ be as given in Theorem 3.8. Then the sequence

$$
\begin{equation*}
\left\{\psi_{k \varepsilon}\left(\cdot-2^{|\varepsilon|-j} \alpha\right) \mid \alpha \in \mathbb{Z}, \varepsilon \in \mathcal{N}(k, j) \text { and }(k, j) \in S\right\} \tag{4.1}
\end{equation*}
$$

is a frame (Riesz basis, respectively) of $L^{2}$ with bounds $A^{\prime} \leq A A_{L}$ and $B^{\prime} \geq B B_{L}$.
Remark 4.2. If $\mathcal{N}(k, j)$ is empty for some $(k, j) \in S$, we take no splitting on the corresponding sequence $\left\{\psi_{k}\left(\cdot-2^{-j} \alpha\right) \mid \alpha \in \mathbb{Z}\right\}$.

The proof of Theorem 4.1 is the same as that of Corollary 3.9 in section 3 only with the difference in that we should use the inequality (3.12) for all $f \in L_{2}$. We omit it.

Since there is a large variety of choices of $\mathcal{N}(k, j)$ for any $(k, j) \in S$, we can pick many frames from (4.1). Combining the terminologies of wavelet frames and wavelet packets, we call all these frames the wavelet frame packets.

Remark 4.3. It is easily seen that $A_{L}$ and $B_{L}^{-1}$ defined in Theorem 3.8 grow at most exponentially for large $L$. Therefore, the estimation for the bounds of the resulting frames (Riesz bases, respectively) in Theorem 4.1 is sharper than that in [8].

On the other hand, if the matrix $M(\omega)$ is unitary for any $\omega$, we have $A_{L}=B_{L}=1$ for any $L$. It implies that the bounds of the resulting frames (Riesz bases, respectively) are unchanged. These bounds are optimal. In this case, the estimation of [6] cannot give the optimal bounds.

As stated in Remark 3.7, the coefficients of a function $f$ with respect to sequence in (4.1) may be computed by Mallat's algorithm. It is possible to find a best frame for a given $f$. The algorithm is the same as in wavelet packets [10].

Example 4.4 (tight wavelet frame packets). Let $m_{0}$ be a $2 \pi$-periodic trigonometric such that

$$
m_{0}(0)=1, \quad\left|m_{0}(\omega)\right|^{2}+\left|m_{0}(\omega+\pi)\right|^{2}=1
$$

Define $\varphi$ and $\psi$ by $\widehat{\varphi}(\omega)=\prod_{k=1}^{\infty} m_{0}\left(2^{-k} \omega\right)$ and $\widehat{\psi}(\omega)=m_{1}(\omega / 2) \widehat{\varphi}(\omega / 2)$, respectively, where as usual, $m_{1}(\omega)=e^{-i \omega} \bar{m}_{0}(\omega+\pi)$. It is easy to see that the matrix $M(\omega)=$ $\left(m_{j}(\omega+k \pi)\right)_{j, k=0}^{1}$ is unitary for any $\omega$.

It was proved in [16] that $\left\{2^{k / 2} \psi\left(2^{k} \cdot-\alpha\right)\right\}_{k, \alpha \in \mathbb{Z}}$ is a tight frame for $L_{2}$ with bound 1. This corresponds to the case $\psi_{k}(\cdot):=2^{k / 2} \psi\left(2^{k} \cdot\right)$ and $S=\{(k, k) \mid k \in \mathbb{Z}\}$ in (4.1).

We are more interested in the sequence

$$
\begin{equation*}
\left\{\varphi(\cdot-\alpha), \psi_{k}\left(\cdot-2^{-k} \alpha\right) \mid \alpha \in \mathbb{Z}, k \geq 0\right\} \tag{4.2}
\end{equation*}
$$

From the proof of [12, Proposition 6.2.3] we see that the sequence (4.2) is also a tight frame of $L_{2}$ with bound 1.

As in (3.10), we define for $k>0$ and $\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{k}\right)$ the function $\psi_{k \varepsilon}$ by

$$
\widehat{\psi}_{k \varepsilon}(\omega)=\widehat{\psi}\left(2^{-k} \omega\right) \prod_{j=1}^{k} m_{\varepsilon_{j}}\left(2^{-j} \omega\right)=\prod_{j=1}^{\infty} m_{\varepsilon_{j}}\left(2^{-j} \omega\right)
$$

where $\varepsilon_{k+1}=1$ and $\varepsilon_{j}=0$ for $j \geq k+2$. The last equality follows from the relation between $\widehat{\psi}$ and $\widehat{\phi}$. If we split the $2^{-k}$ shifts of $\psi_{k}, k>0$, exactly $k$ times at all possibilities, the resulting sequence is the set of integer shifts of all functions $\psi_{k \varepsilon} \forall \varepsilon$ with $|\varepsilon|=k$. Therefore, taking (4.2) as the original frame, we get the following resulting frame:

$$
\begin{equation*}
\left\{\varphi(\cdot-\alpha), \psi(\cdot-\alpha), \psi_{k \varepsilon}(\cdot-\alpha)|\alpha \in \mathbb{Z},|\varepsilon|=k, k>0\}\right. \tag{4.3}
\end{equation*}
$$

By the unitary property of the matrix $M$ and Theorem 4.1, (4.3) is also a tight frame of $L_{2}$ with bound 1.

Adopting the notation of [10], we can check easily that (4.3) is nothing but the sequence

$$
\begin{equation*}
\left\{W_{n}(\cdot-\alpha) \mid n \geq 0, \alpha \in \mathbb{Z}\right\} \tag{4.4}
\end{equation*}
$$

where $W_{n}$ is defined by its Fourier transform

$$
\begin{equation*}
\widehat{W}_{n}(\omega)=\prod_{j=1}^{\infty} m_{\varepsilon_{j}}\left(2^{-j} \omega\right), \quad n=\sum_{j=1}^{\infty} 2^{j-1} \varepsilon_{j} . \tag{4.5}
\end{equation*}
$$

Besides (4.4) we may obtain many tight frames of $L_{2}$ as follows. In fact, as in [10], for any partition $P=\left\{I_{k n}\right\}$ of the nonnegative integers of the form $I_{k n}=$ $\left\{2^{k} n, \ldots, 2^{k}(n+1)-1\right\}$ we consider the set

$$
\begin{equation*}
\left\{\left.2^{\frac{k}{2}} W_{n}\left(2^{k} \cdot-\alpha\right) \right\rvert\, I_{k n} \in P, \alpha \in \mathbb{Z}\right\} \tag{4.6}
\end{equation*}
$$

We claim that (4.6) is a tight frame of $L_{2}$ with bound 1. Indeed, for any $I_{n k}$, we define $\varepsilon_{j}, j>k$, by $n=\sum_{j=k+1}^{\infty} 2^{j-k-1} \varepsilon_{j}$ and the function $\widetilde{W}_{n k}(\cdot)=2^{\frac{k}{2}} W_{n}\left(2^{k} \cdot\right)$. It follows from (4.5) that

$$
\widehat{\widetilde{W}}_{n k}(\omega)=2^{-k / 2} \widehat{W}_{n}\left(2^{-k} \omega\right)=2^{-k / 2} \prod_{j=1}^{\infty} m_{\varepsilon_{j+k}}\left(2^{-j-k} \omega\right)
$$

For any $\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{k}\right)$ we define $\widetilde{W}_{n k \varepsilon}$ as in (3.10) by replacing $\varphi$ with $\widetilde{W}_{n k}$. Then

$$
\widehat{\widetilde{W}}_{n k \varepsilon}(\omega)=\prod_{j=1}^{\infty} m_{\varepsilon_{j}}\left(2^{-j} \omega\right)
$$

Consequently,

$$
\widetilde{W}_{n k \varepsilon}=W_{n^{\prime}}, \quad n^{\prime}=2^{k} n+\sum_{j=1}^{k} 2^{j-1} \varepsilon_{j} .
$$

By assumption on $P=\left\{I_{k n}\right\}$ we have

$$
\left\{\widetilde{W}_{n k \varepsilon} \| \varepsilon \mid=k, I_{k n} \in P\right\}=\left\{W_{n^{\prime}} \mid n^{\prime} \in \mathbb{Z}, n^{\prime} \geq 0\right\}
$$

This means that the set $\left\{\widetilde{W}_{n k \varepsilon}(\cdot-\alpha)| | \varepsilon \mid=k, I_{k n} \in P\right.$ and $\left.\alpha \in \mathbb{Z}\right\}$ is just the sequence (4.4) and, therefore, a tight frame with bound 1 for $L_{2}$. On the other hand, the equality (3.13) yields that for any $f \in L_{2}$

$$
\sum_{I_{k n} \in P} \sum_{\alpha \in \mathbb{Z}}\left|\left\langle f, \widetilde{W}_{n k}\left(\cdot-2^{-k} \alpha\right)\right\rangle\right|^{2}=\sum_{I_{k n} \in P} \sum_{|\varepsilon|=k} \sum_{\alpha \in \mathbb{Z}}\left|\left\langle f, \widetilde{W}_{n k \varepsilon}(\cdot-\alpha)\right\rangle\right|^{2}
$$

We conclude that $\left\{\widetilde{W}_{n k}\left(\cdot-2^{-k} \alpha\right) \mid I_{k n} \in P, \alpha \in \mathbb{Z}\right\}$ is also a tight frame with bound 1. Note that the last sequence is just (4.6). Therefore, for any $P=\left\{I_{n k}\right\}$ as above, the sequence (4.6) is a tight frame with bound 1 , as claimed.

By formula (1.2) any $f \in L_{2}$ can be represented as a convergent series in $L_{2}$ :

$$
f(x)=\sum_{I_{k n} \in P} \sum_{\alpha} c_{\alpha}^{n k} 2^{k / 2} W_{n}\left(2^{k} x-\alpha\right)
$$

with coefficients $c_{\alpha}^{n k}=\left\langle f, 2^{k / 2} W_{n}\left(2^{k} \cdot-\alpha\right)\right\rangle$.
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#### Abstract

In this paper we study the space-time asymptotic behavior of the solutions, and their derivatives, to the incompressible Navier-Stokes equations in dimension $2 \leq n \leq 5$. Using moment estimates we obtain that strong solutions to the Navier-Stokes equations which decay in $L^{2}$ at the


 rate of $\|u(t)\|_{2} \leq C(t+1)^{-\mu}$ will have the following pointwise space-time decay, for $0 \leq k \leq n / 2$ :$$
\left|D^{\alpha} u(x, t)\right| \leq C_{k, m} \frac{1}{(t+1)^{\rho_{0}}\left(1+|x|^{2}\right)^{k / 2}}
$$

where $\rho_{O}=(1-2 k / n)(m / 2+\mu+n / 4),|\alpha|=m$ and $\mu>\frac{n}{4}$.
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1. Introduction. In this paper, we study the space-time decay of solutions to the incompressible Navier-Stokes equations in $\mathbb{R}^{n}$

$$
\begin{array}{r}
u_{t}+u \cdot \nabla u+\nabla p=\Delta u \\
\operatorname{div} u=0  \tag{1.1}\\
u(x, 0)=u_{0}(x) \in \mathbf{X}
\end{array}
$$

and of their derivatives. We assume $2 \leq n \leq 5$ and the space $\mathbf{X}$ will be specified below. Using moment techniques, we show that strong solutions and their derivatives of all orders decay pointwise at an algebraic rate as $|x| \rightarrow \infty$ and $t \rightarrow \infty$.

Questions of decay of solutions to the Navier-Stokes equations in different norms have been studied, among others, by Knightly [6], Kajikiya and Miyakawa [4], Kato [5], Kozono [7], Kozono and Ogawa [8], Schonbek [13], [10], Wiegner [18], and Zhang [20]. Of particular interest in the direction of the present paper are the results by S . Takahashi [17]. In this reference, Takahashi studies the pointwise decay of solutions with zero initial data to the Navier-Stokes equations with an external force, as well as the decay of the first derivatives of these solutions. Using a weighted-equation approach, he obtains pointwise decay rates both in time and space. The external force is assumed to decay at an algebraic rate in both space and time and the solutions are assumed bounded in some weighted $L^{q, s}$ norms, with $n / q+2 / s=1$ and $q, s \in[2, \infty]$,

[^35](the limiting Serrin class), where $L^{q, s}$ denotes the space of all $u: \mathbb{R}^{n} \times(0, \infty) \rightarrow \mathbb{R}^{n}$ such that
$$
\left\{\int_{0}^{\infty}\left(\int_{\mathbf{R}^{n}}|u(x, t)|^{q} d x\right)^{s / q} d t\right\}^{1 / s}<\infty
$$

Our results complement and extend Takahashi's results in the sense that in our case we have nonzero initial data but zero external force. Moreover, we are able to establish decay for derivatives of all orders. We note that since we are obtaining decay results for derivatives, we will work directly with strong solutions. These results can be derived for weak solutions provided we start at a sufficiently large time. Since in this case we are already in the regime where the solutions are smooth, we prefer to simplify notation and work directly with smooth solutions. The reader can also refer to [17], which presents a very detailed outline of what other authors in the field have done with related questions.

It is already clear at the level of the heat equation that there is a relation between the time decay and the space decay. This kind of balance will also be found for solutions to the Navier-Stokes equations. In particular the balance relation we obtain between the decay in space and in time coincides with the relation for the heat equation when we consider the solutions themselves.

The plan of the paper is the following. We begin with a section of notation (section 2). In section 3, we construct a solution of the Navier-Stokes equations as the limit of a sequence of solutions of a linearized approximation of the Navier-Stokes equations. By standard uniqueness results, this solution coincides with the one constructed by Kato in [5]. We recall some essential estimates on the moments of this sequence of approximate solutions and of their derivatives and then we show that these bounds are also valid for the limit solution and its derivatives. The first bounds we obtain are not sufficient for yielding a uniform time decay; they are valid for all time but depend on time. However, owing to the results of [11], we already have uniform bounds for the moments, though not for the moments of the derivatives; for this reason we dedicate section 4 to showing that these moments are also bounded independently of time. The last section deals with the space-time pointwise decay of the solution, which follows from the uniform bound of the moments and an appropriate form of the Gagliardo-Nirenberg inequality.
2. Notation and assumptions. Let $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ be a multi-index with $\alpha_{i} \geq 0$. We will use the notation

$$
\begin{equation*}
D^{\alpha}=\frac{\partial^{|\alpha|}}{\partial x_{1}^{\alpha_{1}} \cdots \partial x_{n}^{\alpha_{n}}} \tag{2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
|\alpha|=\alpha_{1}+\cdots+\alpha_{n} \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{i}=\frac{\partial}{\partial x_{i}} \tag{2.3}
\end{equation*}
$$

For any integer $m \geq 0$, we set

$$
D^{m} f(x)=\left(\sum_{|\alpha|=m}\left|D^{\alpha} f(x)\right|^{2}\right)^{1 / 2}
$$

where $x=\left(x_{1}, \ldots, x_{n}\right)$. The $L^{2}$ norm (or energy norm) will be denoted by

$$
\begin{equation*}
\|u\|=\|u(., t)\|_{2}=\left[\int_{\mathbf{R}^{n}}|u(x, t)|^{2} d x\right]^{1 / 2} \tag{2.4}
\end{equation*}
$$

where $d x=d x_{1} \cdots d x_{n}$. More generally we denote the $L^{p}$ norm for $1 \leq p<\infty$ by

$$
\begin{equation*}
\|u(., t)\|_{p}=\left[\int_{\mathbf{R}^{n}}|u(x, t)|^{p} d x\right]^{1 / p} \tag{2.5}
\end{equation*}
$$

and the $L^{\infty}$ norm by

$$
\begin{equation*}
\|u(., t)\|_{\infty}=\operatorname{ess} \sup _{x}|u(x, t)| . \tag{2.6}
\end{equation*}
$$

The $H^{m}$ norm is defined by

$$
\begin{equation*}
\|u(., t)\|_{H^{m}}=\left[\int_{\mathbf{R}^{n}} \sum_{|\alpha| \leq m}\left|D^{\alpha} u(x, t)\right|^{2} d x\right]^{1 / 2} \tag{2.7}
\end{equation*}
$$

In what follows, we assume that $u=u(x, t)=\left(u_{1}(x, t), \ldots, u_{n}(x, t)\right)$ is a global solution of the Navier-Stokes equations with the following decay: there exist constants $C, \mu>n / 4$ such that

$$
\begin{equation*}
\|u(t)\|_{2} \leq C(t+1)^{-\mu} \quad \text { for } t \geq 0 \tag{2.8}
\end{equation*}
$$

Under these conditions, assuming as always $2 \leq n \leq 5$, it is proved in [12] that the decay given by (2.8) generalizes to

$$
\begin{equation*}
\left\|D^{j} u(t)\right\|_{2} \leq C(t+1)^{-\mu-j / 2} \quad \text { for } t \geq 0, j=0,1,2, \ldots \tag{2.9}
\end{equation*}
$$

We recall the Gagliardo-Nirenberg inequality; if $f \in H^{m}$, then

$$
\left\|D^{j} f\right\|_{\infty} \leq C\|f\|_{2}^{1-a}\left\|D^{m} f\right\|_{2}^{a}
$$

with $a=a_{j m}=\frac{j+\frac{n}{2}}{m}$, as long as $j+\frac{n}{2}<m$. Taking $m$ large enough (assuming we can do this) we get from (2.8) and (2.9)

$$
\begin{equation*}
\left\|D^{j} u(t)\right\|_{\infty} \leq C(t+1)^{-\mu-j / 2-n / 4} \quad \text { for } j=0,1, \ldots \tag{2.10}
\end{equation*}
$$

Combining (2.9) and (2.10) we get as in [12]

$$
\begin{equation*}
\left\|D^{j} u(t)\right\|_{p} \leq C(t+1)^{-\mu-j / 2-n / 4(1-2 / p)} \quad \text { for } j=0,1, \ldots \tag{2.11}
\end{equation*}
$$

for $p \in[2, \infty], t>0$.
Since we are interested in decay of derivatives and hence in smooth solutions, we are going to work with solutions that start with small data, or the results we establish will only be valid for large $t$.

The main idea in order to obtain pointwise decay is to prove decay of the moments and then combine this with an appropriate Gagliardo-Nirenberg inequality to yield decay in $L^{\infty}$, whence the pointwise decay. With this in mind, we introduce the following weighted spaces:

$$
\begin{equation*}
f \in L_{\nu}^{r_{1}} \quad \text { iff } \quad\left(\int_{\mathbf{R}^{n}}|x|^{\nu r_{1}}|f|^{r_{1}} d x\right)^{1 / r_{1}}<\infty \tag{2.12}
\end{equation*}
$$

For $s=0,1,2, \ldots$, we define the $(s, \alpha)$ moments

$$
M_{s, \alpha}(t)=\int_{\mathbf{R}^{n}}|x|^{s}\left|D^{\alpha} u(x, t)\right|^{2} d x
$$

and in particular for $s \geq 0, t \geq 0$, we define the moment of order $s$ of $u$ by

$$
M_{s}((u)(t))=M_{s, 0}(t)=\int_{\mathbf{R}^{n}}|x|^{s}|u(x, t)|^{2} d x=\left(\|u(t)\|_{L_{s / 2}^{2}}\right)^{2}
$$

Finally, define for $s, m=0,1,2, \ldots$,

$$
\tilde{M}_{s, m}(t)=\sum_{|\alpha|=m} M_{s, \alpha}(t)=\int_{\mathbf{R}^{n}}|x|^{s}\left|D^{m} u(x, t)\right|^{2} d x
$$

3. Preliminaries. To start our calculations we need to recall some weightednorms estimates satisfied by approximate solutions to the Navier-Stokes equations [11]. These solutions satisfy a "linearized Navier-Stokes equation," in which both the convective and the pressure terms are linearized in "explicit form." To this purpose, the pressure is expressed as a product of Riesz transforms. Specifically, we construct the sequence $\left\{u^{\ell}\right\}$ of approximate solutions as follows: $v=u^{\ell+1}$ is the solution of

$$
\begin{align*}
v_{t}-\Delta v+u^{\ell} \cdot \nabla v+\nabla P\left(u^{\ell}, v\right) & =0  \tag{3.1}\\
\operatorname{div} v & =0 \\
v(0) & =u_{0}
\end{align*}
$$

with initial approximation $u^{0}=u_{0}$ and $u_{0}$ in an appropriate space. The solution $v$ is constructed locally by a fixed-point argument and then is extended by a priori estimates. It is unique by construction. The bilinear operator $P$ is defined by

$$
P(u, v)=\sum_{j, k} R_{j} R_{k}\left(u_{j} v_{k}\right)
$$

where $u=\left(u_{1}, \ldots, u_{n}\right), v=\left(v_{1}, \ldots, v_{n}\right)$ are functions from $\mathbf{R}^{n}$ to $\mathbf{R}^{n}$, and $R_{j}$ denotes the Riesz transforms,

$$
\widehat{\left[R_{j} f\right]}(\xi)=-i \frac{\xi_{j}}{|\xi|} \hat{f}(\xi) \quad \text { for } 1 \leq j \leq n
$$

When $u^{\ell}=v$ we recover the Navier-Stokes equations, since the pressure $p$ and the velocity $u$ of the Navier-Stokes equations are related by

$$
\Delta p=-\sum_{j, k} \frac{\partial^{2}}{\partial x_{j} \partial x_{k}}\left(u_{j} u_{k}\right)
$$

hence

$$
\hat{p}(\xi, t)=-\sum_{j, k} \frac{\xi_{j} \xi_{k}}{|\xi|^{2}} \widehat{u_{j} u_{k}}(\xi, t)
$$

and

$$
p=\sum_{j, k} R_{j} R_{k}\left(u_{j} u_{k}\right)=P(u, u)
$$

The linearization (3.1) is of the type used by Caffarelli, Kohn, and Nirenberg in [1], by Kajikiya and Miyakawa in [4], by Leray in [9], and by Sohr, von Wahl, and Wiegner in [14]. The advantage of making the linearization explicit is that we can apply to the sequence $\left\{u^{\ell}\right\}$ well-known properties of the Riesz transforms, such as their boundedness in $L^{p}$-spaces (see [15]) and in weighted $L^{p}$-spaces satisfying the Muckenhoupt condition (see [3], [16]), in order to obtain bounds for the solutions of the Navier-Stokes equations and of their moments. We expect that our proofs for establishing bounds in weighted $L^{p}$-spaces, with some modifications, could be used for the approximating solutions constructed by Caffarelli, Kohn, and Nirenberg [1], by Kajikiya and Miyakawa [4], and by Sohr, von Wahl, and Wiegner [14].

In [11] we constructed the solution to (3.1) via a fixed-point method. We recall briefly the construction, referring to [11] for details. Let

$$
F(x, t)=F(t)(x)=(4 \pi t)^{-n / 2} e^{-|x|^{2} / 4 t}
$$

be the fundamental solution of the heat equation in $n$ space variables and set

$$
H(u, v)=u \cdot \nabla v+\nabla P(u, v)
$$

If $v$ solves (3.1), then $v$ has the expression

$$
\begin{equation*}
v(t)=F(t) * u_{0}-\int_{0}^{t} F(t-s) * H\left(u^{\ell}, v\right)(s) d s \tag{3.2}
\end{equation*}
$$

For $u, \varphi \in L^{2}\left([0, T], H^{1}\left(\mathbf{R}^{n}\right)^{n}\right)$, we define

$$
\begin{align*}
\mathcal{M}_{u} \varphi(t) & =\int_{0}^{t} F(t-s) *[u \cdot \nabla \varphi(s)+\nabla P(u, \varphi)(s)] d s \\
& =\int_{0}^{t} F(t-s) * H(u, \varphi)(s) d s \tag{3.3}
\end{align*}
$$

and

$$
\begin{equation*}
\mathcal{L}_{u} \varphi(t)=F(t) * u_{0}-\mathcal{M}_{u} \varphi(t) \tag{3.4}
\end{equation*}
$$

The integral version (3.2) of (3.1) linearized with respect to $u^{\ell}$ becomes

$$
v=\mathcal{L}_{u^{\ell}}(v) ;
$$

that is, the solution to the linearized Navier-Stokes equation (3.1) can be obtained as a fixed point of the operator $\mathcal{L}_{u^{\ell}}$ (see [11]). We prove in [11] that for some $T>0$, $T=\infty$ for small data, the sequence $\left\{u^{\ell}\right\}$ converges in $C\left([0, T], L^{2} \cap L^{r}\right)$ to a weak solution of the Navier-Stokes equations, provided the data is in $L^{2} \cap L^{r}$ and $r>n$. If the data is also in $H^{1}$ and is sufficiently small, the solution will be smooth. These are the solutions we will be interested in. Although Kato [5] has obtained smooth solutions with small data in $L^{2} \cap L^{n}$, we do not use his construction because we want to ensure that the solutions also lie in the appropriate weighted space whenever the data belong to that space too. However, our solutions are clearly Hopf-Leray solutions (see [11, Theorem 2.4]); furthermore, in the notation used by Fabes, Jones, and Riviere in [2], they are in $L^{p, \tilde{q}}\left(\mathbb{R}^{n} \times(0, T)\right)$ for every $T>0$ for some $r>n, \tilde{q}>2$
(see (3.6) below). By the uniqueness results of section V of [2] our solutions coincide with the solutions of Kato.

In [11] we needed to introduce numbers $\nu, q, r, r_{1}$ satisfying the relations

$$
\begin{array}{r}
0 \leq \nu<n, \quad 2 \leq r_{1} \leq r, \quad 1 \leq q \leq \infty, \quad r>n \\
\frac{1}{q}<\frac{\nu}{2}-\frac{n}{2 r}+\frac{1}{2}, \quad \frac{1}{r} \leq \frac{1}{r_{1}}+\frac{\nu}{n}<1-\frac{1}{r} \tag{3.6}
\end{array}
$$

We recall Lemma 2.2 of [11], which we state here for convenience:
Lemma 3.1. Assume the function $u$ satisfies

$$
u \in C\left([0, T], W^{m, r}\left(\mathbf{R}^{n}\right)^{n}\right) \cap L^{q}\left([0, T],\left(W^{m, r_{1}}\left(\mathbf{R}^{n}\right)^{n}\right)\right.
$$

There exists a constant $K(T, u)$ of the form

$$
K(T, u)=C(T)\left(\|u\|_{C_{T}\left(W^{m, r}\right)}+\|u\|_{L_{T}^{q}\left(W^{m, r_{1}}\right)}\right)
$$

with $C(T)$ independent of $u$ such that if $D^{\alpha} u_{0} \in L_{\nu}^{r_{1}} \cap L^{r}\left(\mathbf{R}^{n}\right)^{n}$ for $|\alpha| \leq m$, then the fixed point $v$ of $\mathcal{L}_{u}$ satisfies $D^{\alpha} v \in C\left([0, T], L_{\nu}^{r_{1}}\left(\mathbf{R}^{n}\right)\right)$ for $|\alpha| \leq m$ and

$$
\begin{array}{r}
\left\|D^{\alpha} v(t)\right\|_{L_{\nu}^{r_{1}}} \leq C(T)\left(\left\|u_{0}\right\|_{W^{m, r_{1}}}+\sum_{|\beta| \leq m}\left\|D^{\beta} u_{0}\right\|_{L_{\nu}^{r_{1}}}\right) \\
+K(T, u)\left(\left\|u_{0}\right\|_{W^{m, r}}+\left\|u_{0}\right\|_{W^{m, r_{1}}}\right) .
\end{array}
$$

If $u$ is a strong solution of the Navier-Stokes equations, then $u$ is the fixed point of $\mathcal{L}_{u}$; moreover, $r, r_{1} \geq 2$ so that $K(T, u)$ is finite if $2 \leq n \leq 5$ by (2.11) for every $T>0$. The following corollary is immediate.

Corollary 3.2. Assume $2 \leq n \leq 5$, conditions (3.5), (3.6), and let $u$ be a strong solution of the Navier-Stokes equations with data $u_{0} \in W^{m, r} \cap W^{m, r_{1}} \cap H^{1}\left(\mathbf{R}^{n}\right)^{n}$. Then

$$
\begin{equation*}
\left\|D^{\alpha} u(t)\right\|_{L_{\nu}^{r_{1}}} \leq C(T) C_{0} \tag{3.7}
\end{equation*}
$$

where $C_{0}$ depends only on appropriate norms of the data.
4. Decay of moments of derivatives. In order to obtain the decay of moments of derivatives, we will first need to establish uniform bounds. Once these are obtained, the decay will follow by a Hölder inequality between the $(m, s)$ moments and the $L^{2}$ norm of the derivatives.

THEOREM 4.1. Let $u_{0}$ be as in Corollary 3.2. Let $u$ be a strong solution of the Navier-Stokes equations with data $u_{0}$ satisfying

$$
\begin{equation*}
\|u(t)\|_{2} \leq C(t+1)^{-\mu}, \quad \text { where } \mu>\frac{n}{4}-\frac{1}{2} \tag{4.1}
\end{equation*}
$$

Then

$$
\begin{equation*}
\tilde{M}_{s, m}(t) \leq C(t+1)^{-(2 \mu+m)\left(1-\frac{s}{n}\right)} \tag{4.2}
\end{equation*}
$$

for $m=0,1,2, \ldots, s=0,1, \ldots, n$.
Proof. As before we note that if the data is sufficiently small then this solution $u$ exists. In particular, if $u \in H^{2} \cap L^{\infty}$, then all the derivatives of higher order are in $L^{6}$ (see [12]). Moreover, inequalities (2.9), (2.10), and (2.11) will hold.

For the proof, note that the case $s=0$ is covered by (2.9). Assuming $s>0$ from now on, we proceed by induction on $m$. Each induction step is dealt with following the approach of Theorem 4.1 of [11] (where the case $m=0$ is proved). As in [11, Theorem 4.1] the estimate for $0<s<n$ will follow from the estimates for $s=0$ and $s=n$ by Hölder interpolation. Indeed, let $1 / p=(n-s) / n, 1 / p^{\prime}=s / n$, and $|\alpha|=m$; we have

$$
\begin{aligned}
M_{s, \alpha}(t) & =\int_{\mathbf{R}^{n}}|x|^{s}\left|D^{\alpha} u\right|^{2} d x \leq\left(\int_{\mathbf{R}^{n}}\left|D^{\alpha} u\right|^{2} d x\right)^{1 / p}\left(\int_{\mathbf{R}^{n}}|x|^{n}\left|D^{\alpha} u\right|^{2} d x\right)^{1 / p^{\prime}} \\
& =M_{0, \alpha}(t)^{1-\frac{s}{n}} M_{n, \alpha}(u)(t)^{\frac{s}{n}} \leq C(t+1)^{-(2 \mu+m)\left(1-\frac{s}{n}\right)} M_{n, \alpha}(u)(t)^{\frac{s}{n}}
\end{aligned}
$$

Thus, if $M_{n, \alpha}(u)(t)$ is uniformly bounded, we have

$$
\tilde{M}_{s, m}(t) \leq C(t+1)^{-(2 \mu+m)\left(1-\frac{s}{n}\right)} .
$$

It suffices thus to prove the estimate for $s=n$, which merely says that $\tilde{M}_{n, m}(t)$ is bounded uniformly with respect to $t$, for $t>0$. In other words, it suffices to prove

$$
\begin{equation*}
\sup _{t>0} \tilde{M}_{n, m}(t)<\infty \tag{4.3}
\end{equation*}
$$

for $m=0,1, \ldots$.
Let $\alpha$ be a multi-index with $|\alpha|=m$. For a function $g$ and a multi-index $\beta$, we set $g_{\beta}=D^{\beta} g$. By Leibniz's product formula, differentiating (1), we obtain

$$
u_{\alpha t}=\Delta u_{\alpha}-\sum_{\beta+\gamma=\alpha}\binom{\alpha}{\beta} u_{\beta} \cdot \nabla u_{\gamma}-\nabla p_{\alpha}
$$

dot multiplying by $|x|^{s} u_{\alpha}$ and using that $\operatorname{div} u=0$ and $\operatorname{div} u_{\alpha}=0$, we get, after some technical but straightforward manipulations,

$$
\begin{aligned}
|x|^{s} u_{\alpha t} \cdot u_{\alpha} & =-|x|^{s}\left|\nabla u_{\alpha}\right|^{2}+\frac{s}{2}(s-2+n)|x|^{s-2}\left|u_{\alpha}\right|^{2}+\frac{s}{2}|x|^{s-2}(x \cdot u)\left|u_{\alpha}\right|^{2} \\
& -|x|^{s} \sum_{\beta+\gamma=\alpha, \beta \neq 0}\binom{\alpha}{\beta}\left(u_{\beta} \cdot \nabla u_{\gamma}\right) \cdot u_{\alpha}+s|x|^{s-2}\left(x \cdot u_{\alpha}\right) p_{\alpha} \\
& +\operatorname{div} E_{s, \alpha}
\end{aligned}
$$

where

$$
E_{s, \alpha}=\frac{|x|^{s}}{2} \nabla\left(\left|u_{\alpha}\right|^{2}\right)-\frac{s}{2}|x|^{s-2}\left|u_{\alpha}\right|^{2} x-\frac{|x|^{s}}{2}\left|u_{\alpha}\right|^{2} u-|x|^{s} u_{\alpha} p_{\alpha}
$$

One can prove now, as in Lemma 6.1, Appendix B of [11], that

$$
\liminf _{R \rightarrow \infty} \int_{|x|=R}\left|E_{s, \alpha}\right| d S=0
$$

More precisely, the proof is a repetition of the arguments in the above mentioned lemma, where we replace $u$ by $u_{\alpha}$ and use the appropriate estimates for the derivatives obtained in [12]. Thus

$$
\int_{\mathbf{R}^{n}} \operatorname{div} E_{s, \alpha} d x=0
$$

and we obtain

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} M_{s, \alpha}(t)=A(t)+B(t)+C(t)+D(t) \tag{4.4}
\end{equation*}
$$

where

$$
\begin{aligned}
A(t) & =-\int_{\mathbf{R}^{n}}|x|^{s}\left|\nabla u_{\alpha}\right|^{2} d x+\frac{s}{2}(s-2+n) M_{s-2, \alpha}(t) \frac{s}{2}(s-2+n) M_{s-2, \alpha}(t) \\
B(t) & =\frac{s}{2} \int_{\mathbf{R}^{n}}|x|^{s-2}(x \cdot u)\left|u_{\alpha}\right|^{2} d x \\
C(t) & =-\sum_{\beta+\gamma=\alpha, \beta \neq 0}\binom{\alpha}{\beta} \int_{\mathbf{R}^{n}}|x|^{s}\left(u_{\beta} \cdot \nabla u_{\gamma}\right) \cdot u_{\alpha} d x \\
D(t) & =s \int_{\mathbf{R}^{n}}|x|^{s-2}\left(x \cdot u_{\alpha}\right) p_{\alpha} d x
\end{aligned}
$$

Assume $m=0$. Recall that we write $M_{s}$ for $M_{s, 0}$. We prove by induction on $s$ that there exists $C \geq 0$ such that $M_{s}(u)(t) \leq C$ for all $t \geq 0, s=1, \ldots, n$. We begin considering the case $s=2$; the case $s=1$ follows by interpolation between the cases $s=0$ and $s=2$ and induction can then proceed in steps of 2 ; i.e., $M_{k}$ bounded implies $M_{k+2}$ bounded.

If $A, B, C, D$ are as in (4.4) for $|\alpha|=m=0, s=2$, we get $A(t) \leq n M_{0,0}(u)(t)=$ $n\|u(t)\|_{2}^{2}, C(t)=0$ and

$$
\begin{aligned}
& B(t) \leq \int_{\mathbf{R}^{n}}\left|x\left\|\left.u\right|^{3} d x \leq M_{2}(u)(t)^{1 / 2}\right\| u(t) \|_{4}^{2}\right. \\
& D(t) \leq M_{2}(u)(t)^{1 / 2}\|p(t)\|_{2}^{2} \leq C M_{2}(u)(t)^{1 / 2}\|u(t)\|_{4}^{2}
\end{aligned}
$$

so that by (4.4)

$$
\begin{equation*}
\frac{d}{d t} M_{2}(u)(t) \leq C M_{2}(u)(t)^{1 / 2}\|u(t)\|_{4}^{2}+n\|u(t)\|_{2}^{2} \tag{4.5}
\end{equation*}
$$

By (2.11) (with $j=0$ and $p=4$ )

$$
\|u(t)\|_{4} \leq C(t+1)^{-\mu-n / 8}
$$

it follows from this and (4.1)

$$
\frac{d}{d t} M_{2}(u)(t) \leq n(t+1)^{-2 \mu}+C M_{2}(u)(t)^{1 / 2}(t+1)^{-\delta}
$$

with $\delta=2 \mu+n / 4$. A bit of elementary arithmetic yields

$$
\frac{d}{d t} M_{2}(u)(t) \leq n(t+1)^{-2 \mu}+C(t+1)^{-\delta}+C M_{2}(u)(t)(t+1)^{-\delta}
$$

Since the moments are bounded (time dependent) and since $\delta>1$ it follows by Gronwall's inequality that

$$
M_{2}(u)(t) \leq C e^{\int_{0}^{\infty}(t+1)^{-\delta} d t} \leq \mathrm{const}
$$

proving the case $s=2$. Assume now $s>2$. In this case

$$
\begin{align*}
A(t) & \leq \frac{s}{2}(s+n-2) M_{s-2}(u)(t)  \tag{4.6}\\
B(t) & \leq \int_{\mathbf{R}^{n}}|x|^{s-1}|u|^{3} d x \leq M_{s}(u)(t)^{(s-1) / s}\|u(t)\|_{s+2}^{(s+2) / s}  \tag{4.7}\\
D(t) & \leq \int_{\mathbf{R}^{n}}|x|^{s-1}\left|u\left\|p \mid d x \leq C M_{s}(u)(t)^{(s-1) / s}\right\| u(t) \|_{s+2}^{(s+2) / s}\right. \tag{4.8}
\end{align*}
$$

Inequality (4.7) is an immediate consequence of Hölder's inequality (with exponents $s /(s-1)$ and $s)$. For (4.8) notice first that, by Hölder's inequality,

$$
\begin{aligned}
\int_{\mathbf{R}^{n}}|x|^{s-1}|u||p| d x & \leq\left(\int_{\mathbf{R}^{n}}|x|^{s}|u|^{2} d x\right)^{1 / 2}\left(\int_{\mathbf{R}^{n}}|x|^{s-2}|p|^{2} d x\right)^{1 / 2} \\
& =M_{s}(u)(t)^{1 / 2}\|p\|_{L_{\nu}^{2}}
\end{aligned}
$$

with $\nu=s / 2-1$. Then $n /(n-\nu)<2$ (since $s<n+2)$ hence the Riesz transforms are bounded in $L_{\nu}^{2}$ (see [11, Lemma 5.1]); since $p=-\sum_{j, k} R_{j} R_{k}\left(u_{j} u_{k}\right)$, we get

$$
\begin{aligned}
\|p\|_{L_{\nu}^{2}} & \leq C\left\||u|^{2}\right\|_{L_{\nu}^{2}} \\
& =C\left(\int_{\mathbf{R}^{n}}|x|^{s-2}|u|^{4} d x\right)^{1 / 2} \leq M_{s}(u)(t)^{(s-2) / 2 s}\|u\|_{s+2}^{(s+2) / s}
\end{aligned}
$$

where we factored $|u|^{4}=|u|^{2-4 / s}|u|^{2+4 / s}$ and used Hölder's inequality with exponents $s /(s-2), s / 2$. Inequality (4.8) follows. To continue estimating, we get by Hölder's inequality, (4.1), and (2.10) (for $j=0$ )

$$
\|u(t)\|_{s+2} \leq\|u(t)\|_{2}^{2 /(s+2)}\|u\|_{\infty}^{s /(s+2)} \leq C(t+1)^{-\mu-(n s) /(4 s+8)}
$$

by Hölder's inequality and (4.1)

$$
M_{s-2}(u)(t) \leq M_{s}(u)(t)^{(s-2) / s}\|u(t)\|_{2}^{4 / s} \leq C(t+1)^{-4 \mu / s} M_{s}(u)(t)^{(s-2) / s}
$$

whence combining with (4.6), (4.7), (4.8), and (4.4),

$$
\begin{aligned}
\frac{d}{d t} M_{s}(u)(t) \leq & C_{1}(t+1)^{-4 \mu / s} M_{s}(u)(t)^{(s-2) / s} \\
& +C_{2}(t+1)^{-\mu(s+2) / s-n / 4} M_{s}(u)(t)^{(s-1) / s}
\end{aligned}
$$

We estimate the two terms on the right-hand side (R.H.S.) using $M_{s}^{\tau} \leq 1+M_{s}$ for $\tau=(s-2) / s$ and $\tau=(s-1) / s$, respectively; we get

$$
\frac{d}{d t} M_{s}(u)(t) \leq C_{1}(t+1)^{-\rho}+C_{2}(t+1)^{-\rho} M_{s}(u)(t)
$$

where

$$
\rho=\min \left\{\frac{4 \mu}{s}, \frac{s+2}{s} \mu+\frac{n}{4}\right\}>1 .
$$

Integrating from 0 to $t$, considering that

$$
\int_{0}^{t}(\sigma+1)^{-\rho} d \sigma \leq \int_{0}^{\infty}(\sigma+1)^{-\rho} d \sigma=\frac{1}{\rho-1}<\infty
$$

we get

$$
M_{s}(u)(t) \leq C\left(1+M_{s}(u)(0)\right)+C \int_{0}^{t}(\sigma+1)^{-\rho} M_{s}(u)(\sigma) d \sigma
$$

By Gronwall's lemma,

$$
M_{s}(u)(t) \leq C\left(1+M_{s}(u)(0)\right) e^{\int_{0}^{\infty}(\sigma+1)^{-\rho} d \sigma} \leq C_{0}<\infty
$$

which completes the proof of the case $m=0$.
Assume now $m$ is a positive integer and that the estimates (4.2) have been proved up to $m-1 ; s=0, \ldots, n$. Let $|\alpha|=m$. Time dependent bounds for $M_{s, \alpha}(u)(t)$ are easily established by induction on $s, 0 \leq s \leq n$. In fact, the case $s=0$ is (as already mentioned) immediate and the induction proceeds by means of energy estimates which are quite straightforward and as such will be omitted; the reader can refer to [11] for details of a similar proof. With this established, to obtain the uniform bound we proceed as follows. Let $A(t), B(t), C(t), D(t)$ be as in (4.4) with $s=n$.

## Bound for $\boldsymbol{A}(t)$.

Notice first that if $n=2$ then

$$
\begin{equation*}
A(t) \leq 2 M_{0, \alpha}(t) \leq C_{0}(1+t)^{-2 \mu-1} \tag{4.9}
\end{equation*}
$$

where $2 \mu>n / 2=1$. Suppose now that $3 \leq n \leq 5$; by Hölder's inequality and by (2.9),

$$
M_{n-2, \alpha}(t) \leq M_{n, \alpha}(t)^{(n-2) / n}\left\|u_{\alpha}(t)\right\|_{2}^{4 / n} \leq C(1+t)^{-\rho} M_{n, \alpha}(t)^{(n-2) / n}
$$

with $\rho=(4 / n)(\mu+m / 2)>1$. In general, from now on, $\rho$ denotes a constant $>1$, not the same one in all inequalities. By the definition of $A(t)$, using also

$$
(1+t)^{-\rho} M_{n, \alpha}(t)^{(n-2) / n} \leq \frac{2}{n}(1+t)^{-\rho}+\frac{n-2}{n}(1+t)^{-\rho} M_{n, \alpha}(t)
$$

we prove that

$$
\begin{equation*}
|A(t)| \leq C(1+t)^{-\rho}\left(1+\tilde{M}_{n, m}(t)\right) \tag{4.10}
\end{equation*}
$$

## Bound for $B(t)$.

$$
\begin{aligned}
|B(t)| & =\left.\left.\left|\frac{n}{2} \int_{\mathbf{R}^{n}}\right| x\right|^{n-2}(x \cdot u)\left|u_{\alpha}\right|^{2} d x\left|\leq \frac{n}{2} \int_{\mathbf{R}^{n}}\right| x\right|^{n-1}\left|u \| u_{\alpha}\right|^{2} d x \\
& \leq \frac{n}{2}\left\|u_{\alpha}\right\|_{2}^{2 / n}\|u\|_{\infty}\left(\tilde{M}_{n, m}(t)\right)^{(n-1) / n}
\end{aligned}
$$

so that by (2.9) and (2.10),

$$
\begin{aligned}
|B(t)| & \leq C(1+t)^{-\rho}\left(\tilde{M}_{n, m}(t)\right)^{(n-1) / n} \\
& \leq C(1+t)^{-\rho}\left(1+\tilde{M}_{n, m}(t)\right)
\end{aligned}
$$

where this time $\rho=(2 / n)(\mu+m / 2)+\mu+n / 4>1$.

## Bound for $C(t)$.

Note that $\mathrm{C}(\mathrm{t})$ is a sum in terms of $\alpha$ and $\beta$, where $|\beta|+|\gamma|=|\alpha|$ and $\beta \neq 0$. The general term in $C(t)$ can be estimated by

$$
\int_{\mathbf{R}^{n}}|x|^{n}\left|\left(u_{\beta} \cdot \nabla u_{\gamma}\right) \cdot u_{\alpha}\right| d x \leq\left\|D^{j} u\right\|_{\infty} \tilde{M}_{n, \ell}(t)^{1 / 2} \tilde{M}_{n, m}(t)^{1 / 2}
$$

where $j=\min (|\beta|,|\gamma|+1), \ell=\max (|\beta|,|\gamma|+1)$, so that $0 \leq j \leq[m / 2],[(m+1) / 2] \leq$ $\ell \leq m$, and $j+\ell=m+1$. When $\ell=m$, and so $j=1$, (2.10) implies a bound of the form

$$
C(1+t)^{-(\mu+n / 4+1)} \tilde{M}_{n, m}(t)
$$

The terms with $\ell<m$ are bounded, using the induction hypothesis and (2.10), by

$$
C(1+t)^{-(\mu+n / 4+j / 2)} \tilde{M}_{n, m}(t)^{1 / 2}
$$

and we obtain again an estimate of the form

$$
\begin{equation*}
|C(t)| \leq C(1+t)^{-\rho}\left(1+\tilde{M}_{n, m}(t)\right) \tag{4.11}
\end{equation*}
$$

where $\rho>1$.

## Bound for $\boldsymbol{D}(t)$.

Since the Riesz transforms are bounded in $L_{\nu}^{2}$ with $\nu=(n-2) / 2$, and $D^{\alpha}$ commutes with the Riesz transforms, we can write

$$
p_{\alpha}=D^{\alpha} p=\sum_{j, k} R_{j} R_{k}\left[D^{\alpha}\left(u_{j} u_{k}\right)\right]=\sum_{k, j, \beta+\gamma=\alpha}\binom{\alpha}{\beta} R_{j} R_{k}\left(u_{\beta, j} u_{\gamma, k}\right)
$$

and we have

$$
\begin{aligned}
|D(t)| & =\left.\left|n \int_{\mathbf{R}^{n}}\right| x\right|^{n-2}\left(x \cdot u_{\alpha}\right) p_{\alpha} d x \mid \\
& \leq C \int_{\mathbf{R}^{n}}|x|^{n-1}\left|u_{\alpha}\right|\left|p_{\alpha}\right| d x \leq C \tilde{M}_{n, m}(t)^{1 / 2}\left\|p_{\alpha}\right\|_{L_{\nu}^{2}} \\
& \leq C \tilde{M}_{n, m}(t)^{1 / 2} \sum_{\beta+\gamma=\alpha}\left\|\left|u_{\beta}\left\|u_{\gamma} \mid\right\|_{L_{\nu}^{2}}\right.\right.
\end{aligned}
$$

Then Hölder's inequality gives

$$
\begin{aligned}
&\left\|\left|u_{\beta}\left\|u_{\gamma} \mid\right\|_{L_{\nu}^{2}}\right.\right.=\left(\int_{\mathbf{R}^{n}}|x|^{n-2}\left|D^{\beta} u\right|^{2}\left|D^{\gamma} u\right|^{2} d x\right)^{1 / 2} \\
& \leq C\left\|D^{j} u\right\|_{\infty}\left\|D^{\ell} u\right\|_{2}^{1 / n} \tilde{M}_{n, \ell}(t)^{(n-2) / 2 n}
\end{aligned}
$$

with $j=\min (\beta, \gamma), \ell=\max (\beta, \gamma)($ so $0 \leq j \leq m / 2)$. Once more we apply (2.9), (2.10) to get $\left\|D^{j} u\right\|_{\infty}\left\|D^{\ell} u\right\|_{2}^{1 / n} \leq C(1+t)^{-\rho}$ with $\rho=(1 / n)(\mu+\ell / 2)+\mu+n / 4+j / 2>1$. By the induction hypothesis $\tilde{M}_{n, \ell}(t)$ is bounded uniformly in $t$ if $\ell<m$, so all terms with $\ell<m$ in the last estimate for $D$ can be bounded by $C(1+t)^{-\rho}$ and the remaining term is bounded by

$$
C(1+t)^{-\rho} \tilde{M}_{n, m}(t)^{(n-2) / 2 n} \leq C(1+t)^{-\rho}\left(1+\tilde{M}_{n, m}(t)\right)
$$

so that $D(t)$ has a bound of the same type as $A(t), B(t), C(t)$. Combining all the above estimates, we derive

$$
\frac{d}{d t} \tilde{M}_{n, m}(t) \leq C(1+t)^{-\rho}+C(1+t)^{-\rho} \tilde{M}_{n, m}(t)
$$

where $\rho>1$. Hence, integrating in this inequality, we find

$$
\tilde{M}_{n, m}(t) \leq\left(\tilde{M}_{n, m}(0)+\frac{C}{\rho-1}\right)+C \int_{0}^{t}(s+1)^{-\rho} \tilde{M}_{n, m}(s) d s
$$

Then Gronwall's lemma implies

$$
\tilde{M}_{n, m}(t) \leq\left(\tilde{M}_{n, m}(0)+\frac{C}{\rho-1}\right) e^{c /(\rho-1)}
$$

thus proving that $\tilde{M}_{n, m}(t)$ is bounded uniformly with respect to $t$ for $t>0$. $\quad \square$
Note. We took some pains to avoid having to bound $\left\|D^{j} u\right\|_{\infty}$ for $j>[(m+1) / 2]$. In this way, bounds on the $L^{2}$-norm of derivatives of order $m$ will give (sometimes) all the needed $L^{\infty}$ bounds on the $D^{j} u$ 's.

The next theorem establishes the spatial and time decay of strong solutions to equations for which the moments decay.

Theorem 4.2. Let $2 \leq n \leq 5$. With the assumptions of Theorem 4.1, let $u$ be a strong solution $u$ of the Navier-Stokes equations with data $u_{0}$. Let $k \leq n / 2$. Then

$$
\begin{equation*}
\left|D^{\alpha} u(x, t)\right| \leq C_{k, m} \frac{1}{(t+1)^{\rho_{0}}\left(1+|x|^{2}\right)^{k / 2}} \tag{4.12}
\end{equation*}
$$

where $\rho_{0}=(\mu+m / 2+n / 4)(1-2 k / n)$ and $|\alpha|=m$.
Proof. Note that $n$ is restricted to the values $2 \leq n \leq 5$ for which we have estimates for the moments. The main tools for the proof are Theorem 4.1 and the Gagliardo-Nirenberg inequality. Let

$$
v(x, t)=\left(1+|x|^{2}\right)^{k / 2} D^{\alpha} u(x, t)
$$

By Leibniz's formula, we have

$$
\begin{equation*}
D^{s} v=\sum_{j=0}^{s} c_{j}^{s}\left(1+|x|^{2}\right)^{\frac{k-j}{2}} D^{s-j} u_{\alpha} \tag{4.13}
\end{equation*}
$$

Together with the decay of the moments of derivatives given by Theorem 4.1, this formula implies that

$$
\begin{equation*}
\left\|D^{s} v\right\|_{2} \leq C_{0} \sum_{j=0}^{s}(1+t)^{-(\mu+m / 2+(s-j) / 2)(1-2(k-j) / n)} \tag{4.14}
\end{equation*}
$$

Since the function $f(j)=(\mu+m / 2+(s-j) / 2)(1-2(k-j) / n)$ is increasing, it has a minimum at $j=0$. Thus we have

$$
\begin{equation*}
\left\|D^{s} v\right\|_{2} \leq C_{0}(1+t)^{-(\mu+m / 2+s / 2)(1-2 k / n)} \tag{4.15}
\end{equation*}
$$

In particular when $s=0$,

$$
\begin{equation*}
\|v\|_{2} \leq C_{0}(1+t)^{-(\mu+m / 2)(1-2 k / n)} \tag{4.16}
\end{equation*}
$$

Let us apply the Gagliardo-Nirenberg inequality with $a=n /(2 s)<1$, provided $n / 2<s$, i.e., $s>[n / 2]$, to get

$$
\begin{equation*}
\|v(\cdot, t)\|_{\infty} \leq\|v(\cdot, t)\|_{2}^{1-a}\left\|D^{s} v(\cdot, t)\right\|_{2}^{a} \tag{4.17}
\end{equation*}
$$

Combining with (4.16) and (4.15) yields

$$
\left|\left(1+|x|^{2}\right)^{k / 2} D^{\alpha} u(x, t)\right| \leq\|v(t)\|_{\infty} \leq C_{0}(1+t)^{-\rho_{0}}
$$

where

$$
\begin{aligned}
\rho_{0} & =(1-2 k / n)((\mu+m / 2+s / 2) n /(2 s)+(1-n /(2 s))(\mu+m / 2)) \\
& =(1-2 k / n)(\mu+m / 2+n / 4)
\end{aligned}
$$

We note that the above value of $\rho_{0}$ is independent of $s$. Thus we could have obtained it using only the $s$ derivative with $s>[n / 2]$. In particular note that when $n=3$, it suffices to use $s=2$ and $\rho_{0}=(\mu+m / 2+3 / 4)(1-2 k / 3)$. The proof is complete.
4.1. Comparison with the heat equation. It is easy to show that the fundamental solution of the heat equation,

$$
E(x, t)=(4 \pi t)^{-n / 2} e^{-|x|^{2} / 4 t}
$$

which is the linear part of the Navier-Stokes equations, has the following asymptotic behavior:

$$
\left|D^{\alpha} E(x, t)\right| \leq c_{0}|x|^{-a} t^{-b}
$$

where $a+2 b=n+m$, with $m=|\alpha|$. It is also easy to show that there is a large class of solutions to the heat equation which will have the same type of decay. For instance solutions such that the data satisfies $u_{0} \in \mathcal{K}$ where

$$
\mathcal{K}=\left\{u_{0}: u_{0}(y) \geq e^{-y^{2} / 4 t_{0}}\right\}
$$

will have the above type of decay, provided we are considering $t \geq t_{0}+\varepsilon$. In the case of solutions to the Navier-Stokes equations, if we take $\mu=n / 4$, the relation that holds between the decay in space and in time is

$$
2 \rho_{0}+2 k=m+n-\frac{2 k m}{n}
$$

For $k=0$, we recover the decay of the heat equation, but this only gives decay in time. If $m=0$ we recover the relation $2 \rho_{0}+2 k=n$; i.e., we have the same decay relation in space and in time as for solutions to the heat equation.

Final remarks. We expect that our results can be extended easily to dimensions 6 and 7 using the $L^{2}$ decay results, for derivatives of higher order, recently obtained by Wiegner [19].
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#### Abstract

Symmetric standard elliptic integrals are considered when one of their parameters is larger than the others. The distributional approach is used for deriving five convergent expansions of these integrals in inverse powers of the respective five possible asymptotic parameters. Four of these expansions also involve a logarithmic term in the asymptotic variable. Coefficients of these expansions are obtained by recurrence. For the first four expansions these coefficients are expressed in terms of elementary functions, whereas coefficients of the fifth expansion involve nonelementary functions. The convergence speed of any of these expansions increases for increasing difference between the asymptotic variable and the remaining ones. All the expansions are accompanied by an error bound at any order of the approximation.
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1. Introduction. Elliptic integrals (EI) are integrals of the type $\int R(x, y) d x$, where $R(x, y)$ is a rational function of $x$ and $y$, with $y^{2}$ a polynomial of the third or fourth degree in $x$. When the polynomial $y^{2}$ does not have a repeated factor and $R(x, y)$ contains some odd power of $y$, EI cannot, in general, be expressed in terms of elementary functions. Legendre showed that all EI can be expressed in terms of three standard EI (Legendre's normal EI) [14].

The three complete EI of the first, second, and third kind are particularly important cases of the respective three standard EI. These integrals and the three standard EI are special nonelementary functions that play an important role in several mathematical problems. The first complete EI appears as a certain limit in the theory of iterated number sequences based on the arithmetic geometric mean [18, sect. 12.1.2]. Standard EI are related to theta functions and the Weierstrass elliptic function [18, sect. 12.3]. EI constitute a basic ingredient of certain geometrical [11] and statistical [17] problems.

EI are also involved in several physical problems. The period of a simple pendulum in a constant gravitational field can be expressed in terms of the first complete EI [18, sect. 12.1.1]. The zeros of EI can be used for determining an upper bound for the number of limit cycles of certain Hamiltonian systems [19]. EI are related to certain problems of electromagnetism [20].

A survey of properties of the standard EI can be found, for example, in [1, chap. 17], [2], or [18, chap. 12]. However, as it has been shown by Carlson [5, 6, 7, 8, 9], for numerical computations it is more convenient to use symmetric standard EI instead of Legendre's normal EI. (Legendre's normal EI are connected with the symmetric standard EI by means of simple formulas [18, eq. (12.33)].) A very complete table of the three symmetric standard EI can be found in $[5,6,7,8,9]$. They are defined as

[^36]follows:
\[

$$
\begin{gathered}
R_{F}(x, y, z)=\frac{1}{2} \int_{0}^{\infty} \frac{d t}{\sqrt{(t+x)(t+y)(t+z)}}, \\
R_{D}(x, y, z)=\frac{3}{2} \int_{0}^{\infty} \frac{d t}{\sqrt{(t+x)(t+y)(t+z)^{3}}} \\
R_{J}(x, y, z, p)=\frac{3}{2} \int_{0}^{\infty} \frac{d t}{\sqrt{(t+x)(t+y)(t+z)}(t+p)}
\end{gathered}
$$
\]

where we assume that the parameters $x, y, z$ are nonnegative. We assume also that they are distinct (otherwise these integrals reduce to elementary functions). If the fourth argument of $R_{J}$ is negative, the Cauchy principal value of $R_{J}$ can be written in terms of $R_{F}$ and $R_{J}$ with all the arguments nonnegative [10]. Therefore, we will consider $p>0$ and $p \neq x, y, z$ (otherwise $R_{J}$ reduces to $R_{D}$ ).

On the other hand, the asymptotic approximation of EI has not been exhaustively investigated: classical methods for approximation of integrals cannot be applied. Some results concerning approximations of EI can be found for example in [2] and [13]. However, the more recent results about the asymptotic behavior of these integrals have been obtained by Carlson, Gustafson, and Wong: $R_{F}, R_{D}$, and $R_{J}$ may be written as a convolution and the method of regularization [22, chap. 6 , sect. 7 ] can be applied.

When one of the parameters of the integrals tends to zero or infinity, the first (and sometimes the second too) term of the asymptotic expansion of $R_{F}, R_{D}$, and $R_{J}$, as well as a quite accurate bound for the first error term, has been obtained by Gustafson [12]. Higher terms of the expansion and higher error bounds are not explicitly derived in that work because of the complexity of the Mellin transforms involved in their calculation. Using a very clever analytical trick [10], Carlson and Gustafson have sharpened the bounds for the first error terms obtained in [12] in the case of one parameter going to infinity. Besides, they supply in [10] very accurate bounds for the first error term of the totally symmetric EI of the second kind. Moreover, for all the symmetric EI, they consider also the case of several parameters going to infinity.

Complete convergent expansions of $R_{F}, R_{D}$, and $R_{J}$ (and not only first terms) have been obtained by Carlson using Mellin transform techniques [3]. Although these expansions have an attractively simple structure, explicit computation of the terms of the expansions is not straightforward and the upper bound on the truncation error is not quite satisfactory [3, sect. 5]. Carlson and Gustafson have solved this problem for $R_{F}(x, y, z)$ in [4], where an algorithm for computing the coefficients of the convergent expansion of $R_{F}(x, y, z)$ in terms of Legendre functions and their derivatives is derived. Moreover, accurate error bounds are given at any order of the approximation.

In this paper we try to solve for $R_{D}$ and $R_{J}$ the problem that Carlson and Gustafson have solved for $R_{F}$. That is, we consider complete convergent expansions for $R_{D}$ and $R_{J}$ when one of their parameters $x, y, z$, or $p$ is large. Then, we face the challenge of obtaining easy algorithms for computing the coefficients of these expansions (in terms of elementary functions when it is possible) and simple expressions for the error bounds at any order of the approximation. For completeness, we also include $R_{F}$ in this project.

For this purpose, in section 2, we make a review of the asymptotic expansions of Stieltjes [22, chap. 6, sect. 2] and generalized Stieltjes transforms (see [21, Theorem

2 and Example 1]): the distributional approach is used in Lemmas 2.5 and 2.6 and Theorems 2.4 and 2.7 for deriving complete expansions of a certain family of integrals which contains $R_{F}, R_{D}$, and $R_{J}$.

On the other hand, using Lemmas 2.8 and 2.9, we obtain simple expressions for the error bounds in the expansions of this family of integrals in Propositions 2.10 and 2.11. In section 3 we apply the results of section 2 for deriving complete convergent expansions of $R_{F}(x, y, z), R_{D}(x, y, z), R_{D}(x, z, y), R_{J}(x, y, z, p)$, and $R_{J}(x, y, p, z)$ for large $z$. They are presented in Corollaries 3.1-3.8 accompanied by error bounds at any order of the approximation. Numerical examples are shown as an illustration. A brief summary and a few comments are postponed to section 4.
2. Distributional approach. The procedure for deriving convergent expansions of the integrals $R_{F}, R_{D}$, and $R_{J}$ is based on the distributional approach. It requires the concepts of rapidly decreasing functions and tempered distributions.

Definition 2.1. We denote by $\mathcal{S}$ the space of rapidly decreasing functions (infinitely differentiable functions $\varphi(t)$ defined on $[0, \infty)$ that, together with their derivatives, approach zero more rapidly than any power of $t^{-1}$ as $\left.t \rightarrow \infty\right)$.

Definition 2.2. We denote by $\langle\Lambda, \varphi\rangle$ the image of a tempered distribution $\Lambda$ (a continuous linear functional defined over $\mathcal{S}$ ) acting over a function $\varphi \in \mathcal{S}$. Recall that we can associate to any locally integrable function $g(t)$ on $[0, \infty)$ a tempered distribution $\Lambda_{g}$ defined by

$$
\left\langle\Lambda_{g}, \varphi\right\rangle=\int_{0}^{\infty} g(t) \varphi(t) d t
$$

Definition 2.3. For a locally integrable function $f(t)$ on $(0, \infty)$, we denote by $M[f ; w]$ the Mellin transform of $f(t)$ or its analytic continuation. It is defined by

$$
\begin{equation*}
M[f ; w]=\int_{0}^{\infty} t^{w-1} f(t) d t \tag{2.1}
\end{equation*}
$$

when the integral converges.
The derivation of convergent expansions of $R_{J}(x, y, z, p)$ for large $p$ is based on the following theorem proved in [22, chap. 6, Theorem 1].

Theorem 2.4. Let $f(t)$ be a locally integrable function on $[0, \infty)$, and $\left\{A_{k}\right\}$ be a sequence of complex numbers and let $f(t)$ satisfy, for $n=1,2,3, \ldots$,

$$
f(t)=\sum_{k=0}^{n-1} \frac{A_{k}}{t^{k+\alpha}}+f_{n}(t)
$$

where $f_{n}(t)=\mathcal{O}\left(t^{-n-\alpha}\right)$ as $t \rightarrow \infty$ and $0<\alpha<1$. Then, for $p>0$ and $n=$ $1,2,3, \ldots$,

$$
\begin{equation*}
\int_{0}^{\infty} \frac{f(t)}{t+p} d t=\frac{\pi}{\sin (\alpha \pi)} \sum_{k=0}^{n-1}(-1)^{k} \frac{A_{k}}{p^{k+\alpha}}+\sum_{k=0}^{n-1}(-1)^{k} \frac{M[f ; k+1]}{p^{k+1}}+R_{n}(p) \tag{2.2}
\end{equation*}
$$

The remainder term satisfies

$$
\begin{equation*}
R_{n}(p)=n!\int_{0}^{\infty} \frac{f_{n, n}(t) d t}{(t+p)^{n+1}} \tag{2.3}
\end{equation*}
$$

where $f_{n, n}(t)$ is defined by

$$
\begin{equation*}
f_{n, n}(t)=\frac{(-1)^{n}}{(n-1)!} \int_{t}^{\infty}(u-t)^{n-1} f_{n}(u) d u \tag{2.4}
\end{equation*}
$$

Convergent expansions of $R_{F}(x, y, z), R_{D}(x, y, z), R_{D}(x, z, y)$, and $R_{J}(x, y, z, p)$ for large $z$ can be derived from [21, Theorem 2] (see also Example 1 there). This result has been proved by using Mellin transform techniques and, as it is suggested by Wong [21, Example 1], it can also be proved by using the distributional approach. We carry out Wong's proposal in the following two lemmas and Theorem 2.7. The first lemma is proved in [22, chap. 6, Lemma 2].

Lemma 2.5. Let $f(t)$ be as in Theorem 2.4 but with $\alpha=1$. Then, for any integer $n \geq 1$ and for any function $\varphi \in \mathcal{S}$ we have

$$
\langle f, \varphi\rangle=-\sum_{k=0}^{n-1} \frac{A_{k}}{k!}\left\langle\log (t), \varphi^{(k+1)}\right\rangle+\sum_{k=0}^{n-1} \frac{B_{k}}{k!}\left\langle\delta, \varphi^{(k)}\right\rangle+(-1)^{n}\left\langle f_{n, n}, \varphi^{(n)}\right\rangle
$$

where $f, f_{n, n}$, and $\log (t)$ denote the tempered distributions associated with the locally integrable functions $f(t), f_{n, n}(t)$, and $\log (t)$, respectively; $\delta$ is the delta distribution in the origin; and

$$
\begin{align*}
B_{k} & =A_{k} \sum_{j=1}^{k} \frac{1}{j}+\lim _{w \rightarrow k+1}\left\{M[f ; w]+\frac{A_{k}}{w-k-1}\right\} \\
& =A_{k} \sum_{j=1}^{k} \frac{1}{j}+\int_{0}^{1} t^{k} f_{k}(t) d t+\int_{1}^{\infty} t^{k} f_{k+1}(t) d t \tag{2.5}
\end{align*}
$$

empty sums being understood as zero.
Lemma 2.6. Let $f(t)$ be as in Theorem 2.4 with $0<\alpha \leq 1$. Define, for $t \in[0, \infty)$, $z>0, \eta>0$, and $\alpha+\rho>1$,

$$
\varphi_{\eta}(t)=\frac{e^{-\eta t}}{(t+z)^{\rho}} \in \mathcal{S}
$$

Then, for $k=0,1,2, \ldots$ and $n=1,2,3, \ldots$, the following identities hold:

$$
\begin{gathered}
\lim _{\eta \rightarrow 0}\left\langle f, \varphi_{\eta}\right\rangle=\int_{0}^{\infty} \frac{f(t)}{(t+z)^{\rho}} d t \\
\lim _{\eta \rightarrow 0}\left\langle\delta, \varphi_{\eta}^{(k)}\right\rangle=\frac{(-1)^{k}(\rho)_{k}}{z^{k+\rho}}
\end{gathered}
$$

where $(\rho)_{k}$ denotes the Pochhammer's symbol,

$$
\lim _{\eta \rightarrow 0}\left\langle\log (t), \varphi_{\eta}^{(k+1)}\right\rangle=\frac{(-1)^{k+1}}{z^{k+\rho}}(\rho)_{k}(\log (z)-\gamma-\psi(k+\rho))
$$

where $\gamma$ is the Euler constant and $\psi$ the digamma function and

$$
\lim _{\eta \rightarrow 0}\left\langle f_{n, n}, \varphi_{\eta}^{(n)}\right\rangle=(-1)^{n}(\rho)_{n} \int_{0}^{\infty} \frac{f_{n, n}(t)}{(t+z)^{n+\rho}} d t
$$

Proof. The first identity is trivial by using the dominated convergence theorem. The second one follows after a simple computation. On the other hand,

$$
\left\langle\log (t), \varphi_{\eta}^{(k+1)}\right\rangle=(-1)^{k+1} \sum_{j=0}^{k+1}\binom{k+1}{j} \eta^{j}(\rho)_{k+1-j} \int_{0}^{\infty} \frac{e^{-\eta t} \log (t)}{(t+z)^{k+\rho+1-j}} d t .
$$

For $j \leq k$ or $j=k+1$ and $\rho>1$, the integrand of each integral on the righthand side of the above equation is absolutely dominated by the integrable function $\log (t)(t+z)^{j-k-\rho-1} \forall \eta, t \geq 0$ and is therefore finite. For $j=k+1$ and $\rho \leq 1$, we divide the interval $[0, \infty)$ in the above integral at the point $t=1$. On the interval $[0,1]$ the integral is finite for $\eta \geq 0$. In the interval $[1, \infty)$ we use the bound $\log (t) \leq \log (t+z)$, perform the change of variable $\eta t=u$, and divide again the resulting $u$-interval $[\eta, \infty)$ at the point $u=1-\eta z$ (assume $\eta \leq(1+z)^{-1}$ ). In the $u$-interval $[\eta, 1-\eta z]$ we use the bound $(u+\eta z)^{\rho} \geq u+\eta z$. After straightforward operations we obtain that the integral on the $t$-interval $[1, \infty)$ is $\mathcal{O}\left(\eta^{\rho-1} \log ^{2}(\eta)\right)$ as $\eta \rightarrow 0$. Therefore,

$$
\lim _{\eta \rightarrow 0}\left\langle\log (t), \varphi_{\eta}^{(k+1)}\right\rangle=(-1)^{k+1}(\rho)_{k+1} \int_{0}^{\infty} \frac{\log (t)}{(t+z)^{k+\rho+1}} d t .
$$

Now using formula [16, p. 489, eq. (7)], we obtain the third identity. The fourth identity follows from the dominated convergence theorem, the local integrability of $f_{n, n}(t)$ on $[0, \infty)$, and the behavior $f_{n, n}(t)=\mathcal{O}\left(t^{-\alpha}\right)$ as $t \rightarrow \infty$ [22, p. 296].

Theorem 2.7. Let $f(t)$ be a locally integrable function on $[0, \infty)$ and $\left\{A_{k}\right\}$ a sequence of complex numbers and let $f(t)$ have the following asymptotic expansion for large $t$ and $n=1,2,3, \ldots$ :

$$
\begin{equation*}
f(t)=\sum_{k=0}^{n-1} \frac{A_{k}}{t^{k+1}}+f_{n}(t) \tag{2.6}
\end{equation*}
$$

where $f_{n}(t)=\mathcal{O}\left(t^{-n-1}\right)$ as $t \rightarrow \infty$. Then, for $z, \rho>0$ and $n=1,2,3, \ldots$,

$$
\begin{equation*}
\int_{0}^{\infty} \frac{f(t)}{(t+z)^{\rho}} d t=\sum_{k=0}^{n-1} \frac{(-1)^{k}}{k!z^{k+\rho}}(\rho)_{k}\left[A_{k}(\log (z)-\gamma-\psi(k+\rho))+B_{k}\right]+R_{n}(z), \tag{2.7}
\end{equation*}
$$

where, for $k=0,1,2, \ldots$, the coefficients $B_{k}$ are given by

$$
\begin{align*}
B_{k} & =A_{k} \sum_{j=1}^{k} \frac{1}{j}+\lim _{w \rightarrow k+1}\left\{M[f ; w]+\frac{A_{k}}{w-k-1}\right\} \\
& =A_{k} \sum_{j=1}^{k} \frac{1}{j}+\lim _{T \rightarrow \infty}\left\{\int_{0}^{T} t^{k} f(t) d t-\sum_{j=0}^{k-1} A_{j} \frac{T^{k-j}}{k-j}-A_{k} \log (T)\right\}, \tag{2.8}
\end{align*}
$$

empty sums being understood as zero. The remainder term is given by

$$
\begin{equation*}
R_{n}(z)=(\rho)_{n} \int_{0}^{\infty} \frac{f_{n, n}(t)}{(t+z)^{n+\rho}} d t, \tag{2.9}
\end{equation*}
$$

where $f_{n, n}(t)$ is defined in (2.4).

Proof. From Lemmas 2.5 and 2.6 we obtain immediately (2.7), (2.9), and the first line in (2.8). Introducing

$$
f_{k}(t)=f(t)-\sum_{j=0}^{k-1} \frac{A_{j}}{t^{j+1}}
$$

in the second line of (2.5) and performing simple manipulations we obtain the second line in (2.8).

A bound for the error term in the expansions given in Theorems 2.4 and 2.7 will be obtained in Propositions 2.10 and 2.11, respectively, when the function $f(t)$ has the form

$$
\begin{equation*}
f(t)=\prod_{k=1}^{m} \frac{1}{\left(t+x_{k}\right)^{\mu_{k}}} \tag{2.10}
\end{equation*}
$$

where $m \in \mathbb{N}, x_{1}, \ldots, x_{m}$ are nonnegative parameters at least one different from zero, and $\mu_{1}, \ldots, \mu_{m}>0$. Define

$$
\mu=\sum_{k=1}^{m} \mu_{k}>0
$$

For $\mu \notin \mathbb{N}$, the asymptotic expansion of $f(t)$ in $t=\infty$ is given, for $n=1,2,3, \ldots$, by

$$
\begin{equation*}
f(t)=\sum_{k=0}^{n-1} \frac{A_{k}}{t^{k+\mu-\lfloor\mu\rfloor}}+f_{n}(t) \tag{2.11}
\end{equation*}
$$

where

$$
\begin{align*}
& A_{0}=A_{1}=\cdots=A_{\lfloor\mu\rfloor-1}=0 \quad \text { if }\lfloor\mu\rfloor \geq 1, \\
& A_{k+\lfloor\mu\rfloor}=\lim _{u \rightarrow 0} \frac{1}{k!} \frac{d^{k}}{d u^{k}}\left(u^{-\mu} f\left(u^{-1}\right)\right) \quad \text { for } k=0,1,2, \ldots, \tag{2.12}
\end{align*}
$$

and $f_{n}(t)=\mathcal{O}\left(t^{-n-\mu+\lfloor\mu\rfloor}\right)$ as $t \rightarrow \infty$. Then, we have the following result.
LEMMA 2.8. For $\mu \notin \mathbb{N}$ and $\forall t \in[0, \infty)$, the remainder term $f_{n}(t)$ and the coefficients $A_{n}$ in the expansion (2.11)-(2.12) of the function $f(t)$ defined in (2.10) verify
and $\operatorname{sign}\left(f_{n}(t)\right)=\operatorname{sign}\left(A_{n}\right)=\operatorname{sign}\left((-1)^{n-\lfloor\mu\rfloor}\right)$ for $n \geq\lfloor\mu\rfloor$.
Proof. The Taylor expansion of $u^{-\mu} f\left(u^{-1}\right)$ at $u=0$ is given by

$$
u^{-\mu} f\left(u^{-1}\right) \equiv \prod_{k=1}^{m}\left(1+x_{k} u\right)^{-\mu_{k}}=\sum_{k=0}^{n-\lfloor\mu\rfloor-1} A_{k+\lfloor\mu\rfloor} u^{k}+u^{-\mu} f_{n}\left(u^{-1}\right)
$$

Applying the binomial formula for the derivative of a product we realize that the $n$-esim $u$-derivative of $u^{-\mu} f\left(u^{-1}\right)$ has the same sign as $(-1)^{n} \forall u \in[0, \infty)$. Then,
$\operatorname{sign}\left(A_{n}\right)=\operatorname{sign}(-1)^{n-\lfloor\mu\rfloor}$ for $n \geq\lfloor\mu\rfloor$ and, by the Lagrange formula for the remainder $u^{-\mu} f_{n}\left(u^{-1}\right)$, we obtain that $\operatorname{sign}\left(f_{n}(t)\right)=\operatorname{sign}(-1)^{n-\lfloor\mu\rfloor}$ for $n \geq\lfloor\mu\rfloor$ and $\forall t \in[0, \infty)$. Therefore, two consecutive error terms $f_{n}(t)$ and $f_{n+1}(t)$ in the expansion of $f(t)$ have opposite sign. After applying the error test (see, for example, [15, p. 68] or [22, p. $38]$ ) we obtain the first inequality in (2.13). The second inequality follows from the first one and

$$
f_{n}(t)=f_{n-1}(t)-\frac{A_{n-1}}{t^{n+\mu-\lfloor\mu\rfloor-1}}
$$

On the other hand, for $\mu \in \mathbb{N}$, the asymptotic expansion in $t=\infty$ of the function $f(t)$ defined in (2.10) is given, for $n=1,2,3, \ldots$, by

$$
\begin{equation*}
f(t)=\sum_{k=0}^{n-1} \frac{A_{k}}{t^{k+1}}+f_{n}(t) \tag{2.14}
\end{equation*}
$$

where

$$
\begin{gather*}
A_{0}=A_{1}=\cdots=A_{\mu-2}=0 \quad \text { if } \mu \geq 2, \\
A_{k+\mu-1}=\lim _{u \rightarrow 0} \frac{1}{k!} \frac{d^{k}}{d u^{k}}\left(u^{-\mu} f\left(u^{-1}\right)\right) \quad \text { for } k=0,1,2, \ldots, \tag{2.15}
\end{gather*}
$$

and $f_{n}(t)=\mathcal{O}\left(t^{-n-1}\right)$ as $t \rightarrow \infty$. Then, we have the following lemma.
Lemma 2.9. For $\mu \in \mathbb{N}$ and $\forall t \in[0, \infty)$, the remainder term $f_{n}(t)$ and the coefficients $A_{n}$ in the expansion (2.14)-(2.15) of the function $f(t)$ defined in (2.10) verify

$$
\begin{equation*}
\left|f_{n}(t)\right| \leq \frac{\left|A_{n}\right|}{t^{n+1}} \quad \text { for } n \geq \mu-1, \quad\left|f_{n}(t)\right| \leq \frac{\left|A_{n-1}\right|}{t^{n}} \quad \text { for } n \geq \mu \tag{2.16}
\end{equation*}
$$

and $\operatorname{sign}\left(f_{n}(t)\right)=\operatorname{sign}\left(A_{n}\right)=\operatorname{sign}\left((-1)^{n-\mu+1}\right)$ for $n \geq \mu-1$.
Proof. The proof is similar to the proof of Lemma 2.8 replacing $\lfloor\mu\rfloor$ by $\mu-1$.

Proposition 2.10. If the function $f(t)$ of Theorem 2.4 has the form (2.10) with $\mu \notin \mathbb{N}$ then, $\forall p>0$ and $n \geq\lfloor\mu\rfloor$, the error term $R_{n}(p)$ in the expansion (2.2) satisfies

$$
\begin{equation*}
0 \leq(-1)^{\lfloor\mu\rfloor} R_{n}(p) \leq \frac{\pi\left|A_{n}\right|}{|\sin (\pi \mu)| p^{n+\mu-\lfloor\mu\rfloor}} \tag{2.17}
\end{equation*}
$$

providing the expansion (2.2) of an asymptotic character for large $p$.
Proof. The parameter $\alpha$ in Theorem 2.4 equals $\mu-\lfloor\mu\rfloor$ in Lemma 2.8. Using now $\operatorname{sign}\left(f_{n}(u)\right)=\operatorname{sign}\left((-1)^{n-\lfloor\mu\rfloor}\right) \forall u \in[0, \infty)$ in (2.4) and (2.3) we obtain $(-1)^{\lfloor\mu\rfloor} R_{n}(p) \geq 0$. Introducing the first bound of (2.13) on the right-hand side of (2.4) and performing the change of variable $u=t v$ we obtain

$$
\left|f_{n, n}(t)\right| \leq \frac{\Gamma(\mu-\lfloor\mu\rfloor)}{\Gamma(n+\mu-\lfloor\mu\rfloor)} \frac{\left|A_{n}\right|}{t^{\mu-\lfloor\mu\rfloor}} \quad \forall \quad t \in[0, \infty)
$$

Introducing this bound in (2.3) and after the change of variable $t=p u$ we obtain (2.17).

Proposition 2.11. If the function $f(t)$ of Theorem 2.7 has the form (2.10) with $\mu \in \mathbb{N}$ then, $\forall z>0$ and $n \geq \mu$, the error term $R_{n}(z)$ in the expansion (2.7) satisfies the bounds

$$
\begin{equation*}
0 \leq-(-1)^{\mu} R_{n}(z) \leq \frac{\pi \Gamma(n+\rho-1 / 2)}{\Gamma(\rho) \Gamma(n+1 / 2)} \frac{\bar{A}_{n}}{z^{n+\rho-1 / 2}} \tag{2.18}
\end{equation*}
$$

where $\bar{A}_{n}=\max \left\{\left|A_{n}\right|,\left|A_{n-1}\right|\right\}$ and

$$
\begin{equation*}
\left|R_{n}(z)\right| \leq\left[n a\left|A_{n-1}\right|+\left|A_{n}\right|\left(S_{n}(z, a, \rho)+T_{n}(z, a, \rho)\right)\right] \frac{(\rho)_{n}}{n!z^{n+\rho}} \tag{2.19}
\end{equation*}
$$

where $a$ is an arbitrary positive number,

$$
\begin{equation*}
S_{n}(z, a, \rho)=\min \left\{\frac{n z\left[(a+z)^{n+\rho-1}-z^{n+\rho-1}\right]}{a(n+\rho-1)(a+z)^{n+\rho-1}}, \psi(n+1)+\gamma\right\} \tag{2.20}
\end{equation*}
$$

and

$$
\begin{align*}
T_{n}(z, a, \rho) & =\frac{z^{n+\rho}}{(n+\rho)(a+z)^{n+\rho}} F\left(n+\rho, 1 ; n+\rho+1 ; \frac{z}{a+z}\right) \\
& \leq\left(\frac{z}{a+z}\right)^{\rho}\left(\log \left(1+\frac{z}{a}\right)-\sum_{k=1}^{n-1} \frac{z^{k}}{k(z+a)^{k}}\right) \tag{2.21}
\end{align*}
$$

where $F(b, c ; d ; z)$ is the hypergeometric function. For large $z$ and fixed $n$, the optimum value for $a$ is given by

$$
\begin{equation*}
a=\frac{\left|A_{n}\right|}{n\left|A_{n-1}\right|} \tag{2.22}
\end{equation*}
$$

Any of these bounds provides the expansion (2.7) of an asymptotic character for large $z$.

Proof. From Lemma 2.9, $\operatorname{sign}\left(f_{n}(u)\right)=\operatorname{sign}\left((-1)^{n-\mu+1}\right) \forall u \in[0, \infty)$. Introducing this in (2.4) and (2.9) we obtain $(-1)^{\mu} R_{n}(z) \leq 0$. To obtain the bound (2.19) we divide the integral on the right-hand side of (2.4) by a fixed point $u=a \geq t$ and use the second bound of (2.16) in the integral over $[t, a]$ and the first bound of (2.13) in the integral over $[a, \infty)$. Using $u-t \leq u$ in the integral over $[t, a]$ we obtain

$$
\begin{align*}
\left|f_{n, n}(t)\right| & \leq \frac{1}{(n-1)!}\left[\left|A_{n-1}\right| \log \left(\frac{a}{t}\right)+\frac{\left|A_{n}\right|}{n t}\left(1-\left(1-\frac{t}{a}\right)^{n}\right)\right]  \tag{2.23}\\
& \leq \frac{1}{(n-1)!}\left[\left|A_{n-1}\right| \log \left(\frac{a}{t}\right)+\frac{\left|A_{n}\right|}{a}\right] \quad \forall t \in[0, a], \quad a>0
\end{align*}
$$

On the other hand, $\forall t \in[0, \infty)$ we introduce the first bound of (2.13) on the righthand side of (2.4) and perform the change of variable $u=t v$. We obtain

$$
\begin{equation*}
\left|f_{n, n}(t)\right| \leq \frac{\left|A_{n}\right|}{n!} \frac{1}{t} \quad \forall \quad t \in[0, \infty) \tag{2.24}
\end{equation*}
$$

We divide the integral on the right-hand side of (2.9) at the point $t=a$ and use the bound (2.24) in the integral over $[a, \infty)$. Now, if we use the second bound of $(2.23)$
in the integral over $[0, a]$ we obtain

$$
\begin{align*}
\left|R_{n}(z)\right| \leq \frac{(\rho)_{n}}{n!} & {\left[\frac{\left|A_{n}\right| S_{n}(z, a, \rho)}{z^{n+\rho}}+n\left|A_{n-1}\right| \int_{0}^{a} \frac{\log (a / t)}{(t+z)^{n+\rho}} d t\right.}  \tag{2.25}\\
& \left.+\left|A_{n}\right| \int_{a}^{\infty} \frac{d t}{t(t+z)^{n+\rho}}\right]
\end{align*}
$$

where $S_{n}(z, a, \rho)$ is given by the first quantity between the brackets in (2.20). If instead of this, we use the first bound of (2.23) in the integral over $[0, a]$, expand $(1-t / a)^{n}$, and use the bound $(t+z) \geq z$ and [1, eq. (6.3.6)] we obtain again (2.25), but with $S_{n}(z, a, \rho)$ replaced by $\psi(n+1)+\gamma$.

A bound for the first integral on the right-hand side of (2.25) is given by $a / z^{n+\rho}$. After the change of variable $t=a / u$ in the second integral and using [18, eqs. (5.4)-(5.5)], we obtain (2.19) with $T_{n}(z, a, \rho)$ given by the right-hand side of the first line in (2.21). If, instead of computing exactly the second integral in (2.25), we use the bound $(t+z)^{\rho} \geq(a+z)^{\rho} \forall t \geq a$ and the equality [16, p. 31, eq. (4)], we obtain the second line in (2.21).

Finally, if we get rid of irrelevant terms for large $z$, the right-hand side of (2.19), as a function of $a$, has a minimum for $a$ given in (2.22).

For obtaining the second inequality in (2.18), using Lemma 2.9 we have, for $n \geq \mu,\left|f_{n}(t)\right| \leq\left|A_{n}\right| t^{-n-1 / 2}$ if $t \geq 1$ and $\left|f_{n}(t)\right| \leq\left|A_{n-1}\right| t^{-n-1 / 2}$ if $t \leq 1$. Therefore, $\left|f_{n}(t)\right| \leq \bar{A}_{n} t^{-n-1 / 2} \forall t \in[0, \infty)$ and $n \geq \mu$. Then, $f_{n}(t)$ satisfies the first bound of (2.13) with $\mu$ replaced by $1 / 2$ and $\left|A_{n}\right|$ by $\bar{A}_{n}$. Repeating now the calculations of the proof of Proposition 2.10 we obtain the second inequality in (2.18).

Remark 2.12. For large $n$ and fixed $z$, the bound (2.19) (with $a$ given in (2.22)) contains an extra asymptotic factor $\log (n)$ with respect to the bound (2.18), whereas for large $z$ and fixed $n$, it contains an extra asymptotic factor $\log (z) / \sqrt{z}$. Therefore, (2.19) is more suitable for large $z$ and (2.18) is more suitable for large $n$.
3. Expansions of the symmetric standard EIs. Convergent expansions of $R_{F}, R_{D}$, and $R_{J}$ for large values of one of their parameters are obtained as corollaries of Theorem 2.4 or 2.7. Error bounds for the remainder terms in these expansions follow from Propositions 2.10 and 2.11. We derive the explicit expansions and error bounds for the remainders in the following subsections.

### 3.1. Expansion of $\boldsymbol{R}_{F}(x, y, z)$ for large $z$.

Corollary 3.1. A uniformly convergent expansion of $R_{F}(x, y, z)$ for $0 \leq x<$ $y \leq z$ is given, for $n=1,2,3, \ldots$, by

$$
\begin{gather*}
R_{F}(x, y, z)=\frac{1}{2 \sqrt{z}} \sum_{k=0}^{n-1} \frac{(-1)^{k}}{k!z^{k}}\left(\frac{1}{2}\right)_{k}\left[A_{k}^{F}(x, y)\left(\log (z)-\gamma-\psi\left(k+\frac{1}{2}\right)\right)\right.  \tag{3.1}\\
\left.+B_{k}^{F}(x, y)\right]+R_{n}^{F}(x, y, z)
\end{gather*}
$$

where, for $k=0,1,2, \ldots$,

$$
\begin{equation*}
A_{k}^{F}(x, y)=(-1)^{k} \sum_{j=0}^{k} \frac{(1 / 2)_{j}(1 / 2)_{k-j}}{j!(k-j)!} x^{j} y^{k-j} \tag{3.2}
\end{equation*}
$$

and coefficients $B_{k}^{F}(x, y)$ are given by the recursion

$$
\begin{align*}
B_{k+2}^{F}=\frac{A_{k+2}^{F}}{k+1}+ & \frac{x y A_{k}^{F}+(x+y) A_{k+1}^{F}+2 A_{k+2}^{F}}{k+2} \\
& +\frac{2 k+3}{2 k+4}(x+y)\left[\frac{A_{k+1}^{F}}{k+1}-B_{k+1}^{F}\right]-\frac{k+1}{k+2} x y B_{k}^{F} \tag{3.3}
\end{align*}
$$

empty sums being understood as zero and

$$
\begin{equation*}
B_{0}^{F}=-2 \log \left(\frac{\sqrt{x}+\sqrt{y}}{2}\right), \quad B_{1}^{F}=(x+y) \log \left(\frac{\sqrt{x}+\sqrt{y}}{2}\right)-\sqrt{x y} \tag{3.4}
\end{equation*}
$$

For $n=1,2,3, \ldots$, the remainder $R_{n}^{F}(x, y, z)$ is positive and a bound for $R_{n}^{F}(x, y, z)$ is given by the right-hand side of (2.18) or (2.19) putting $\rho \equiv 1 / 2$ and $A_{n} \equiv A_{n}^{F}(x, y)$ given above. In particular, two error bounds are given by

$$
\begin{align*}
& R_{n}^{F}(x, y, z) \leq \frac{1}{2 n!}\left(\frac{1}{2}\right)_{n}\left[1+\psi(n+1)+\gamma+\log \left(1+\frac{n z\left|A_{n-1}^{F}\right|}{\left|A_{n}^{F}\right|}\right)\right] \frac{\left|A_{n}^{F}\right|}{z^{n} \sqrt{z}}  \tag{3.5}\\
& R_{n}^{F}(x, y, z) \leq \frac{\sqrt{\pi}(n-1)!}{\Gamma(n+1 / 2)} \frac{\bar{A}_{n}^{F}}{z^{n}}
\end{align*}
$$

where $\bar{A}_{n}^{F}=\max \left\{\left|A_{n}^{F}\right|,\left|A_{n-1}^{F}\right|\right\}$.
Proof. The integral $2 R_{F}(x, y, z)$ has the form considered in Theorem 2.7 with

$$
\begin{equation*}
f(t) \equiv f^{F}(t)=\frac{1}{\sqrt{(t+x)(t+y)}}=\sum_{k=0}^{n-1} \frac{A_{k}^{F}}{t^{k+1}}+f_{n}^{F}(t) \tag{3.6}
\end{equation*}
$$

where $f_{n}^{F}(t)=\mathcal{O}\left(t^{-n-1}\right)$ as $t \rightarrow \infty$ and $\rho=1 / 2$. Therefore, the asymptotic expansion of $2 R_{F}(x, y, z)$ for large $z$ follows from (2.7) in Theorem 2.7. Coefficients $A_{k} \equiv$ $A_{k}^{F}(x, y)$ in (2.6) are trivially given by (3.2).

For calculating $B_{k} \equiv B_{k}^{F}(x, y)$ we consider the second line in (2.8). Define, for $k=0,1,2, \ldots$,

$$
I_{k}^{F}(x, y, T) \equiv \int_{0}^{T} t^{k} f^{F}(t) d t \equiv \int_{0}^{T} \frac{t^{k}}{\sqrt{(t+x)(t+y)}} d t
$$

and

$$
\begin{equation*}
\sigma_{k}^{F}(x, y) \equiv \lim _{T \rightarrow \infty}\left\{I_{k}^{F}(x, y, T)-\sum_{j=0}^{k-1} A_{j}^{F} \frac{T^{k-j}}{k-j}-A_{k}^{F} \log (T)\right\} \tag{3.7}
\end{equation*}
$$

Integrals $I_{k}^{F}(x, y, T)$ satisfy the recursion

$$
\begin{equation*}
I_{k+2}^{F}=\frac{1}{2(k+2)}\left[2 T^{k+1} \sqrt{(T+x)(T+y)}-(2 k+3)(x+y) I_{k+1}^{F}-2(k+1) x y I_{k}^{F}\right] \tag{3.8}
\end{equation*}
$$

On the other hand, from the differential equation $2(t+x)(t+y)\left(f^{F}\right)^{\prime}+(2 t+x+y) f^{F}=$ 0 , we obtain, for $k=0,1,2, \ldots$,

$$
\begin{equation*}
2(k+2) A_{k+2}^{F}+(2 k+3)(x+y) A_{k+1}^{F}+2(k+1) x y A_{k}^{F}=0 \tag{3.9}
\end{equation*}
$$

Now we substitute $I_{k+2}^{F}(x, y, T)$ in the definition (3.7) of $\sigma_{k+2}^{F}(x, y)$ with the righthand side of (3.8), expand the term $\sqrt{(T+x)(T+y)}$ in inverse powers of $T$, and use recursion (3.9). We obtain
$2(k+2) \sigma_{k+2}^{F}=2 x y A_{k}^{F}+2(x+y) A_{k+1}^{F}+2 A_{k+2}^{F}-(2 k+3)(x+y) \sigma_{k+1}^{F}-2(k+1) x y \sigma_{k}^{F}$, from which (3.3) follows easily by using the second lines in (2.8) and (3.9). Integrals $I_{0}^{F}(x, y, T)$ and $I_{1}^{F}(x, y, T)$ may be calculated by using formula [16, p. 53 , eqs. (3) and (8)]. Then, from the second line in (2.8) and using $A_{0}^{F}=1$ and $A_{1}^{F}=-(x+y) / 2$ we obtain (3.4).

Function $f^{F}(t)$ satisfies the conditions of Proposition 2.11 with $\mu=1$. Therefore, $R_{n}^{F}(x, y, z) \geq 0$ and the bounds (2.18) and (2.19) hold for $2 R_{n}^{F}(x, y, z)$ setting $\rho \equiv 1 / 2$ and $A_{n} \equiv A_{n}^{F}(x, y)$ given in (3.2). In particular, introducing (2.22) in (2.19) we obtain the first line of (3.5).

Introducing the bound $\left|A_{n}^{F}\right| \leq y^{n}$ in the second line of (3.5) we obtain, for $n \geq 1$,

$$
\begin{equation*}
R_{n}^{F}(x, y, z) \leq C(y, z) \frac{y^{n}}{z^{n} \sqrt{n}} \tag{3.10}
\end{equation*}
$$

where $C(y, z)$ is independent of $n$. Therefore, expansion (3.1) is uniformly convergent for $y \leq z$.

Remark 3.2. An alternative (and explicit) expression for the coefficients $B_{k}^{F}(x, y)$ can be obtained from the first line in (2.8). Using the equality [16, p. 303, eq. (24)] and the reflection formula of the gamma function [1, eq. (6.1.17)] we have, for $w \notin \mathbb{Z}$,

$$
\begin{gathered}
M\left[f^{F} ; w\right]=\frac{\pi}{\sin (\pi w)} \frac{x^{w}}{\sqrt{x y}} F\left(w, \frac{1}{2} ; 1 ; 1-\frac{x}{y}\right) \quad \text { if } y>x>0, \\
M\left[f^{F} ; w\right]=\frac{\sqrt{\pi}}{\sin (\pi w)} \frac{\Gamma(w-1 / 2)}{\Gamma(w)} y^{w-1} \quad \text { if } y>x=0 \text { and } \frac{3}{2}-w \notin \mathbb{N} .
\end{gathered}
$$

Subtracting the pole $-A_{k} /(w-k-1)$ and taking the limit $w \rightarrow k+1$ we obtain

$$
\begin{equation*}
B_{k}^{F}(x, y)=A_{k}^{F}(x, y) \sum_{j=1}^{k} \frac{1}{j}-(-1)^{k} C_{k}^{F}(x, y) \tag{3.11}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{k}^{F}(0, y)=\frac{(1 / 2)_{k} y^{k}}{k!}\left(\psi\left(k+\frac{1}{2}\right)-\psi(k+1)+\log (y)\right) \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{k}^{F}(x, y)=x^{k} \sqrt{\frac{x}{y}}\left(\log (x) F\left(k+1, \frac{1}{2} ; 1 ; 1-\frac{x}{y}\right)+F^{\prime}\left(k+1, \frac{1}{2} ; 1 ; 1-\frac{x}{y}\right)\right) \tag{3.13}
\end{equation*}
$$

for $x>0$, where $F^{\prime}(a, b ; c ; z)$ denotes the first derivative of $F(a, b ; c ; z)$ with respect to the argument $a$.

Remark 3.3. Formulas (3.11)-(3.13) provide coefficients $B_{k}^{F}$ in expansion (3.1) of an explicit expression which may be useful for analytical purposes. On the other hand, recurrence (3.3)-(3.4) involves only elementary functions and may be more appropriate for numerical computations. Similar comments can be made about the coefficients $B_{k}^{D}$ in the expansion of $R_{D}(x, z, y)$ for large $z$ given in section 3.3.

Table 3.1 shows a numerical example of the approximation supplied by expansion (3.1).

Table 3.1
Second, third, and sixth columns represent $R_{F}(1,2, z)$, approximation (3.1) for $n=1$, and approximation (3.1) for $n=2$, respectively. Fourth and seventh columns represent the respective relative error $-R_{n}^{F}(1,2, z) / R_{F}(1,2, z)$. Fifth and last columns represent the respective error bounds given by (2.19).

| $z$ | $R_{F}(1,2, z)$ | 1st-order <br> approx. | Relative <br> error | Relative <br> error <br> bound | 2nd-order <br> approx. | Relative <br> error | Relative <br> error <br> bound |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | 0.5537947453 | 0.5237406385 | -0.0543 | 0.0725789476 | 0.5504844438 | -0.00598 | 0.0100213601 |
| 20 | 0.4609268635 | 0.4478367679 | -0.0284 | 0.0366674515 | 0.4601982389 | -0.00158 | 0.0024544658 |
| 50 | 0.3522219102 | 0.3480283802 | -0.0119 | 0.0148009679 | 0.3521274856 | -0.000268 | 0.0003865126 |
| 100 | 0.2824793637 | 0.2807505868 | -0.00612 | 0.0074304273 | 0.2824597696 | -0.0000694 | 0.0000958172 |
| 200 | 0.2237272736 | 0.2230270972 | -0.00313 | 0.0037243942 | 0.2237232837 | -0.0000178 | 0.0000237907 |

### 3.2. Expansion of $R_{D}(x, y, z)$ for large $z$.

Corollary 3.4. A uniformly convergent expansion of $R_{D}(x, y, z)$ for $0 \leq x<$ $y<z$ is given, for $n=1,2,3, \ldots$, by

$$
\begin{gather*}
R_{D}(x, y, z)=\frac{3}{2 \sqrt{z^{3}}} \sum_{k=0}^{n-1} \frac{(-1)^{k}}{k!z^{k}}\left(\frac{3}{2}\right)_{k}\left[A_{k}^{F}(x, y)\left(\log (z)-\gamma-\psi\left(k+\frac{3}{2}\right)\right)\right.  \tag{3.14}\\
\left.+B_{k}^{F}(x, y)\right]+R_{n}^{D}(x, y, z),
\end{gather*}
$$

where $A_{k}^{F}(x, y)$ and $B_{k}^{F}(x, y)$ are given in (3.2) and (3.3)-(3.4) (or (3.11)-(3.13)), respectively.

For $n=1,2,3, \ldots$, the remainder term $R_{n}^{D}(x, y, z)$ is positive and a bound for $(2 / 3) R_{n}^{D}(x, y, z)$ is given by the right-hand side of (2.18) or (2.19) putting $\rho \equiv 3 / 2$ and $A_{n} \equiv A_{n}^{F}(x, y)$ given in (3.2). In particular, two error bounds are given by

$$
\begin{aligned}
& R_{n}^{D}(x, y, z) \leq \frac{3}{2 n!}\left(\frac{3}{2}\right)_{n}\left[1+\psi(n+1)+\gamma+\log \left(1+\frac{n z\left|A_{n-1}^{F}\right|}{\left|A_{n}^{F}\right|}\right)\right] \frac{\left|A_{n}^{F}\right|}{z^{n} \sqrt{z^{3}}} \\
& R_{n}^{D}(x, y, z) \leq \frac{2 \sqrt{\pi} n!}{\Gamma(n+1 / 2)} \frac{\bar{A}_{n}^{F}}{z^{n+1}}
\end{aligned}
$$

Proof. The integral $(2 / 3) R_{D}(x, y, z)$ has the form considered in Theorem 2.7 with $f(t) \equiv f^{F}(t)$ given in (3.6) and $\rho=3 / 2$. The remaining proof follows as in Corollary 3.1 except that, in this case, (3.10) reads

$$
R_{n}^{D}(x, y, z) \leq C(y, z) \frac{y^{n} \sqrt{n}}{z^{n}}
$$

and convergence of expansion (3.14) is restricted to $y<z$.
Table 3.2 shows a numerical example of the approximation supplied by expansion (3.14).

### 3.3. Expansion of $R_{D}(x, z, y)$ for large $z$.

Corollary 3.5. A uniformly convergent expansion of $R_{D}(x, z, y)$ for $0 \leq x<$ $y<z$ or $0 \leq y<x<z$ is given, for $n=1,2,3, \ldots$, by

$$
\begin{gather*}
R_{D}(x, z, y)=\frac{3}{2 \sqrt{z}} \sum_{k=0}^{n-1} \frac{(-1)^{k}}{k!z^{k}}\left(\frac{1}{2}\right)_{k}\left[A_{k}^{D}(x, y)\left(\log (z)-\gamma-\psi\left(k+\frac{1}{2}\right)\right)\right.  \tag{3.15}\\
\left.+B_{k}^{D}(x, y)\right]+\bar{R}_{n}^{D}(x, z, y)
\end{gather*}
$$

Table 3.2
Second, third, and sixth columns represent $R_{D}(1,2, z)$, approximation (3.14) for $n=1$, and approximation (3.14) for $n=2$, respectively. Fourth and seventh columns represent the respective relative error $-R_{n}^{D}(1,2, z) / R_{D}(1,2, z)$. Fifth and last columns represent the respective error bounds given by (2.19).

| $z$ | $R_{D}(1,2, z)$ | 1st-order <br> approx. | Relative <br> error | Relative <br> error <br> bound | 2nd-order <br> approx. | Relative <br> error | Relative <br> error <br> bound |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | 0.0835011776 | 0.0622538617 | -0.254 | 0.3565374834 | 0.0792081617 | -0.0514 | 0.0913314070 |
| 20 | 0.0384213534 | 0.0336344955 | -0.125 | 0.1669454033 | 0.0379393692 | -0.0125 | 0.0203200273 |
| 50 | 0.0130325135 | 0.0123964214 | -0.0488 | 0.0624511404 | 0.0130069811 | -0.00196 | 0.0029107969 |
| 100 | 0.0055565283 | 0.0054225176 | -0.0241 | 0.0299926153 | 0.0055538440 | -0.000483 | 0.0006835181 |
| 200 | 0.0023123734 | 0.0022847462 | -0.0120 | 0.0145049853 | 0.0023120972 | -0.000119 | 0.0001625233 |

where $A_{0}^{D}(x, y)=0$ and, for $k=1,2,3, \ldots$,

$$
\begin{equation*}
A_{k}^{D}(x, y)=(-1)^{k-1} \sum_{j=0}^{k-1} \frac{(1 / 2)_{j}(3 / 2)_{k-j-1}}{j!(k-j-1)!} x^{j} y^{k-j-1} \tag{3.16}
\end{equation*}
$$

Coefficients $B_{k}^{D}(x, y)$ for $k=0,1,2, \ldots$ are given by the recurrence

$$
\begin{align*}
B_{k+2}^{D}=\frac{A_{k+2}^{D}}{k+2}+ & \frac{x y A_{k}^{D}+(x+y) A_{k+1}^{D}+2 A_{k+2}^{D}}{k+1}  \tag{3.17}\\
& +\left[\frac{x-y}{2 k+2}-x-y\right]\left[B_{k+1}^{D}-\frac{A_{k+1}^{D}}{k+1}\right]-x y B_{k}^{D}
\end{align*}
$$

empty sums being understood as zero and

$$
\begin{equation*}
B_{0}^{D}=\frac{2}{y-x}\left(1-\sqrt{\frac{x}{y}}\right), \quad B_{1}^{D}=1+\frac{2 y}{x-y}\left(1-\sqrt{\frac{x}{y}}\right)-2 \log \left(\frac{\sqrt{x}+\sqrt{y}}{2}\right) \tag{3.18}
\end{equation*}
$$

For $n=1,2,3, \ldots$, the remainder term $\bar{R}_{n}^{D}(x, z, y)$ is negative,

$$
\begin{equation*}
\left|\bar{R}_{1}^{D}(x, z, y)\right| \leq \frac{3}{2 \sqrt{z}(r-z)}+\frac{3}{4 \sqrt{(z-r)^{3}}} \log \left[\frac{\sqrt{z}+\sqrt{z-r}}{\sqrt{z}-\sqrt{z-r}}\right] \tag{3.19}
\end{equation*}
$$

if $r \equiv \min \{x, y\}>0$,

$$
\begin{equation*}
\left|\bar{R}_{1}^{D}(x, z, y)\right| \leq \frac{3}{y \sqrt{z}}-\frac{3 \pi}{4 \sqrt{z^{3}}} F\left(\frac{3}{2}, \frac{3}{2} ; 2 ; 1-\frac{y}{z}\right) \quad \text { if } y>x \geq 0 \tag{3.20}
\end{equation*}
$$

and, for $n=2,3,4, \ldots$, a bound for $\left|\bar{R}_{n}^{D}(x, z, y)\right|$ is given by the right-hand side of (2.18) or (2.19) setting $\rho \equiv 1 / 2$ and $A_{n} \equiv A_{n}^{D}(x, y)$ given above. In particular, two error bounds are given, for $n \geq 2$, by

$$
\begin{align*}
\left|\bar{R}_{n}^{D}(x, z, y)\right| & \leq \frac{3}{2 n!}\left(\frac{1}{2}\right)_{n}\left[1+\psi(n)+\gamma+\log \left(1+\frac{n z\left|A_{n-1}^{D}\right|}{\left|A_{n}^{D}\right|}\right)\right] \frac{\left|A_{n}^{D}\right|}{z^{n} \sqrt{z}}  \tag{3.21}\\
\left|\bar{R}_{n}^{D}(x, z, y)\right| & \leq \frac{\sqrt{\pi}(n-1)!}{\Gamma(n+1 / 2)} \frac{\bar{A}_{n}^{D}}{z^{n}}
\end{align*}
$$

where $\bar{A}_{n}^{D}=\max \left\{\left|A_{n}^{D}\right|,\left|A_{n-1}^{D}\right|\right\}$.

Proof. The integral $(2 / 3) R_{D}(x, z, y)$ has the form required in Theorem 2.7 with

$$
f(t) \equiv f^{D}(t)=\frac{1}{\sqrt{(t+x)(t+y)^{3}}}=\sum_{k=0}^{n-1} \frac{A_{k}^{D}}{t^{k+1}}+f_{n}^{D}(t)
$$

where $f_{n}^{D}(t)=\mathcal{O}\left(t^{-n-1}\right)$ as $t \rightarrow \infty$ and $\rho=1 / 2$. Therefore, the asymptotic expansion of $(2 / 3) R_{D}(x, z, y)$ follows from (2.7) in Theorem 2.7. Trivially, the coefficients $A_{k} \equiv$ $A_{k}^{D}(x, y)$ in (2.6) satisfy $A_{0}^{D}=0$ and, for $k=1,2,3, \ldots$, they are given by (3.16).

Recurrence (3.17)-(3.18) for $B_{k}^{D}(x, y)$ follows from the second line in (2.8). Its derivation follows the pattern of derivation of (3.3)-(3.4) in Corollary 3.1. We define, for $k=0,1,2, \ldots$,

$$
I_{k}^{D}(x, y, T) \equiv \int_{0}^{T} f^{D}(t) d t \equiv \int_{0}^{T} \frac{t^{k}}{\sqrt{(t+x)(t+y)^{3}}} d t
$$

and

$$
\begin{equation*}
\sigma_{k}^{D}(x, y) \equiv \lim _{T \rightarrow \infty}\left\{I_{k}^{D}(x, y, T)-\sum_{j=0}^{k-1} A_{j}^{D} \frac{T^{k-j}}{k-j}-A_{k}^{D} \log (T)\right\} \tag{3.22}
\end{equation*}
$$

Integrals $I_{k}^{D}(x, y, T)$ satisfy the recurrence

$$
\begin{equation*}
I_{k+2}^{D}=\frac{T^{k+1}}{k+1} \sqrt{\frac{T+x}{T+y}}+\left(\frac{x-y}{2 k+2}-x-y\right) I_{k+1}^{D}-x y I_{k}^{D} \tag{3.23}
\end{equation*}
$$

On the other hand, from the differential equation $2(t+x)(t+y)\left(f^{D}\right)^{\prime}+(4 t+3 x+y) f^{D}=$ 0 , we obtain, for $k=0,1,2, \ldots$,

$$
\begin{equation*}
2(k+1) A_{k+2}^{D}+(2(k+1)(x+y)+y-x) A_{k+1}^{D}+2(k+1) x y A_{k}^{D}=0 \tag{3.24}
\end{equation*}
$$

Now we substitute $I_{k+2}^{D}(x, y, T)$ in the definition (3.22) of $\sigma_{k+2}^{D}(x, y)$ by the right-hand side of (3.23), expand the term $\sqrt{(T+x) /(T+y)}$ in inverse powers of $T$, and use the recurrence (3.24). We obtain
$2(k+1) \sigma_{k+2}^{D}=2 x y A_{k}^{D}+2(x+y) A_{k+1}^{D}+2 A_{k+2}^{D}+(x-y-2(k+1)(x+y)) \sigma_{k+1}^{D}-2(k+1) x y \sigma_{k}^{D}$,
from which (3.17) follows easily by using the second lines in (2.8) and (3.24). Integrals $I_{0}^{D}(x, y, T)$ and $I_{1}^{D}(x, y, T)$ can be calculated by using formulas [16, p. 53 , eqs. (6) and (8)]. Then, from the second line in (2.8), $A_{0}^{D}=0$, and $A_{1}^{D}=1$ we obtain (3.18).

Function $f^{D}(t)$ has the form required in Proposition 2.11 with $\mu=2$. Therefore, $\bar{R}_{n}^{D}(x, z, y) \leq 0$ and the bounds (2.18) and (2.19) hold for $(2 / 3) \bar{R}_{n}^{D}(x, z, y)$ setting $\rho=1 / 2$ and $A_{n} \equiv A_{n}^{D}(x, y)$ given in (3.16) for $n=2,3,4, \ldots$ In particular, the first line of (3.21) follows after introducing (2.22) in inequality (2.19). On the other hand, $A_{0}^{D}=0$ means $f_{1}^{D}(t)=f^{D}(t)$. Introducing the bounds $f^{D}(u) \leq(u+r)^{-2}$ if $r=\min \{x, y\}>0$ or $f^{D}(u) \leq \sqrt{u}(u+y)^{-3 / 2}$ if $y>x \geq 0$ in the definition (2.4) of $f_{1,1}(t)$ and using [16, p. 52, eq. (6)] or [16, p. 53, eq. (4)], respectively, we obtain (3.19) and (3.20).

Using the second line of (3.21) and $\left|A_{n+1}^{D}(x, y)\right| \leq(n+1) s^{n}$, where $s=\max \{x, y\}$, we obtain, for $n \geq 1$,

$$
\left|\bar{R}_{n}^{D}(x, z, y)\right| \leq C(s, z) \frac{s^{n} \sqrt{n}}{z^{n}}
$$

Table 3.3
Second, third, and sixth columns represent $R_{D}(1, z, 2)$, approximation (3.15) for $n=1$, and approximation (3.15) for $n=2$, respectively. Fourth and seventh columns represent the respective relative error $-\bar{R}_{n}^{D}(1, z, 2) / R_{D}(1, z, 2)$. Fifth and last columns represent the respective error bounds given by (2.19).

| $z$ | $R_{D}(1, z, 2)$ | 1st-order <br> approx. | Relative <br> error | Relative <br> error <br> bound | 2nd-order <br> approx. | Relative <br> error | Relative <br> error <br> bound |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | 0.2390532443 | 0.2778629050 | 0.162 | 0.2021314366 | 0.2508051822 | 0.0492 | 0.0870637346 |
| 20 | 0.1784332265 | 0.1964787444 | 0.101 | 0.1221700356 | 0.1811001790 | 0.0149 | 0.0238026222 |
| 50 | 0.1180725686 | 0.1242640688 | 0.0524 | 0.0612672806 | 0.1184298191 | 0.00303 | 0.0043925602 |
| 100 | 0.0852097498 | 0.0878679657 | 0.0312 | 0.0357104912 | 0.0852853865 | 0.000888 | 0.0012264633 |
| 200 | 0.0610194998 | 0.0621320343 | 0.0182 | 0.0205219425 | 0.0610351563 | 0.000257 | 0.0003410757 |

where $C(s, z)$ is independent of $n$. Therefore, expansion (3.15) is uniformly convergent for $s<z$.

Remark 3.6. An alternative (and explicit) expression for the coefficients $B_{k}^{D}(x, y)$ can be obtained by using the first equality in (2.8) and

$$
M\left[f^{D} ; w\right]=\frac{\pi(1-w) x^{w}}{\sin (\pi w) \sqrt{x y^{3}}} F\left(w, \frac{3}{2} ; 2 ; 1-\frac{x}{y}\right) \quad \text { if } x, y>0, w \notin \mathbb{Z}
$$

or

$$
M\left[f^{D} ; w\right]=\frac{2 \sqrt{\pi} y^{w-2}}{\sin (\pi(w-1))} \frac{\Gamma(w-1 / 2)}{\Gamma(w-1)} \quad \text { if } y>x=0, w \notin \mathbb{Z}, \quad \frac{3}{2}-w \notin \mathbb{N}
$$

The derivation of these formulas is similar to the derivation of $M\left[f^{F} ; w\right]$ in Remark 2.12. Subtracting the pole $-A_{k}^{D} /(w-k-1)$ and taking the limit $w \rightarrow k+1$ we obtain, for $k=0,1,2, \ldots$,

$$
\begin{equation*}
B_{k}^{D}(x, y)=A_{k}^{D}(x, y) \sum_{j=1}^{k} \frac{1}{j}+(-1)^{k} C_{k}^{D}(x, y) \tag{3.25}
\end{equation*}
$$

where $C_{0}^{F}(0, y)=2 / y$,

$$
C_{k}^{F}(0, y)=\frac{2 k(1 / 2)_{k} y^{k-1}}{k!}(\psi(k+1 / 2)-\psi(k)+\log (y)) \quad \text { for } k=1,2,3, \ldots
$$

and, for $k=0,1,2, \ldots$ and $x, y>0$,
$C_{k}^{F}(x, y)=x^{k} \sqrt{\frac{x}{y^{3}}}\left[(1+k \log (x)) F\left(k+1, \frac{3}{2} ; 2 ; 1-\frac{x}{y}\right)+k F^{\prime}\left(k+1, \frac{3}{2} ; 2 ; 1-\frac{x}{y}\right)\right]$.
Table 3.3 shows a numerical example of the approximation supplied by expansion (3.15).

### 3.4. Expansion of $R_{J}(x, y, z, p)$ for large $z$.

Corollary 3.7. A uniformly convergent expansion of $R_{J}(x, y, z, p)$ for $0<p<z$ and $0 \leq x<y<z$ is given, for $n=1,2,3, \ldots$, by

$$
\begin{gather*}
R_{J}(x, y, z, p)=\frac{3}{2 \sqrt{z}} \sum_{k=0}^{n-1} \frac{(-1)^{k}}{k!z^{k}}\left(\frac{1}{2}\right)_{k}\left[A_{k}^{J}(x, y, p)\left(\log (z)-\gamma-\psi\left(k+\frac{1}{2}\right)\right)\right.  \tag{3.26}\\
\left.+B_{k}^{J}(x, y, p)\right]+R_{n}^{J}(x, y, z, p)
\end{gather*}
$$

where $A_{0}^{J}(x, y, p)=0$ and, for $k=1,2,3, \ldots$,

$$
\begin{equation*}
A_{k}^{J}(x, y, p)=\sum_{j=0}^{k-1}(-p)^{k-j-1} A_{j}^{F}(x, y) \tag{3.27}
\end{equation*}
$$

where $A_{j}^{F}(x, y)$ are given in (3.2). Coefficients $B_{k}^{J}(x, y, p)$ are given by the recurrence

$$
\begin{equation*}
B_{k+1}^{J}=B_{k}^{F}-p B_{k}^{J}+A_{k+1}^{J} \sum_{j=1}^{k+1} \frac{1}{j}+\left(p A_{k}^{J}-A_{k}^{F}\right) \sum_{j=1}^{k} \frac{1}{j}, \quad k=0,1,2, \ldots \tag{3.28}
\end{equation*}
$$

where $B_{k}^{F}(x, y)$ are given by (3.3)-(3.4) (or (3.11)-(3.13)), empty sums must be understood as zero, and

$$
\begin{align*}
& B_{0}^{J}=\frac{2}{\sqrt{|(p-x)(p-y)|}} \log \left[\frac{\sqrt{p(p-x)}+\sqrt{p(p-y)}}{\sqrt{y(p-x)}+\sqrt{x(p-y)}}\right] \quad \text { if } p>x, y,  \tag{3.29}\\
& B_{0}^{J}=\frac{2}{\sqrt{|(p-x)(p-y)|} \log \left[\frac{\sqrt{x(y-p)}+\sqrt{y(x-p)}}{\sqrt{p(x-p)}+\sqrt{p(y-p)}}\right]} \quad \text { if } p<x, y,  \tag{3.30}\\
& B_{0}^{J}=\frac{1}{\sqrt{|(p-x)(p-y)|}}\left[\sin ^{-1}\left(\frac{x+y-2 p}{y-x}\right)\right.  \tag{3.31}\\
& \left.-\sin ^{-1}\left(\frac{2 x y-p(x+y)}{p(y-x)}\right)\right] \quad \text { if } x<p<y .
\end{align*}
$$

For $n=1,2,3, \ldots$, the remainder term $R_{n}^{J}(x, y, z, p)$ is negative,

$$
\begin{equation*}
\left|R_{1}^{J}(x, y, z)\right| \leq \frac{3}{2 \sqrt{z}(r-z)}+\frac{3}{4 \sqrt{(z-r)^{3}}} \log \left[\frac{\sqrt{z}+\sqrt{z-r}}{\sqrt{z}-\sqrt{z-r}}\right] \tag{3.32}
\end{equation*}
$$

if $r \equiv \min \{x, y, p\}>0$,

$$
\begin{equation*}
\left|R_{1}^{J}(x, y, z)\right| \leq \frac{3}{r \sqrt{z}}-\frac{3 \pi}{4 \sqrt{z^{3}}} F\left(\frac{3}{2}, \frac{3}{2} ; 2 ; 1-\frac{r}{z}\right) \tag{3.33}
\end{equation*}
$$

if $r \equiv \min \{y, p\}>0$ or $r \equiv \min \{x, p\}>0$, and, for $n=2,3,4, \ldots$, a bound for $(2 / 3)\left|R_{n}^{J}(x, y, z, p)\right|$ is given by the right-hand side of (2.18) or (2.19) putting $\rho \equiv 1 / 2$ and $A_{n} \equiv A_{n}^{J}(x, y, p)$ given above. In particular, two error bounds are given, for $n \geq 2$, by

$$
\begin{align*}
&\left|R_{n}^{J}(x, y, z, p)\right| \leq \frac{3}{2 n!}\left(\frac{1}{2}\right)_{n}\left[1+\psi(n+1)+\gamma+\log \left(1+\frac{n z\left|A_{n-1}^{J}\right|}{\left|A_{n}^{J}\right|}\right)\right] \frac{\left|A_{n}^{J}\right|}{z^{n} \sqrt{z}}  \tag{3.34}\\
&34) \\
&\left|R_{n}^{J}(x, y, z, p)\right| \leq \frac{\sqrt{\pi}(n-1)!}{\Gamma(n+1 / 2)} \frac{\bar{A}_{n}^{J}}{z^{n}}
\end{align*}
$$

where $\bar{A}_{n}^{J}=\max \left\{\left|A_{n}^{J}\right|,\left|A_{n-1}^{J}\right|\right\}$.
Proof. The integral $(2 / 3) R_{J}(x, y, z, p)$ has the form required in Theorem 2.7 with

$$
f(t) \equiv f^{J}(t)=\frac{1}{\sqrt{(t+x)(t+y)}(t+p)}=\sum_{k=0}^{n-1} \frac{A_{k}^{J}}{t^{k+1}}+f_{n}^{J}(t)
$$

TABLE 3.4
Second, third, and sixth columns represent $R_{J}(1,2, z, 3)$, approximation (3.26) for $n=1$, and approximation (3.26) for $n=2$, respectively. Fourth and seventh columns represent the respective relative error $-R_{n}^{J}(1,2, z, 3) / R_{J}(1,2, z, 3)$. Fifth and last columns represent the respective error bounds given in (2.19).

| $z$ | $R_{J}(1,2, z, 3)$ | 1st-order <br> approx. | Relative <br> error | Relative <br> error <br> bound | 2nd-order <br> approx. | Relative <br> error | Relative <br> error <br> bound |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | 0.1877070842 | 0.2227576125 | 0.187 | 0.2574232928 | 0.2013272410 | 0.0726 | 0.13577463320 |
| 20 | 0.1409922070 | 0.1575134184 | 0.117 | 0.1546127555 | 0.1441244221 | 0.0222 | 0.0367400044 |
| 50 | 0.0938633074 | 0.0996202328 | 0.0613 | 0.0770693616 | 0.0942893087 | 0.00454 | 0.0067564415 |
| 100 | 0.0679464537 | 0.0704421421 | 0.0367 | 0.0447835297 | 0.06803775155 | 0.00134 | 0.0018883978 |
| 200 | 0.0487571525 | 0.0498101164 | 0.0216 | 0.0256831788 | 0.0487761541 | 0.000390 | 0.0005263141 |

where $f_{n}^{J}(t)=\mathcal{O}\left(t^{-n-1}\right)$ as $t \rightarrow \infty$ and $\rho=1 / 2$. The asymptotic expansion of $(2 / 3) R_{J}(x, y, z, p)$ for large $z$ follows from (2.7) in Theorem 2.7. Trivially, $A_{0}^{J}=0$ and, for $k=1,2,3, \ldots$ coefficients $A_{k}^{J}$ are given by (3.27).

Recurrence (3.28) for $B_{k}^{J}(x, y, p)$ follows from the second line in (2.8). We define, for $k=0,1,2, \ldots$,

$$
I_{k}^{J}(x, y, p, T) \equiv \int_{0}^{T} t^{k} f^{D}(t) d t \equiv \int_{0}^{T} \frac{t^{k}}{\sqrt{(t+x)(t+y)}(t+p)} d t
$$

and

$$
\begin{equation*}
\sigma_{k}^{J}(x, y, p) \equiv \lim _{T \rightarrow \infty}\left\{I_{k}^{J}(x, y, p, T)-\sum_{j=0}^{k-1} A_{j}^{J} \frac{T^{k-j}}{k-j}-A_{k}^{J} \log (T)\right\} \tag{3.35}
\end{equation*}
$$

Integrals $I_{k}^{J}(x, y, p, T)$ satisfy the recurrence $I_{k+1}^{J}=I_{k}^{F}-p I_{k}^{J}$. Then, (3.28) follows easily by using (2.8), (3.7), (3.27), and (3.35). Integral $I_{0}^{J}(x, y, p, T)$ may be calculated by using $\left[16\right.$, pp. 53,54 , eqs. (8)-(11)]. Then, from the second line in (2.8) and $A_{0}^{J}=0$ we obtain (3.29)-(3.31).

Function $f^{J}(t)$ has the form required in Proposition 2.11 with $\mu=2$. Therefore, $R_{n}^{J}(x, y, z, p) \leq 0$ and the bounds (2.18) and (2.19) hold for $(2 / 3) R_{n}^{J}(x, y, z, p)$ setting $\rho=1 / 2$ and $A_{n} \equiv A_{n}^{J}(x, y, p)$ given in (3.27) for $n=2,3,4, \ldots$ In particular, the first line of (3.34) follows after introducing (2.22) in inequality (2.19). On the other hand, $A_{0}^{J}=0$ means $f_{1}^{J}(t)=f^{J}(t)$. Then, after a similar calculation to the one used for deriving (3.19) and (3.20), we obtain (3.32) and (3.33).

Using the second line of (3.34) and the bound $\left|A_{n+1}^{J}(x, y, p)\right| \leq(n+1) s^{n}$, where $s=\max \{x, y, p\}$, we obtain, for $n \geq 1$,

$$
\left|R_{n}^{J}(x, y, z, p)\right| \leq C(s, z) \frac{s^{n} \sqrt{n}}{z^{n}}
$$

where $C(s, z)$ is independent of $n$. Therefore, expansion (3.26) is uniformly convergent for $s<z$.

Table 3.4 shows a numerical example of the approximation supplied by expansion (3.26).

### 3.5. Expansion of $\boldsymbol{R}_{J}(x, y, z, p)$ for large $p$.

Corollary 3.8. A uniformly convergent expansion of $R_{J}(x, y, z, p)$ for $0 \leq x<$ $y<z<p$ is given, for $n=1,2,3, \ldots$, by

$$
\begin{equation*}
R_{J}(x, y, z, p)=\frac{3}{2} \sum_{k=0}^{n-1} \frac{D_{k}^{J}(x, y, z)}{p^{k+1}}-\frac{3 \pi}{2 \sqrt{p}} \sum_{k=0}^{n-1} \frac{C_{k}^{J}(x, y, z)}{p^{k}}+\bar{R}_{n}^{J}(x, y, z, p) \tag{3.36}
\end{equation*}
$$

where $C_{0}^{J}(x, y, z)=0$ and, for $k=1,2,3, \ldots$,

$$
\begin{equation*}
C_{k}^{J}(x, y, z)=\sum_{j=0}^{k-1} \sum_{s=0}^{k-j-1} \frac{(1 / 2)_{j}(1 / 2)_{s}(1 / 2)_{k-j-s-1}}{j!s!(k-j-s-1)!} x^{j} y^{s} z^{k-j-s-1} \tag{3.37}
\end{equation*}
$$

Coefficients $D_{k}^{J}(x, y, z)$ are given by the recurrence

$$
\begin{gather*}
D_{k+3}^{J}=\frac{1}{2 k+5}\left[2(k+2)(x+y+z) D_{k+2}^{J}-(2 k+3)(x y+x z+y z) D_{k+1}^{J}\right.  \tag{3.38}\\
\left.+2(k+1) x y z D_{k}^{J}\right] \\
D_{0}^{J}(x, y, z)=2 R_{F}(x, y, z)  \tag{3.39}\\
D_{1}^{J}(x, y, z)=\frac{2}{3}(z-x)(y-z) R_{D}(x, y, z)+2 z R_{F}(x, y, z)+2 \sqrt{\frac{x y}{z}} \tag{3.40}
\end{gather*}
$$

and

$$
\begin{equation*}
D_{2}^{J}(x, y, z)=\frac{2}{3}(x+y+z) D_{1}^{J}(x, y, z)-\frac{2}{3}(x y+x z+y z) R_{F}(x, y, z)-\frac{2}{3} \sqrt{x y z} \tag{3.41}
\end{equation*}
$$

For $n=1,2,3, \ldots$, the remainder term $\bar{R}_{n}^{J}(x, y, z, p)$ is negative and a bound is given by

$$
\begin{equation*}
\left|\bar{R}_{n}^{J}(x, y, z, p)\right| \leq \frac{3 \pi C_{n}^{J}(x, y, z)}{2 p^{n} \sqrt{p}} \tag{3.42}
\end{equation*}
$$

Proof. The integral $(2 / 3) R^{J}(x, y, z, p)$ has the form required in Theorem 2.4 with

$$
\begin{equation*}
f(t) \equiv \bar{f}^{J}(t)=\frac{1}{\sqrt{(t+x)(t+y)(t+z)}}=-\sum_{k=0}^{n-1} \frac{(-1)^{k} C_{k}^{J}}{t^{k+1 / 2}}+\bar{f}_{n}(t) \tag{3.43}
\end{equation*}
$$

where $\bar{f}_{n}(t)=\mathcal{O}\left(t^{-n-1 / 2}\right)$ as $t \rightarrow \infty$ and $\alpha=1 / 2$. Therefore, the asymptotic expansion of $(2 / 3) R^{J}(x, y, z, p)$ for large $p$ is given by (2.2). Coefficients $A_{k} \equiv$ $-(-1)^{k} C_{k}^{J}(x, y, z)$ are trivially given for $k=1,2,3, \ldots$, by $(3.37)$ and $C_{0}^{J}(x, y, z)=0$. Coefficients $D_{k}^{J}(x, y, z) \equiv(-1)^{k} M\left[\bar{f}^{J} ; k+1\right]$ in (2.2) represent the analytic continuation of the Mellin transform of $\bar{f}^{J}(t)$ evaluated in $k+1$. The Mellin transform of the function $\bar{f}^{J}(t)$ given in (3.43) is defined by (2.1) for $0<\operatorname{Re}(w)<3 / 2$. We divide the integration path in this formula at $t=1$ and, in the integral over $[1, \infty)$, we substitute $\bar{f}^{J}(t)$ by the right-hand side of (3.43) with $n$ replaced by $n+1$ :

$$
M\left[\bar{f}^{J} ; w\right]=\int_{0}^{1} t^{w-1} \bar{f}^{J}(t) d t+\sum_{k=0}^{n} \frac{(-1)^{k} C_{k}^{J}(x, y, z)}{w-k-1 / 2}+\int_{1}^{\infty} t^{w-1} \bar{f}_{n+1}^{J}(t) d t
$$

The first integral is an analytic function of $w$ for $\operatorname{Re}(w)>0$. The second integral is analytic for $\operatorname{Re}(w)<n+3 / 2$. Therefore, this formula gives the analytic continuation of $M\left[\bar{f}^{J} ; w\right]$ to the strip $0<\operatorname{Re}(w)<n+3 / 2$ (which has simple poles at $w=k+1 / 2$,
$k=0,1,2, \ldots, n)$. We evaluate $M\left[\bar{f}^{J} ; w\right]$ above at the point $w=k+1$ and replace $\bar{f}_{n+1}^{J}(t)$ in the last integral by $\bar{f}^{J}(t)+\sum_{k=0}^{n}(-1)^{k} C_{k}^{J} t^{-k-1 / 2}$. After straightforward operations we obtain

$$
\begin{equation*}
D_{k}^{J}(x, y, z)=(-1)^{k} \lim _{T \rightarrow \infty}\left\{\int_{0}^{T} t^{k} \bar{f}^{J}(t) d t+\sum_{j=0}^{k} \frac{(-1)^{j} C_{j}^{J} T^{k-j+1 / 2}}{k-j+1 / 2}\right\} \tag{3.44}
\end{equation*}
$$

We define, for $s>0$,

$$
\alpha_{k}(x, y, z, s, T) \equiv \sqrt{s} \int_{0}^{T} \frac{t^{k}}{\sqrt{(t+x)(t+y)(t+z)(t+s)}} d t
$$

and

$$
I_{k}(x, y, z, T) \equiv \int_{0}^{T} \frac{t^{k}}{\sqrt{(t+x)(t+y)(t+z)}} d t=\lim _{s \rightarrow \infty} \alpha_{k}(x, y, z, s, T)
$$

Integrals $\alpha_{k}(x, y, z, s, T)$ satisfy the recurrence

$$
\begin{aligned}
2 T^{k+1} & \sqrt{s(T+x)(T+y)(T+z)(T+s)}=2(k+3) \alpha_{k+4} \\
& +(2 k+5)(x+y+z+s) \alpha_{k+3}+2(k+2)(x y+x z+x s+y z+y s+z s) \alpha_{k+2} \\
& +(2 k+3)(x y z+x y s+x z s+y z s) \alpha_{k+1}+2(k+1) x y z s \alpha_{k}
\end{aligned}
$$

Taking the limit $s \rightarrow \infty$ we obtain that the integrals $I_{k}(x, y, z, T)$ satisfy the recurrence

$$
\begin{gather*}
I_{k+3}=\frac{1}{2 k+5}\left[2 T^{k+1} \sqrt{(T+x)(T+y)(T+z)}-2(k+2)(x+y+z) I_{k+2}\right.  \tag{3.45}\\
\left.-(2 k+3)(x y+x z+y z) I_{k+1}-2(k+1) x y z I_{k}\right]
\end{gather*}
$$

On the other hand, from the differential equation $2(t+x)(t+y)(t+z)\left(\bar{f}^{J}\right)^{\prime}+\left(3 t^{2}+\right.$ $2(x+y+z) t+x y+x z+y z) \bar{f}^{J}=0$, we obtain, for $k=0,1,2, \ldots$,
$2(k+1) C_{k+2}^{J}-(2 k+1)(x+y+z) C_{k+1}^{J}+2 k(x y+x z+y z) C_{k}^{J}-(2 k-1) x y z C_{k-1}^{J}=0$.
If we expand the term $\sqrt{(T+x)(T+y)(T+z)}$ in (3.45) in inverse powers of $T$ and use the recurrence (3.46) and the definition (3.44), we obtain the recurrence (3.38). Using (3.44) we see that $D_{0}^{J}$ is trivially given by (3.39). Integrating $I_{1}(x, y, z)$ by parts in (3.44) and using [16, p. 71, eq. (10)] and [18, eq. (12.33)] we obtain (3.40). Equation (3.41) follows after straightforward operations.

Function $f^{J}(t)$ satisfies the conditions of Proposition 2.10 with $\mu=3 / 2$. Therefore, $\bar{R}_{n}^{J}(x, y, z, p) \leq 0$ and the bound (2.17) holds for $(2 / 3) \bar{R}_{n}^{J}(x, y, z, p)$ setting $A_{n} \equiv(-1)^{n} C_{n}^{J}$, and (3.42) follows. Using (3.42) and the bound $\left|C_{n+1}^{J}(x, y, z)\right| \leq$ $(3 / 2)_{n} z^{n} / n$ !, we obtain, for $n \geq 1$,

$$
\left|\bar{R}_{n}^{J}(x, y, z, p)\right| \leq C(z, p) \frac{\sqrt{n} z^{n}}{p^{n}}
$$

where $C(z, p)$ is independent of $n$. Therefore, expansion (3.36) is uniformly convergent for $z<p$.

Table 3.5
Second, third, and sixth columns represent $R_{J}(1,2,3, p)$, approximation (3.36) for $n=2$, and approximation (3.36) for $n=3$, respectively. Fourth and seventh columns represent the respective relative error $-\bar{R}_{n}^{J}(1,2,3, p) / R_{J}(1,2,3, p)$. Fifth and last columns represent the respective error bounds given by (3.42).

| $z$ | $R_{J}(1,2,3, p)$ | 2nd-order <br> approx. | Relative <br> error | Relative <br> error <br> bound | 3rd-order <br> approx. | Relative <br> error | Relative <br> error <br> bound |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | 0.1237859612 | 0.1531757825 | 0.237 | 0.3611528060 | 0.1316685706 | 0.0637 | 0.0963074149 |
| 20 | 0.0716068743 | 0.0773834863 | 0.0807 | 0.1103653337 | 0.0723803740 | 0.0108 | 0.0147153778 |
| 50 | 0.0330037076 | 0.0336525403 | 0.0197 | 0.0242311844 | 0.0330384089 | 0.00105 | 0.0012923298 |
| 100 | 0.0178156797 | 0.0179370973 | 0.00682 | 0.0079352385 | 0.0178189241 | 0.000182 | 0.0002116063 |
| 200 | 0.0094259946 | 0.0094483849 | 0.00238 | 0.0026513081 | 0.0094262936 | 0.0000317 | 0.0000353507 |

Table 3.5 shows a numerical example of the approximation supplied by expansion (3.36).

Remark 3.9. A bound for the $n$-esim remainder term in any of the expansions given in Corollaries $3.1-3.8$ has the form $C(s, z) \sqrt{n}(s / z)^{n}$ for $n \geq 1$, where $z$ is the asymptotic variable, $s$ is a bound for the remaining variables, and $C(s, z)$ is independent of $n$. Therefore, the convergence rate of these expansions increases for decreasing value of the quotient $s / z$.
4. Conclusions. Following Wong's proposal [21, Example 1], the distributional approach has been used in Theorem 2.7 for deriving an alternative proof for the asymptotic expansion of the generalized Stieltjes transforms (see [21, Theorem 2 and Example 1]). Using this result we have derived convergent expansions of $R_{F}(x, y, z)$, $R_{D}(x, y, z), R_{D}(x, z, y)$, and $R_{J}(x, y, z, p)$ for $x, y, p<z$ in Corollaries 3.1-3.7, respectively. On the other hand, using the asymptotic expansion of the Stieltjes transforms [22, chap. 6, sect. 2, Theorem 1], we have obtained a convergent expansion of $R_{J}(x, y, z, p)$ for $x, y, z<p$ in Corollary 3.8. Functions $f(t)$ in the integrand of $R_{F}$, $R_{D}$, and $R_{J}$ (and, in general, functions $f(t)$ given in (2.10)) are to a special kind of function: the remainder terms in their asymptotic expansions in inverse powers of $t$ satisfy the error test. This fundamental property is used in Propositions 2.10 and 2.11 for deriving an error bound for the remainder in the asymptotic expansions given in Theorems 2.4 and 2.7 at any order of the approximation. In particular, it has been derived for the expansions of $R_{F}, R_{D}$, and $R_{J}$ in Corollaries 3.1-3.8. These bounds have been obtained from the error test and, as numerical computations show (see Tables 3.1-3.5), they exhibit a remarkable accuracy. Moreover, these bounds show that the expansions are convergent when the asymptotic variable is greater than the remaining ones and that the convergence rate increases as this difference between the asymptotic variable and the remaining ones increases.

Expansions given in Corollaries 3.1-3.8 are generalizations of the corresponding first-order approximations given by Carlson and Gustafson [10]. Nevertheless, the complete expansion of the first EI given in Corollary 3.1 was already obtained by Carlson and Gustafson [4] and, as well as in Corollary 3.1, the coefficients of the expansion are given by a recurrence [4, eq. (1.7)]. Complete expansions for $R_{D}$ and $R_{J}$ for the asymptotic parameters considered in Corollaries $3.4-3.8$ were also obtained by Carlson and Gustafson [3]. But a recurrence for the calculation of the coefficients is not given in [3] and error bounds supplied there are not quite satisfactory. The advantage of the approach presented here is that it supplies a simple algorithm for the calculation of the coefficients of these expansions and more accurate error bounds at any order of the approximation. This algorithm is explicitly given in Corollaries 3.1-3.8. Moreover, coefficients of the expansions of $R_{F}(x, y, z), R_{D}(x, y, z), R_{D}(x, z, y)$, and $R_{J}(x, y, z, p)$
for large $z$ are given in terms of elementary functions, whereas coefficients of the expansion of $R_{J}(x, y, z, p)$ for large $p$ are given in terms of $R_{F}(x, y, z)$ and $R_{D}(x, y, z)$.

For large $z$, the error bounds supplied in Corollaries 3.1-3.7 are slightly more accurate than the error bounds given in [10] for the first order approximation of $R_{D}(x, z, y)$, $R_{F}(x, y, z)$, and $R_{J}(x, y, z, p)$ and slightly less accurate for the first-order approximation of $R_{D}(x, y, z)$ and the second-order approximation of $R_{F}(x, y, z)$. When considering first-order approximations to $R_{J}(x, y, z, p)$ for large $p$, a comparison between the error bounds given in Corollary 3.8 and the error bounds given in [10] is more complicated because they are concerned with different approximations. On the other hand, at any order of the approximation, error bounds given in [4, eqs. (1.20) and (3.40)] are more accurate for large values of $n$ than the error bound given in Corollary 3.1 and less accurate for small $n$.

The distributional approach should succeed for deriving complete uniform asymptotic expansions of symmetric EI too. This challenge is postponed for further investigations.
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#### Abstract

The authors study the large time behavior of solutions of a strongly coupled system of degenerate parabolic equations describing the heat and mass transfer in a one-dimensional plasma. The model was introduced by Hyman and Rosenau, and the existence of solutions was studied in our earlier paper. The results of this paper describe how the large time behavior depends on some of the parameters in the equations.
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1. Introduction. We consider the following system of nonlinear partial differential equations:

$$
\begin{cases}\rho_{t}=\left(\varphi_{1}(T) \rho^{a_{1}} \rho_{x}\right)_{x} & \text { in } Q:=\mathbb{R} \times \mathbb{R}^{+}  \tag{I}\\ (\rho T)_{t}=\left(\varphi_{2}(T) \rho^{a_{2}+1} T_{x}\right)_{x}+\left(T \varphi_{1}(T) \rho^{a_{1}} \rho_{x}\right)_{x} & \text { in } Q \\ \rho(x, 0)=\rho_{0}(x) & \text { for } x \in \mathbb{R} \\ T(x, 0)=T_{0}(x) & \text { for } x \in \mathcal{P}_{0}\end{cases}
$$

where

$$
\begin{equation*}
\mathcal{P}_{0}=\left\{x \in \mathbb{R}: \rho_{0}(x)>0\right\} . \tag{1.1}
\end{equation*}
$$

Here $x$ is a one-dimensional spatial coordinate, $t$ indicates time, $\rho(x, t)$ and $T(x, t)$ are nonnegative functions to be determined, $\rho_{0}$ and $T_{0}$ are given nonnegative and continuous functions, $a_{1}$ and $a_{2}$ are positive constants, and $\varphi_{1}$ and $\varphi_{2}$ are smooth positive functions.

System (I) was introduced by Rosenau and Hyman [12], [13] to study the effect of nonlinearly coupled mass and heat diffusion in a plasma which slowly diffuses in a strong magnetic field. In this context $\rho$ and $T$ denote the density and ionic temperature of the plasma, and $\varphi_{1}$ and $\varphi_{2}$ are power-type functions of $T$. The last term in the differential equation for the temperature $T$ represents the heat transport due to mass diffusion.

In an earlier paper [5] we have constructed a solution of Problem (I). In the present paper we describe the large time behavior of this solution in the case where

[^37]$\rho_{0}$ is integrable in $\mathbb{R}$, i.e., the case of finite total mass. As we shall see below, this behavior is quite different in the cases $a_{1} \leq a_{2}$ and $a_{1}>a_{2}$; in other words, the large time behavior depends on the parameter values of $a_{1}$ and $a_{2}$.

To explain our results we introduce the precise hypotheses on the data:
(H1) $\varphi_{i} \in C^{2}\left(\mathbb{R}^{+}\right), \varphi_{i}>0$ in $\mathbb{R}^{+}, a_{i} \in \mathbb{R}^{+}(i=1,2)$;
(H2) $\rho_{0} \in C(\mathbb{R}) \cap L^{\infty}(\mathbb{R}) \cap L^{1}(\mathbb{R}), \rho_{0} \geq 0$ and $\rho_{0} \not \equiv 0$ in $\mathbb{R}, \mathcal{P}_{0} \subseteq \mathbb{R}$ is defined by (1.1);
(H3) $T_{0} \in C\left(\mathcal{P}_{0}\right)$ and $0<\nu_{0} \leq T_{0} \leq \nu_{1}$ in $\mathcal{P}_{0}$ for some constants $\nu_{0}$ and $\nu_{1}$.
Since $a_{1}>0$, the equation for $\rho$ degenerates at points where $\rho$ vanishes (if $\varphi_{1} \equiv$ 1, we obtain the well-known porous medium equation; see, for example, [1]). The equation does not always possess classical solutions. Therefore we have to introduce solutions in a weak sense, and in addition define $T$ only in the set

$$
\begin{equation*}
\mathcal{P}=\{(x, t) \in \bar{Q}: \rho(x, t)>0\} \tag{1.2}
\end{equation*}
$$

Definition 1.1. A pair $(\rho, T)$ is called a solution of Problem (I) if
(i) $\rho \in C(\bar{Q}) \cap L^{\infty}(Q), T \in C(\mathcal{P}) \cap L^{\infty}(\mathcal{P})$, where $\mathcal{P}$ is defined by (1.2);
(ii) $\rho \geq 0$ in $Q, T \geq \mu$ in $\mathcal{P}$ for some $\mu>0$;
(iii) $\left(\rho^{a_{1}+1}\right)_{x} \in L_{\mathrm{loc}}^{2}(\bar{Q}), T_{x} \in L_{\mathrm{loc}}^{2}(\mathcal{P}), \rho^{a_{2}+1} T_{x} \in L^{2}(S)$ for any bounded measurable set $S \subseteq \mathcal{P}$;
(iv) for any $\psi \in C^{1,1}(\bar{Q})$ with compact support

$$
\int_{\mathcal{P}_{0}} \rho_{0}(x) \psi(x, 0) d x+\iint_{\mathcal{P}}\left(\rho \psi_{t}-\frac{1}{a_{1}+1} \varphi_{1}(T)\left(\rho^{a_{1}+1}\right)_{x} \psi_{x}\right) d x d t=0
$$

and

$$
\begin{gathered}
\int_{\mathcal{P}_{0}} \rho_{0}(x) T_{0}(x) \psi(x, 0) d x+\iint_{\mathcal{P}}\left(\rho T \psi_{t}-\rho^{a_{2}+1} \varphi_{2}(T) T_{x} \psi_{x}\right. \\
\left.-\frac{1}{a_{1}+1} T \varphi_{1}(T)\left(\rho^{a_{1}+1}\right)_{x} \psi_{x}\right) d x d t=0
\end{gathered}
$$

where the set $\mathcal{P}_{0}$ is defined by (1.1).
In [5] we have constructed a solution as the limit of classical solutions $\left(\rho_{\epsilon}, T_{\epsilon}\right)$ of the following approximate problem:


Here $\epsilon \in\left(0, \rho^{*}\right)$, where

$$
\begin{gathered}
\rho^{*}=\sup \left\{\rho_{0}(x), x \in \mathbb{R}\right\} \\
L_{\epsilon}>0, \rho_{0 \epsilon}, T_{0 \epsilon} \in C^{\infty}\left(\left[-L_{\epsilon}, L_{\epsilon}\right]\right), \rho_{0 \epsilon}^{\prime}\left( \pm L_{\epsilon}\right)=T_{0 \epsilon}^{\prime}\left( \pm L_{\epsilon}\right)=0 \\
0<\epsilon \leq \rho_{0 \epsilon} \leq \rho^{*}, \quad \nu_{0} \leq T_{0 \epsilon} \leq \nu_{1} \text { in }\left(-L_{\epsilon}, L_{\epsilon}\right)
\end{gathered}
$$

and $\rho_{0 \epsilon} \rightarrow \rho_{0}$ in $C_{\mathrm{loc}}(\mathbb{R}), T_{0 \epsilon} \rightarrow T_{0}$ in $C_{\mathrm{loc}}\left(\mathcal{P}_{0}\right)$ and $L_{\epsilon} \rightarrow \infty$ as $\epsilon \rightarrow 0^{+}$. Since $\rho_{0} \in L^{1}(\mathbb{R})$ we assume that $L_{\epsilon}$ and $\rho_{0 \epsilon}$ are chosen such that, for sufficiently small values of $\epsilon>0$,

$$
\begin{equation*}
\int_{-L_{\epsilon}}^{L_{\epsilon}} \rho_{0 \epsilon}(x) d x=M:=\int_{-\infty}^{\infty} \rho_{0}(x) d x . \tag{1.3}
\end{equation*}
$$

In [5] we have shown that there exist $\rho \in C(\bar{Q}), T \in C(\mathcal{P})$ and a sequence $\epsilon_{n} \rightarrow 0^{+}$ such that

$$
\begin{equation*}
\rho_{n}:=\rho_{\epsilon_{n}} \rightarrow \rho \text { in } C_{\mathrm{loc}}(\bar{Q}) \text { and } T_{n}:=T_{\epsilon_{n}} \rightarrow T \text { in } C_{\mathrm{loc}}(\mathcal{P}) \text { as } n \rightarrow \infty, \tag{1.4}
\end{equation*}
$$

and we have proved that $(\rho, T)$ is a solution of Problem (I). In addition $\rho$ and $T$ are classical solutions of the system in the set $\mathcal{P}$, and

$$
\begin{equation*}
\rho_{n} \rightarrow \rho \text { and } T_{n} \rightarrow T \text { in } C_{\mathrm{loc}}^{2,1}(\mathcal{P} \backslash\{t=0\}) \text { as } n \rightarrow \infty \tag{1.5}
\end{equation*}
$$

The uniqueness of the solution is not known.
Now we are ready to describe the large time behavior of $\rho$ and $T$. First we observe that

$$
\rho(x, t) \leq \mathcal{C}\left\|\rho_{0}\right\|_{L^{1}(\mathbb{R})} t^{-1 /\left(a_{1}+2\right)} \quad \text { for } \quad(x, t) \in Q
$$

where the constant $\mathcal{C}$ depends only on $a_{1}$ and $\min / \max \varphi(s)$ for $s \in\left[\nu_{0}, \nu_{1}\right]$. This decay rate is essentially a result for the equation for $\rho$, in which $\varphi_{1}(T(x, t))$ is considered as a given function (see section 2 for some results concerning the porous medium equation with nonconstant coefficients).

Our main result is the behavior of $\rho(x, t)$ and $T(x, t)$ as $t \rightarrow \infty$.
Theorem 1.2 (large time behavior). Let hypotheses (H1)-(H3) be satisfied and let $(\rho, T)$ be the solution of Problem (I) defined by (1.4). Then there exist positive constants $\eta_{0}$ and $\eta_{1}$ and functions $\bar{R} \in C(\mathbb{R}) \cap C^{2}\left(\left(-\eta_{0}, \eta_{1}\right)\right)$ and $\bar{T} \in C^{1}\left(\left(-\eta_{0}, \eta_{1}\right)\right)$ such that
(i) $\bar{R}>0$ in $\left(-\eta_{0}, \eta_{1}\right), \bar{R}=0$ in $\mathbb{R} \backslash\left(-\eta_{0}, \eta_{1}\right)$, and $\nu_{0} \leq \bar{T} \leq \nu_{1}$ in $\left(-\eta_{0}, \eta_{1}\right)$;
(ii) for any $C>0$

$$
\begin{equation*}
t^{1 /\left(a_{1}+2\right)} \rho(x, t) \rightarrow \bar{R}\left(x t^{-1 /\left(a_{1}+2\right)}\right) \text { as } t \rightarrow \infty \tag{1.6}
\end{equation*}
$$

uniformly with respect to $x$ satisfying $-C t^{1 /\left(a_{1}+2\right)} \leq x \leq C t^{1 /\left(a_{1}+2\right)}$, and for any $\epsilon>0$

$$
\begin{equation*}
T(x, t) \rightarrow \bar{T}\left(x t^{-1 /\left(a_{1}+2\right)}\right) \text { as } t \rightarrow \infty \tag{1.7}
\end{equation*}
$$

uniformly with respect to $x$ satisfying

$$
-\left(\eta_{0}-\epsilon\right) t^{1 /\left(a_{1}+2\right)} \leq x \leq\left(\eta_{1}-\epsilon\right) t^{1 /\left(a_{1}+2\right)}
$$

(iii) the function $\bar{\rho}$ defined by

$$
\bar{\rho}(x, t)=t^{-1 /\left(a_{1}+2\right)} \bar{R}\left(x t^{-1 /\left(a_{1}+2\right)}\right)
$$

is a (self-similar) solution of the equation

$$
\begin{equation*}
\rho_{t}=\left(\varphi_{1}\left(\bar{T}\left(x t^{-1 /\left(a_{1}+2\right)}\right)\right) \rho^{a_{1}} \rho_{x}\right)_{x} \tag{1.8}
\end{equation*}
$$

with initial data Dirac's $\delta$-function multiplied by $M=\left\|\rho_{0}\right\|_{L^{1}(\mathbb{R})}$ :

$$
\begin{equation*}
\int_{\mathbb{R}} \psi(x) \bar{\rho}(x, t) d x \rightarrow M \psi(0) \text { as } t \rightarrow 0^{+} \tag{1.9}
\end{equation*}
$$

for all $\psi \in C(\mathbb{R})$ with compact support;
(iv) if $a_{1} \geq a_{2}$, then

$$
\begin{equation*}
\bar{T}(\eta)=\text { const. }=\frac{\int_{\mathcal{P}_{0}} \rho_{0}(x) T_{0}(x) d x}{M} \tag{1.10}
\end{equation*}
$$

and if $a_{1}<a_{2}$, then there exist initial data $\left(\rho_{0}, T_{0}\right)$ such that $(\bar{T})_{x} \not \equiv 0$.
Given the function $\bar{T}(\eta)$, substitution of the self-similar solution $\bar{\rho}(x, t)$ in (1.8) yields the following ordinary differential equation for $\bar{R}(\eta)$ in the set where $\bar{R}>0$ :

$$
\begin{equation*}
\left(\varphi_{1}(\bar{T}(\eta)) \bar{R}^{a_{1}} \bar{R}^{\prime}\right)^{\prime}=-\frac{1}{a_{1}+2}(\eta \bar{R})^{\prime} \tag{1.11}
\end{equation*}
$$

Integrating twice we obtain the formula

$$
\bar{R}^{a_{1}}(\eta)=\left(C-\frac{a_{1}}{a_{1}+2} \int_{0}^{\eta} \frac{s}{\varphi_{1}(\bar{T}(s))} d s\right)_{+}
$$

where we have used the notation $a_{+}:=\max \{a, 0\}$ for $a \in \mathbb{R}$. The integration constant $C$ is uniquely determined by the initial mass $M$ (condition (1.9)):

$$
\int_{\mathbb{R}} \bar{R}(\eta) d \eta=M=\left\|\rho_{0}\right\|_{L^{1}(\mathbb{R})}
$$

In the case of the "classical" porous medium equation $\left(\varphi_{1} \equiv 1\right) \bar{\rho}(x, t)$ is the Barenblatt solution [3]

$$
\bar{\rho}(x, t)=t^{-1 /\left(a_{1}+2\right)}\left(C-\frac{a_{1} \eta^{2}}{2\left(a_{1}+2\right)}\right)_{+}^{1 / a_{1}} \quad, \quad \eta=x t^{-\frac{1}{a_{1}+2}}
$$

It is well known [10], [14] that the Barenblatt solution describes the large time behavior of solutions of the porous medium equation with finite total mass $M$.

The most interesting part of Theorem 1.2 seems to be part (iv). If $a_{1} \geq a_{2}, T$ becomes constant as $t \rightarrow \infty$, i.e., the temperature converges to its average value given by (1.10), and, for large values of $t, \rho$ behaves as the Barenblatt solution with the same total mass. However, if $a_{1}<a_{2}$ the temperature does not always reach its average value, and $\rho$ behaves asymptotically as a solution of (1.11) which may be different from the Barenblatt solution. Physically we could give the following interpretation of this parameter dependence: if $a_{1}<a_{2}$ the diffusivity $\varphi_{2}(T) \rho^{a_{2}}$ of the heat diffusion is, for large values of $t$, i.e., for small values of $\rho$, much smaller than the diffusivity $\varphi_{1}(T) \rho^{a_{1}}$ of the mass diffusion, and apparently the heat diffusion is too weak to make the temperature constant as $t \rightarrow \infty$. In the case of an initial boundary value problem Rosenau and Hyman [12] conjectured such phenomena studying separable solutions and presenting numerical evidence.

In the proof of Theorem 1.2 we decouple the two equations of the system as much as possible. For this purpose, we introduce the mass (or Lagrangian) variable

$$
\begin{equation*}
y=\int_{-\infty}^{x} \rho(s, t) d s \in[0, M] \quad \text { for } \quad t \geq 0 \tag{1.12}
\end{equation*}
$$

where $M$ is the total initial mass, defined by (1.3).

In [5] we have shown that the transformation $(x, t) \rightarrow(y, t)$ leads to the following set of equations for $\hat{\rho}(y, t) \equiv \rho(x, t)$ and $\hat{T}(y, t) \equiv T(x, t)$ :

$$
\begin{cases}\hat{\rho}_{t}=\hat{\rho}^{2}\left(\varphi_{1}(\hat{T}) \hat{\rho}^{a_{1}} \hat{\rho}_{y}\right)_{y} & \text { in }(0, M) \times \mathbb{R}^{+}  \tag{1.13}\\ \hat{T}_{t}=\left(\varphi_{2}(\hat{T}) \hat{\rho}^{a_{2}+2} \hat{T}_{y}\right)_{y} & \text { in }(0, M) \times \mathbb{R}^{+}\end{cases}
$$

System (1.13) was used in our paper [5] to prove the existence of a solution of Problem (I). The advantage of the mass variable is that the second term in the equation for $T$, which represents the heat transport due to the diffusion of mass, disappears and this fact allows us to study the large time behavior of $T$ as a function of $y$ and $t$. Subsequently the information about the behavior of the coefficient $\varphi_{1}(T(x, t))$ in the porous medium equation for $\rho$ is sufficient to determine the large time behavior of $\rho$.

The paper is organized as follows. In section 2 we list some properties of the porous medium equation with nonconstant coefficients. The essential part of the results we refer to in section 2 are obtained in our paper [7]. In fact our study of the porous medium equation with nonconstant coefficients was inspired by our work on the system. It is worth mentioning here that the main difficulty in this study is that we do not have much information about the smoothness of the coefficient $A(x, t)$ (see section 2) but only its upper and lower bounds. In section 3 we introduce the scaling of $\rho$, while in section 4 we prove the convergence of $T$ as $t \rightarrow \infty$ in terms of the Lagrangian coordinates. In section 5 , we translate the results of the former sections in terms of the original $x$-variable and prove Theorem 1.2 , and in section 6 , we obtain some estimates used in previous sections.

Finally we mention that in [8] the existence of a solution of the Cauchy and boundary value problem has been recently proved in the case of higher spatial dimension.
2. The porous medium equation with nonconstant coefficients. In this section we collect some results about the problem

$$
\text { (II) } \begin{cases}u_{t}=\left(A(x, t)\left(u^{m}\right)_{x}\right)_{x} & \text { in } Q \\ u(x, 0)=u_{0}(x) \geq 0 & \text { for } x \in \mathbb{R}\end{cases}
$$

where the assumptions on the data are the following.
Assumption A1. $m>1, A \in L^{\infty}(Q), 0<\lambda \leq A(x, t) \leq \Lambda$ (a.e.) in $Q$ for some constants $\lambda$ and $\Lambda, u_{0} \in L^{\infty}(\mathbb{R}) \cap C(\mathbb{R})$ and $u_{0} \geq 0$ in $\mathbb{R}$.

We observe that the equation for $\rho(x, t)$ in System (I) reduces to the one in Problem (II) if we set $A(x, t)=\frac{1}{m} \varphi(T(x, t)), m=a_{1}+1$.

As we already pointed out in the introduction we have the right to use only the information on the coefficient $A(x, t)$ which is supplied to us by the solution of the system. Thus in general this coefficient is not smooth, but on the other hand it is known by (1.4) and (1.5) that $\rho(x, t)=\lim \rho_{\epsilon_{n}}(x, t)$. Therefore we give the following definition.

Definition 2.1. Let $A_{n}(x, t)$ be a sequence of functions $(n=1,2, \ldots)$ such that each $A_{n}$ is defined in the domain $\Omega_{n}=\left(-L_{n}, L_{n}\right) \times \mathbb{R}^{+}, L_{n} \rightarrow \infty$ as $n \rightarrow \infty$. Moreover assume that $A_{n}$ satisfies

$$
A_{n}(x, t) \in L^{\infty}\left(\Omega_{n}\right) \cap C^{2,2}\left(\bar{\Omega}_{n}\right), \quad 0 \leq \lambda \leq A_{n}(x, t) \leq \Lambda \quad \text { in } \quad \Omega_{n}
$$

where $\lambda$ and $\Lambda$ do not depend on $n$. Suppose that $A_{n} \rightarrow A$ in $L_{\mathrm{loc}}^{1}(Q)$. Let $u_{n}$ be the
classical solution of the problem

$$
\left(\mathrm{II}_{n}\right) \quad \begin{cases}\frac{\partial u}{\partial t}=\frac{\partial}{\partial x} A_{n} \frac{\partial u^{m}}{\partial x} & \text { in } \Omega_{n} \\ \frac{\partial u}{\partial x}\left( \pm L_{n}, t\right)=0 & \text { for } t>0 \\ u(x, 0)=u_{0 n}(x) & \text { for } x \in\left(-L_{n}, L_{n}\right)\end{cases}
$$

where $u_{0 n}$ is a smooth positive function, $u_{0 n} \rightarrow u_{0}$ in $C_{\mathrm{loc}}(\mathbb{R})$ as $n \rightarrow \infty$, and, if $u_{0} \in L^{1}(\mathbb{R})$, then

$$
\int_{-L_{n}}^{L_{n}} u_{o n}(x) d x=\int_{-\infty}^{\infty} u_{0}(x) d x
$$

Suppose that

$$
u_{n}(x, t) \rightarrow u(x, t) \quad \text { in } \quad C_{\mathrm{loc}}(Q) \quad \text { and } \quad \frac{\partial u_{n}^{m}}{\partial x} \rightarrow \frac{\partial u^{m}}{\partial x} \text { weakly in } L_{\mathrm{loc}}^{2}(Q)
$$

Then the limit function $u$ is said to be a solution of the Cauchy problem (II). Obviously $u(x, t)$ satisfies the equation

$$
\frac{\partial u}{\partial t}=\frac{\partial}{\partial x} A \frac{\partial u^{m}}{\partial x}
$$

in the sense of distributions and $u(x, 0)=u_{0}(x)$.
The definition given above is equivalent to Definition 6.1 in [7]. Therefore we use the results of this paper below.

The following properties hold for a solution of Problem (II) in the sense of the above definition [7, section 6].

Proposition 2.2. Let Assumption A1 be satisfied. Then for any compact set $K \subset \mathbb{R}$ the modulus of continuity of $u$ in $K \times[0, T]$ depends only on $\sup _{Q} u, T, \lambda, \Lambda$ and the modulus of continuity of $u_{0}$ in an open neighborhood $\widetilde{K}$ of $K$.

Proposition 2.3 (positivity property). Let Assumption A1 be satisfied and let $u\left(x_{0}, t_{0}\right)>0$ for some $x_{0} \in \mathbb{R}$ and $t_{0}>0$ (respectively, $t_{0} \geq 0$ if $u_{0} \in C(\mathbb{R})$ ). Then

$$
u\left(x_{0}, t\right)>0 \quad \text { for } \quad t>t_{0}
$$

Proposition 2.4 (decay rate). Let assumption A1 be satisfied and let $u_{0} \in$ $L^{1}(\mathbb{R})$. Then there exists a constant $C>0$ which depends only on $m, \lambda$, and $\Lambda$ such that

$$
u(x, t) \leq C\left\|u_{0}\right\|_{L^{1}(\mathbb{R})} t^{-1 /(m+1)} \quad \text { for } \quad(x, t) \in Q
$$

Propositions 2.2, 2.3, 2.4 are proved for smooth $A(x, t)$ in $[9],[6]$ and [4],[15] correspondingly.

Proposition 2.5 (concentration of mass [7, Theorems 3.1 and 6.1]). Let Assumption A1 be satisfied, let $u_{0} \not \equiv 0, u_{0} \in L^{1}(\mathbb{R})$, and let $M>0$ denote

$$
M=\int_{\mathbb{R}} u_{0}(x) d x
$$

Let $v(x, t)=\int_{-\infty}^{x} u(s, t) d s$. Then for any $\epsilon>0$ small enough there exist $a>0$ and $b>0$ such that

$$
\begin{aligned}
& \text { if } \quad x \geq \eta t^{\frac{1}{m+1}}+a, \quad \text { then } \quad v \geq M-\epsilon \\
& \text { if } \quad x \leq-\eta t^{\frac{1}{m+1}}-b, \quad \text { then } \quad v \leq \epsilon
\end{aligned}
$$

where $\eta$ is a constant which does not depend on $\epsilon$.
Proposition 2.6 (expanding of mass [7, Theorems 3.2 and 6.1]). Let Assumption A1 be satisfied and let $u_{0}, M$, and $v$ be the same as in Proposition 2.5. For any $\epsilon>0$ small enough there exist $a>0$ and $b>0$ such that

$$
\begin{aligned}
& \text { if } \quad x \leq \eta_{1} t^{\frac{1}{m+1}}-b, \quad \text { then } \quad v \leq M-\epsilon \\
& \text { if } \quad x \geq-\eta_{1} t^{\frac{1}{m+1}}+a, \quad \text { then } \quad v \geq \epsilon
\end{aligned}
$$

where $\eta_{1}$ is a constant which does not depend on $\epsilon$.
Proposition 2.7 (lower bound in the set containing most of the mass [7, Theorems 4.1 and 6.2]). Let Assumption A1 be satisfied and let $u_{0}, M$, and $v$ be the same as in Proposition 2.5. For any $\epsilon>0$ small enough there exist $c_{0}$ and $T$ such that

$$
\text { if } t>T \quad \text { and } \quad \epsilon \leq v(x, t) \leq M-\epsilon
$$

then

$$
u(x, t) \geq \frac{c_{0}}{t^{\frac{1}{m+1}}}
$$

Proposition 2.8 (large time behavior [7, Theorems 5.2 and 6.3]). Suppose that $u_{0} \in L^{1}(\mathbb{R}) \cap L^{\infty}(\mathbb{R}), u_{0} \not \equiv 0$ in $\mathbb{R}$, and that there exists $a \in C(0, M)$ such that

$$
\begin{aligned}
A(x, t)-a( & \left.\int_{-\infty}^{x} u(s, t) d s\right) \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty, \quad \text { uniformly with } \\
& \text { respect to } x \text { satisfying } \epsilon<\int_{-\infty}^{x} u(s, t) d s<M-\epsilon
\end{aligned}
$$

Then there exist positive constants $\eta_{0}$ and $\eta_{1}$ and a function $\bar{R} \in C(\mathbb{R})$ such that
(i) $\bar{R} \in C^{2}\left(\left(-\eta_{0}, \eta_{1}\right)\right), \bar{R}>0$ in $\left(-\eta_{0}, \eta_{1}\right)$, and $\bar{R}=0$ in $\mathbb{R} \backslash\left(-\eta_{0}, \eta_{1}\right)$;
(ii) for any $C>0$

$$
t^{1 /(m+1)} u(x, t)-\bar{R}\left(x t^{-1 /(m+1)}\right) \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty
$$

uniformly with respect to $x$ satisfying $-C t^{1 /(m+1)} \leq x \leq C t^{1 /(m+1)}$;
(iii) the function $\bar{u}$ defined by

$$
\bar{u}(x, t)=t^{-1 /(m+1)} \bar{R}\left(x t^{-1 /(m+1)}\right)
$$

is a self-similar solution of the equation

$$
\frac{\partial u}{\partial t}=\frac{\partial}{\partial x}\left(a\left(\int_{-\infty}^{x} u(s, t) d s\right) \frac{\partial u^{m}}{\partial x}\right)
$$

satisfying

$$
u(x, 0)=M \delta(x)
$$

where $\delta(x)$ denotes the Dirac measure.
Remark 2.1. Propositions 2.3, 2.5-2.8 are known for the porous medium equation with $A(x, t) \equiv 1$ (see [1], [10]). The main ingredient in the proofs is the comparison with explicit solutions such as self-similar solutions and separable solutions. In Problem (II), however, there are no specific solutions and a different study is required.
3. Lagrangian coordinates and rescaling. We begin this section with noting the two conservation laws

$$
\begin{equation*}
\int_{-\infty}^{\infty} \rho(x, t) d x=\int_{-\infty}^{\infty} \rho_{0}(x) d x \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{-\infty}^{\infty} \rho(x, t) T(x, t) d x=\int_{-\infty}^{\infty} \rho_{0}(x) T_{0}(x) d x \tag{3.2}
\end{equation*}
$$

These equalities both hold for the approximating sequences; therefore, by Proposition 2.5 (concentration of mass) and Proposition 2.2 (equicontinuity of the sequence $\rho_{\epsilon_{n}}$ ), one may pass to the limit.

Now consider system (1.13) where $y$ denotes the mass variable. Setting

$$
\tau=\log (t+1)
$$

we consider $y$ and $\tau$ as independent variables and introduce the rescaled density

$$
\underline{R}(y, \tau) \equiv(t+1)^{1 /\left(a_{1}+2\right)} \hat{\rho}(y, t) \text {. }
$$

Defining $\underline{T}(y, \tau) \equiv \hat{T}(y, t)$, we shall denote $\underline{R}(y, \tau)$ and $\underline{T}(y, \tau)$ by $R(y, \tau)$ and $T(y, \tau)$, and we obtain the following equations for $R$ and $T$ :

$$
\begin{equation*}
R_{\tau}=R^{2}\left(\varphi_{1}(T) R^{a_{1}} R_{y}\right)_{y}+\frac{1}{a_{1}+2} R \quad \text { in } \quad(0, M) \times \mathbb{R}^{+} \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{\tau}=e^{\gamma \tau}\left(\varphi_{2}(T) R^{a_{2}+2} T_{y}\right)_{y} \quad \text { in } \quad(0, M) \times \mathbb{R}^{+} \tag{3.4}
\end{equation*}
$$

where we have set

$$
\begin{equation*}
\gamma=\frac{a_{1}-a_{2}}{a_{2}+2} \tag{3.5}
\end{equation*}
$$

We shall denote $R(y, 0)$ and $T(y, 0)$, respectively, by $R_{0}(y)$ and $T_{0}(y)$.
Observe that we have assumed that $\rho$ and $T$ are classical solutions of the original equations, but actually this is only known in the set $\mathcal{P}$ [5, Theorem 3.1]. To make the above transformation precise we first perform it for the smooth approximating solution $\left(\rho_{n}(x, t), T_{n}(x, t)\right)$ of Problem $I_{\epsilon_{n}}$.

Let

$$
y=\int_{-L_{\epsilon_{n}}}^{x} \rho_{n}(s, t) d s \in[0, M] \quad \text { for } \quad-L_{\epsilon_{n}} \leq x \leq L_{\epsilon_{n}} \quad \text { and } \quad t \geq 0
$$

It follows from (1.3) that if $-L_{\epsilon}<x<L_{\epsilon}$ and $t>0$, then $0 \leq y \leq M$. The pair of strictly positive functions $R_{n}(y, \tau) \equiv(t+1)^{1 /\left(a_{1}+2\right)} \rho_{n}(x, t)$ and $T_{n}(y, \tau) \equiv T_{n}(x, t)$ with corresponding initial functions $R_{0 n}$ and $T_{0 n}$ is the unique classical solution of the problem

$$
\begin{cases}R_{\tau}=R^{2}\left(\varphi_{1}(T) R^{a_{1}} R_{y}\right)_{y}+\frac{1}{a_{1}+2} R & \text { in }(0, M) \times \mathbb{R}^{+} \\ T_{\tau}=e^{\gamma \tau}\left(\varphi_{2}(T) R^{a_{2}+2} T_{y}\right)_{y} & \text { in }(0, M) \times \mathbb{R}^{+} \\ R_{y}(0, \tau)=R_{y}(M, \tau)=T_{y}(0, \tau)=T_{y}(M, \tau)=0 & \text { for } \tau>0 \\ R(y, 0)=R_{0 n}(y), T(y, 0)=T_{0 n}(y) & \text { for } 0<y<M\end{cases}
$$

Proposition 3.1. Let $R(y, \tau), T(y, \tau), R_{n}(y, \tau)$ and $T_{n}(y, \tau)$ be defined as above. Then $R \in C((0, M) \times[0, \infty))$ and $T \in C_{\mathrm{loc}}\left(\mathcal{P}^{\prime}\right)$, where we have set

$$
\mathcal{P}^{\prime}:=\{(y, \tau) \in(0, M) \times[0, \infty): R(y, \tau)>0\}
$$

$R, T \in C_{\mathrm{loc}}^{2,1}\left(\mathcal{P}^{\prime}\right), R, T$ satisfy (3.3) and (3.4) in $\mathcal{P}^{\prime} \backslash\{t=0\}$ and, as $n \rightarrow \infty$,

$$
\begin{aligned}
& R_{n} \rightarrow R \quad \text { in } \quad C_{\mathrm{loc}}((0, M) \times[0, \infty)) \cap C_{\mathrm{loc}}^{2,1}\left(\mathcal{P}^{\prime} \backslash\{t=0\}\right), \\
& T_{n} \rightarrow T \quad \text { in } \quad C_{\mathrm{loc}}\left(\mathcal{P}^{\prime}\right) \cap C_{\mathrm{loc}}^{2,1}\left(\mathcal{P}^{\prime} \backslash\{t=0\}\right)
\end{aligned}
$$

If $\rho_{0}(x)>0$ for all $x \in \mathbb{R}$, then $R, T \in C^{2,1}((0, M) \times[0, \infty))$ and

$$
R_{n} \rightarrow R \quad \text { and } \quad T_{n} \rightarrow T \quad \text { in } \quad C_{\mathrm{loc}}^{2,1}((0, M) \times(0, \infty)) \quad \text { as } \quad n \rightarrow \infty
$$

The proof follows at once from (1.4), (1.5), and the relations $y_{x}=\rho, y_{t}=$ $\varphi_{1}(T) \rho^{a_{1}} \rho_{x}$ and

$$
\lim _{n \rightarrow \infty}\left\|\int_{-\infty}^{x} \rho(s, t) d s-\int_{-L_{\epsilon_{n}}}^{x} \rho_{n}(s, t) d s\right\|_{L^{\infty}\left(Q_{\epsilon_{n}}\right)}=0
$$

Applying Propositions 2.4, 2.6, and 2.7 to the first equation in system (I) we get the following result.

Proposition 3.2. There exists a constant $\mathcal{C}$ such that

$$
\begin{equation*}
R(y, \tau) \leq \mathcal{C} \quad \text { in } \quad[0, M] \times[0, \infty) \tag{3.6}
\end{equation*}
$$

For any $\epsilon \in\left(0, \frac{1}{2} M\right)$ there exist constants $\tau_{\epsilon} \geq 0$ and $\delta_{\epsilon}>0$ such that

$$
\begin{equation*}
R \geq \delta_{\epsilon} \quad \text { in } \quad(\epsilon, M-\epsilon) \times\left(\tau_{\epsilon}, \infty\right) \tag{3.7}
\end{equation*}
$$

If $\rho_{0}(y)>0$ for $0<y<M$, we may choose $\tau_{\epsilon}=0$.
4. Large time behavior of $\boldsymbol{T}$. In this section we consider the behavior of the temperature $T(y, \tau)$ as $\tau \rightarrow \infty$. The main result is the following theorem.

Theorem 4.1. Let $M>0$ be defined by (1.3) and

$$
T_{\infty}:=\frac{1}{M} \int_{0}^{M} T_{0}(y) d y
$$

(i) If $a_{1} \geq a_{2}$, then

$$
T(\cdot, \tau) \rightarrow T_{\infty} \quad \text { in } \quad C_{\mathrm{loc}}((0, M)) \quad \text { as } \quad \tau \rightarrow \infty
$$

(ii) If $a_{1}<a_{2}$, then there exists a function $\sigma \in C(0, M)$ such that

$$
\begin{align*}
& T(\cdot, \tau) \rightarrow \sigma \quad \text { in } \quad C_{\mathrm{loc}}((0, M)) \quad \text { as } \quad \tau \rightarrow \infty  \tag{4.1}\\
& \nu_{0} \leq \sigma \leq \nu_{1} \quad \text { in } \quad(0, M), \quad \text { and } \quad \frac{1}{M} \int_{0}^{M} \sigma(y) d y=T_{\infty}
\end{align*}
$$

There exist $\rho_{0}$ and $T_{0}$ such that $\sigma \not \equiv T_{\infty}$ in $(0, M)$.

We observe that we do not expect uniform convergence of $T$ in $(0, M)$ as $\tau \rightarrow \infty$; for example, if $\rho_{0}(x)$ is positive for all $x \in \mathbb{R}$ and if $T_{0}(x)=2+\sin x$, we conjecture that $T(y, \tau)$ oscillates wildly near $y=0$ and $y=M$.

Proof. Let $\gamma$ be defined by (3.5) and define $\bar{\tau}(\tau)$ for $\tau \geq 0$ by

$$
\bar{\tau}= \begin{cases}\int_{0}^{\tau} e^{\gamma s} d s=\gamma^{-1}\left(e^{\gamma \tau}-1\right) & \text { if } \gamma \neq 0 \\ \tau & \text { if } \gamma=0\end{cases}
$$

Observe that

$$
\begin{equation*}
\bar{\tau}(\infty)=\infty \quad \text { if } \quad \gamma \geq 0 \quad\left(\Leftrightarrow a_{1} \geq a_{2}\right) \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{\tau}(\infty)=-\frac{1}{\gamma}<\infty \quad \text { if } \quad \gamma<0 \quad\left(\Leftrightarrow a_{1}<a_{2}\right) \tag{4.3}
\end{equation*}
$$

The function $T(y, \bar{\tau}) \equiv T(y, \tau)$ satisfies the equation

$$
\begin{equation*}
T_{\bar{\tau}}=\left(\varphi_{2}(T) R^{a_{2}+2} T_{y}\right)_{y} \quad \text { in } \quad(0, M) \times(0, \bar{\tau}(\infty)) \tag{4.4}
\end{equation*}
$$

Let $\epsilon>0$. By (3.6) and (3.7) there exists $\bar{\tau}_{\epsilon} \in[0, \bar{\tau}(\infty))$ such that $T$ is a classical solution of the uniformly parabolic equation (4.4) in the set $\left[\frac{1}{2} \epsilon, M-\frac{1}{2} \epsilon\right] \times\left[\bar{\tau}_{\epsilon}, \bar{\tau}(\infty)\right)$. By standard estimates on linear uniformly parabolic equations [11, Chapter 3, Theorem 10.1], for any $\bar{\tau}_{\epsilon}^{*} \in\left(\bar{\tau}_{\epsilon}, \bar{\tau}(\infty)\right)$ there exist constants $\alpha \in(0,1)$ and $C$ such that

$$
\begin{equation*}
\|T\|_{C^{\alpha, \alpha / 2\left([\epsilon, M-\epsilon] \times\left[\bar{\tau}_{\epsilon}^{*}, \bar{\tau}^{*}\right]\right)}} \leq C \quad \text { for } \quad \bar{\tau}^{*}<\bar{\tau}_{\epsilon}^{*}<\bar{\tau}(\infty) \tag{4.5}
\end{equation*}
$$

where $C$ does not depend on $\bar{\tau}^{*}$.
We begin with part (ii): $a_{1}<a_{2}$. By (4.3) and (4.5) there exists $\sigma \in C^{\alpha}([\epsilon, M-\epsilon])$ such that

$$
T(\cdot, \bar{\tau}) \rightarrow \sigma \quad \text { in } \quad C([\epsilon, M-\epsilon]) \quad \text { as } \quad \bar{\tau} \rightarrow \bar{\tau}(\infty)<\infty
$$

Since $\epsilon>0$ is arbitrary and $\sigma$ does not depend on $\epsilon$, we have proved (4.1). Since $\nu_{0} \leq T(y, \tau) \leq \nu_{1}$ in $(0, M) \times \mathbb{R}^{+}$and since $T$ satisfies the conservation law (3.2)

$$
\begin{equation*}
\int_{0}^{M} T(y, \tau) d y=\int_{0}^{M} T_{0}(y) d y=M T_{\infty} \quad \text { for } \quad \tau>0 \tag{4.6}
\end{equation*}
$$

the proof of (ii) is complete if we construct an example in which $\sigma$ is nonconstant in $(0, M)$.

Let $\rho_{0}, T_{0} \in C^{1}([0, M])$ such that $\rho_{0}>0, T_{0}^{\prime} \geq 0$, and $T_{0}^{\prime} \not \equiv 0$ in $(0, M)$. By Proposition 3.2 the lower bound (3.7) for $R(y, \tau)$ holds with $\tau_{\epsilon}=0$ for all $\epsilon>0$. By Proposition 3.1. the function $T(y, \bar{\tau})$ is a classical solution of (4.4), and its partial derivative $T_{y}(y, \bar{\tau})$ satisfies the equation

$$
\left(T_{y}\right)_{\bar{\tau}}=\left(\varphi_{2}(T) R^{a_{2}+2}\left(T_{y}\right)_{y}\right)_{y}+\left(\left(\varphi_{2}^{\prime}(T) T_{y} R^{a_{2}+2}+\varphi_{2}(T)\left(R^{a_{2}+2}\right)_{y}\right) T_{y}\right)_{y}
$$

It follows from the approximation of $T$ by $T_{n}$ that $T_{y} \geq 0$ (we may assume that $\left.T_{0 n}^{\prime}(y)>0\right)$. Then for any $\epsilon>0$ the equation for $T_{y}$ is uniformly parabolic in $\left[\frac{1}{2} \epsilon, M-\frac{1}{2} \epsilon\right] \times[0, \bar{\tau}(\infty))$ and the strong maximum principle implies that

$$
T_{y}(y, \bar{\tau})>0 \quad \text { in } \quad(0, M) \times(0, \bar{\tau}(\infty))
$$

It follows from the estimates for $T_{y}$ and $R_{y}$, which will be proved in Lemmas 6.1 and 6.2 below, that the coefficients of the equation for $T_{y}$ (considered as a linear equation) are uniformly bounded in $(\epsilon, M-\epsilon) \times\left(\frac{1}{2} \bar{\tau}_{\infty}, \bar{\tau}_{\infty}\right)$. Hence $T_{y}$ satisfies Harnack's inequality [2, Theorem 3], and $\sigma^{\prime}>0$ in $(0, M)$, which completes the proof of (ii).

It remains to prove part (i).
If $a_{1} \geq a_{2}$, it follows from (4.2) and (4.5) that for any $\epsilon \in\left(0, \frac{1}{2} M\right)$ there exist a sequence $\bar{\tau}_{n} \rightarrow \infty$ as $n \rightarrow \infty$ and a function $\sigma \in C^{\alpha, \alpha / 2}([\epsilon, M-\epsilon] \times[0,1])$ such that

$$
T\left(y, \bar{\tau}_{n}+\bar{\tau}\right) \rightarrow \sigma(y, \bar{\tau}) \quad \text { in } \quad C([\epsilon, M-\epsilon] \times[0,1]) \quad \text { as } \quad n \rightarrow \infty
$$

Clearly $\nu_{0} \leq \sigma \leq \nu_{1}$ in $[\epsilon, M-\epsilon] \times[0,1]$.
We claim that

$$
\begin{equation*}
\int_{0}^{1} \int_{\epsilon}^{M-\epsilon} T_{y}^{2}\left(y, \bar{\tau}_{n}+\bar{\tau}\right) d y d \bar{\tau} \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty \tag{4.7}
\end{equation*}
$$

Accepting (4.7) for the moment, we find that

$$
T_{y}\left(y, \bar{\tau}_{n}+\bar{\tau}\right) \rightarrow 0 \quad \text { in } \quad L^{2}((\epsilon, M-\epsilon) \times(0,1)) \quad \text { as } \quad n \rightarrow \infty
$$

and hence $\sigma_{y} \in L^{2}((\epsilon, M-\epsilon) \times(0,1))$ and

$$
\sigma_{y}=0 \quad \text { a.e. in } \quad(\epsilon, M-\epsilon) \times(0,1)
$$

Thus

$$
\sigma(y, \bar{\tau})=g_{\epsilon}(\bar{\tau}) \quad \text { a.e. in } \quad(\epsilon, M-\epsilon) \times(0,1)
$$

for some function $g_{\epsilon} \in C([0,1])$, and it follows from the conservation law (4.6) that

$$
M T_{\infty}=\int_{\epsilon}^{M-\epsilon} T\left(y, \bar{\tau}_{n}+\bar{\tau}\right) d y+O(\epsilon) \rightarrow M g_{\epsilon}(\bar{\tau})+O(\epsilon) \quad \text { as } \quad n \rightarrow \infty
$$

Hence $\sigma \equiv T_{\infty}$ a.e. in $(0, M) \times(0,1)$ and we obtain part (i) of Theorem 4.1.
It remains to prove (4.7). Let $T_{n}(y, \bar{\tau})$ be the smooth function $T_{n}(y, \tau)$ in terms of the variable $\bar{\tau}$ instead of $\tau$. Then $T_{n}(y, \bar{\tau})$ is the solution of

$$
\begin{cases}T_{\bar{\tau}}=\left(\varphi_{2}(T) R^{a_{2}+2} T_{y}\right)_{y} & \text { in }(0, M) \times \mathbb{R}^{+} \\ T_{y}(0, \bar{\tau})=T_{y}(M, \bar{\tau})=0 & \text { for } \bar{\tau}>0 \\ T(y, 0)=T_{0 n}(y) & \text { for } 0<y<M\end{cases}
$$

Multiplying the equation by $T_{n}$ and integrating by parts we get that for any $0 \leq \bar{\tau}_{1} \leq$ $\bar{\tau}_{2}$

$$
\int_{\bar{\tau}_{1}}^{\bar{\tau}_{2}} \int_{0}^{M} \varphi_{2} R_{n}^{a_{2}+2} T_{n y}^{2} d y d \bar{\tau}=\frac{1}{2} \int_{0}^{M} T_{n}^{2}\left(y, \bar{\tau}_{2}\right) d y-\frac{1}{2} \int_{0}^{M} T_{n}^{2}\left(y, \bar{\tau}_{2}\right) d y
$$

Now let $n \rightarrow \infty$. Then, by Proposition 3.1,

$$
\int_{0}^{\infty} \int_{0}^{M} R^{a_{2}+2} T_{y}^{2} d y d \bar{\tau}<\infty
$$

We now apply Proposition 3.2 and conclude that for any $\epsilon \in\left(0, \frac{1}{2} M\right)$ there exists a constant $C_{\epsilon}$ such that

$$
\begin{equation*}
\int_{0}^{\infty} \int_{\epsilon}^{M-\epsilon} T_{y}^{2} d y d \bar{\tau} \leq C_{\epsilon} \tag{4.8}
\end{equation*}
$$

From (4.8) follows (4.7).
5. Proof of Theorem 1.2. In this section we prove our main result.

First we have to go back from the $(y, \tau)$-variables to the $(x, t)$-variables. Since $y_{x}=\rho$, the transformation $(x, t) \mapsto(y, \tau)$ is invertible as a map from $\mathcal{P}$ to $\mathcal{P}^{\prime}$. Thus it follows from Theorem 4.1 and Proposition 3.2 that for any $\epsilon \in\left(0, \frac{1}{2} M\right)$

$$
\begin{gather*}
T(x, t)-\sigma\left(\int_{-\infty}^{x} \rho(s, t) d s\right) \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty, \quad \text { uniformly with } \\
\text { respect to } x \text { satisfying } \quad \epsilon<\int_{-\infty}^{x} \rho(s, t) d s<M-\epsilon \tag{5.1}
\end{gather*}
$$

Hence we may apply Proposition 2.8 with $m=a_{1}+1, u=\rho, A(x, t)=\frac{1}{m} \varphi_{1}(T(x, t))$, and $a(v)=\frac{1}{m} \varphi_{1}(\sigma(v))$ for $0<v<M$ (observe that $\rho(x, t)$ is constructed as the limit of the solutions of Problem $\left(\mathrm{I}_{\epsilon}\right)$, the first equation of which is equivalent to the equation in Problem $\left(\mathrm{II}_{n}\right)$ with $m=a_{1}+1, u_{n}=\rho_{n}$, and $A_{n}(x, t)=\frac{1}{m} \varphi_{1}\left(T_{n}(x, t)\right)$. So there exists $\bar{R}(\eta)$ with the properties listed in Proposition 2.8. In particular (1.6) holds, which, combined with Proposition 2.5, implies that

$$
\begin{aligned}
& \int_{-\infty}^{x} \rho(s, t) d s-\int_{-\infty}^{x t^{-1 /\left(a_{1}+2\right)}} \bar{R}(z) d z \\
= & \int_{-\infty}^{x}\left(\rho(s, t) d s-t^{-1 /\left(a_{1}+2\right)} \bar{R}\left(s t^{-1 /\left(a_{1}+2\right)}\right)\right) d s \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty
\end{aligned}
$$

uniformly with respect to $x \in \mathbb{R}$. Hence, by Theorem 4.1, for all $\epsilon>0$

$$
T(x, t)-\sigma\left(\int_{-\infty}^{x t^{-1 /\left(a_{1}+2\right)}} \bar{R}(z) d z\right) \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty
$$

uniformly with respect to $x$ satisfying $-\left(\eta_{0}-\epsilon\right) t^{1 /\left(a_{1}+2\right)} \leq x \leq\left(\eta_{1}-\epsilon\right) t^{1 /\left(a_{1}+2\right)}$; so we have obtained (1.7) with

$$
\bar{T}(\eta):=\sigma\left(\int_{-\infty}^{\eta} \bar{R}(z) d z\right) \quad \text { for } \quad-\eta_{0}<\eta<\eta_{1}
$$

6. Estimates for the spatial derivatives. In this section we prove estimates for $R_{y}$ and $T_{y}$ which were used in section 4.

Lemma 6.1. Let $\epsilon \in\left(0, \frac{1}{2} M\right)$ and let $\tau_{\epsilon / 2} \geq 0$ be defined by Proposition 3.2. Then there exists a constant $C_{\epsilon}>0$ such that

$$
\left|R_{y}\right| \leq C_{\epsilon} \quad \text { in } \quad[\epsilon, M-\epsilon] \times\left[\tau_{\epsilon}+\epsilon, \infty\right)
$$

Proof. Let $\tau_{0} \geq \tau_{\epsilon / 2}$. Integrating by parts (3.3) for $R_{n}(y, \tau)$ in the set $(0, M) \times$ $\left(\tau_{0}, \tau_{0}+1\right)$, we obtain that

$$
\begin{align*}
& 2 \int_{\tau_{0}}^{\tau_{0}+1} \int_{0}^{M} \varphi_{1}\left(T_{n}\right) R_{n}^{a_{1}+1} R_{n y}^{2} d y d \tau=\int_{0}^{M} R_{n}\left(y, \tau_{0}+1\right) d y \\
& \quad-\int_{0}^{M} R_{n}\left(y, \tau_{0}\right) d y-\frac{1}{a_{1}+2} \int_{\tau_{0}}^{\tau_{0}+1} \int_{0}^{M} R_{n} d y d \tau \tag{6.1}
\end{align*}
$$

By Propositions 3.1 and 3.2 and by (6.1)

$$
\begin{aligned}
& 2 \int_{\tau_{0}}^{\tau_{0}+1} \int_{\frac{1}{2} \epsilon}^{M-\frac{1}{2} \epsilon} \varphi_{1}(T) R^{a_{1}+1} R_{y}^{2} d y d \tau \\
& \quad=2 \lim _{n \rightarrow \infty} \int_{\tau_{0}}^{\tau_{0}+1} \int_{\frac{1}{2} \epsilon}^{M-\frac{1}{2} \epsilon} \varphi_{1}\left(T_{n}\right) R_{n}^{a_{1}+1} R_{n y}^{2} d y d \tau \\
& \quad \leq 2 \lim _{n \rightarrow \infty} \int_{\tau_{0}}^{\tau_{0}+1} \int_{0}^{M} \varphi_{1}\left(T_{n}\right) R_{n}^{a_{1}+1} R_{n y}^{2} d y d \tau \\
& \quad=\lim _{n \rightarrow \infty}\left(\int_{0}^{M} R_{n}\left(y, \tau_{0}+1\right) d y-\int_{0}^{M} R_{n}\left(y, \tau_{0}\right) d y-\frac{1}{a_{1}+2} \int_{\tau_{0}}^{\tau_{0}+1} \int_{0}^{M} R_{n} d y d \tau\right) \\
& \quad=\int_{0}^{M} R\left(y, \tau_{0}+1\right) d y-\int_{0}^{M} R\left(y, \tau_{0}\right) d y-\frac{1}{a_{1}+2} \int_{\tau_{0}}^{\tau_{0}+1} \int_{0}^{M} R d y d \tau,
\end{aligned}
$$

and hence, by Proposition 3.2,

$$
\begin{equation*}
\int_{\tau_{0}}^{\tau_{0}+1} \int_{\frac{1}{2} \epsilon}^{M-\frac{1}{2} \epsilon} R_{y}^{2} d y d \tau \leq C_{\epsilon} \tag{6.2}
\end{equation*}
$$

for some constant $C_{\epsilon}$ which does not depend on $\tau_{0} \geq \tau_{\epsilon / 2}$.
By (6.2) there exists $y_{0} \in\left(\frac{1}{2} \epsilon, M-\frac{1}{2} \epsilon\right)$ such that

$$
\int_{\tau_{0}}^{\tau_{0}+1} R_{y}^{2}\left(y_{0}, \tau\right) d \tau \leq \frac{C_{\epsilon}}{M-\epsilon}
$$

Dividing (3.3) by $-R^{2}$ we obtain the equation

$$
\left(\frac{1}{R}\right)_{\tau}=\left(\varphi_{1}(T) R^{a_{1}+2}\left(\frac{1}{R}\right)_{y}\right)_{y}-\frac{1}{\left(a_{1}+2\right) R} \quad \text { in } \quad\left(\frac{1}{2} \epsilon, M-\frac{1}{2} \epsilon\right) \times\left(\tau_{\epsilon / 2}, \infty\right)
$$

Setting

$$
z(y, \tau)=\int_{y_{0}}^{y} \frac{1}{R(s, \tau)} d s-\int_{\tau_{0}}^{\tau} \varphi\left(T\left(y_{0}, s\right)\right) R^{a_{1}}\left(y_{0}, s\right) R_{y}\left(y_{0}, s\right) d s
$$

for $\frac{1}{2} \epsilon \leq y \leq M-\frac{1}{2} \epsilon$ and $\tau_{0} \leq \tau \leq \tau_{0}+1$, we have that

$$
z_{y}=\frac{1}{R} \quad \text { in } \quad\left(\frac{1}{2} \epsilon, M-\frac{1}{2} \epsilon\right) \times\left(\tau_{0}, \tau_{0}+1\right)
$$

and $z$ satisfies in the set $\left(\frac{1}{2} \epsilon, M-\frac{1}{2} \epsilon\right) \times\left(\tau_{0}, \tau_{0}+1\right)$ the equation

$$
\begin{equation*}
z_{\tau}=\varphi_{1}(T) R^{a_{1}+2} z_{y y}-\frac{1}{a_{1}+2} z-\frac{1}{a_{1}+2} \int_{\tau_{0}}^{\tau} \varphi_{1}\left(T\left(y_{0}, s\right)\right) R^{a_{1}}\left(y_{0}, s\right) R_{y}\left(y_{0}, s\right) d s \tag{6.3}
\end{equation*}
$$

But $\varphi_{1}(T) R^{a_{1}+2}$ is uniformly Hölder continuous, and since for any $\tau_{0} \leq \tau \leq \tau+h \leq$ $\tau_{0}+1$

$$
\left|\int_{\tau}^{\tau+h} \varphi_{1}\left(T\left(y_{0}, s\right)\right) R^{a_{1}}\left(y_{0}, s\right) R_{y}\left(y_{0}, s\right) d s\right| \leq K \sqrt{h} \int_{\tau}^{\tau+h} R_{y}^{2}\left(y_{0}, s\right) d s \leq \frac{K C_{\epsilon}}{M-\epsilon} \sqrt{h}
$$

for some $K$ which does not depend on $\tau_{0}$, the last term at the right-hand side of (6.3) is also Hölder continuous. Hence it follows from standard local estimates for linear uniformly parabolic equations [11, Chapter 4, Theorem 10.1] that

$$
z_{y y} \text { is Hölder continuous in }[\epsilon, M-\epsilon] \times[\epsilon, 1],
$$

uniformly with respect to $\tau_{0} \geq \tau_{\epsilon}$. The proof is completed by the observation that

$$
R_{y}=-R^{2}\left(\frac{1}{R}\right)_{y}=-R^{2} z_{y y}
$$

For the gradient $T_{y}$ we obtain a stronger result than the mere bound on $T_{y}$.
Lemma 6.2. Let $\sigma$ be defined by Theorem 4.1. Then $\sigma \in C_{\mathrm{loc}}^{1}((0, M))$ and

$$
T_{y}(\cdot, \tau) \rightarrow \sigma^{\prime} \quad \text { in } \quad C_{\mathrm{loc}}((0, M)) \quad \text { as } \quad \tau \rightarrow \infty
$$

Proof. Let $\epsilon>0$ and let $\tau$ and $\bar{\tau}_{\epsilon}$ be defined as in the proof of Theorem 4.1. Setting

$$
w(y, \bar{\tau})=\varphi_{2}(T(y, \bar{\tau})) T_{y}(y, \bar{\tau}) \quad \text { in } \quad\left(\frac{1}{2} \epsilon, M-\frac{1}{2} \epsilon\right) \times\left(\bar{\tau}_{\epsilon}, \bar{\tau}(\infty)\right)
$$

we obtain from (4.4) that $w$ satisfies the equation

$$
w_{\bar{\tau}}=\left(\varphi_{2}(T) T_{\bar{\tau}}\right)_{y}=\left(\varphi_{2} R^{a_{2}+2} w_{y}+\varphi_{2}\left(R^{a_{2}+2}\right)_{y} w\right)_{y}
$$

in $D_{\epsilon}=\left(\frac{1}{2} \epsilon, M-\frac{1}{2} \epsilon\right) \times\left(\bar{\tau}_{\epsilon}, \bar{\tau}(\infty)\right)$. By Proposition 3.1 this linear equation is uniformly parabolic in $D_{\epsilon}$ and, by Lemma 6.1, its coefficients are uniformly bounded. Hence it follows from [11, Chapter 3, Theorem 8.1] that $w$, and hence also $T_{y}$, is bounded in $C^{\alpha}\left([\epsilon, M-\epsilon] \times\left[\bar{\tau}_{\epsilon}^{*}, \bar{\tau}^{*}\right]\right)$ for some $\alpha \in(0,1)$ and for all $\bar{\tau}_{\epsilon}<\bar{\tau}_{\epsilon}^{*}<\bar{\tau}^{*}<\bar{\tau}(\infty)$; since the bound does not depend on $\bar{\tau}^{*}$, the result follows immediately.
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#### Abstract

In this paper, first, we discuss the relation between the entropy rate admissibility criterion and the entropy condition for a phase transition problem. In the context of the Riemann problem, we consider the compatibility of the above admissibility criteria. Then, combining the two criteria, we study the Riemann problems. We discuss the cases where the initial strains are given in the different phases and where they are given in the same phase.
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1. Introduction. We study the relation between the entropy rate admissibility criterion and the entropy condition and then discuss the Riemann problems using the two criteria for a system describing a phase transition problem. The system we discuss is a hyperbolic-elliptic mixed type and given by

$$
\begin{gather*}
v_{t}-u_{x}=0  \tag{1.1}\\
u_{t}-f(v)_{x}=0
\end{gather*}
$$

where $v, u$, and $f$ are strain, velocity, and stress, respectively. We assume that $f$ is a smooth nonmonotone function of $v$ as depicted in Figure 1.1. It is important to note that if $f^{\prime}$ is nonnegative, the system is hyperbolic and if $f^{\prime}$ is negative, the system is elliptic. In our case there are two intervals $(0, \alpha]$ and $[\beta, \infty)$ where the system is hyperbolic. They are called the $\alpha$-phase and $\beta$-phase, respectively. We assume that $f^{\prime \prime}$ is negative in the $\alpha$-phase and positive in the $\beta$-phase. The interval $(\alpha, \beta)$ is called the spinodal region and physically unobservable. The horizontal line for which the areas $A$ and $B$ are equal is called the Maxwell stress. The values of $v$ in the $\alpha$-phase and $\beta$-phase at which the Maxwell stress intersect $f$ are denoted by $v_{\alpha}$ and $v_{\beta}$, respectively. The states $\left(0, v_{\alpha}\right]$ and $\left[v_{\beta}, \infty\right)$ are stable, $\left(v_{\alpha}, \alpha\right]$ and $\left[\beta, v_{\beta}\right)$ are metastable, and $(\alpha, \beta)$ is unstable. The values $\gamma$ and $\delta$ in the $\alpha$ and $\beta$-phases are the values of $v$ at which $f(\gamma)=f(\beta)$ and $f(\delta)=f(\alpha)$, respectively. The Riemann problem is a special initial value problem of (1.1) in which the initial data are given by

$$
(v, u)(x, 0)= \begin{cases}\left(v_{\ell}, u_{\ell}\right), & x<0  \tag{1.2}\\ \left(v_{r}, u_{r}\right), & x>0\end{cases}
$$

where $v_{\ell}, u_{\ell}, v_{r}$, and $u_{r}$ are constants. We consider the two cases where $v_{\ell}$ and $v_{r}$ are given in the different phases and given in the same phase. We seek a selfsimilar solution in which constant states are separated by the elementary waves and
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Fig. 1.1.
the phase boundaries. If the solution contains the phase boundaries, we have one or more parameter family of solutions. The above system is an isothermal case. The word "entropy" is not appropriate, yet commonly used; see page 98 in [26]. The nonisothermal system where the thermodynamical effect is taken into account will be discussed in the future.

The purpose of this paper is twofold. First, we study the relation between the entropy rate admissibility criterion and the entropy condition in the context of the Riemann problem. The entropy rate admissibility criterion was proposed by Dafermos [2] for hyperbolic systems. This criterion roughly says that the admissible solution minimizes the rate of entropy decay among the all possible solutions. Both criteria have been used for hyperbolic systems and it is well known that the entropy rate admissibility criterion is more discernible than the entropy condition. On the other hand, the relation between two criteria is not well understood for mixed-type systems. In sections 3 and 4, we study the relation between these criteria for the above mixedtype system. We minimize the entropy rate among the one or more parameter family of solutions if the phase boundaries are involved. It is not clear if the entropy condition is satisfied across phase boundaries. We show, among other things, that there exists a solution minimizing the entropy rate in which the phase boundary violates the entropy condition. We also show that if there are three phase boundaries, at least one phase boundary violates the entropy condition and that there is a solution with three phase boundaries which has a lower entropy rate than the solution with single phase boundary.

Second, the results in section 3 motivate us to consider the Riemann problem using both criteria as the admissibility criterion. In section 4 we propose that the admissible solution to the Riemann problem is the solution that minimizes the entropy rate admissibility criterion among all self-similar solutions satisfying the entropy condition. We call this criterion entropy-entropy rate admissibility criterion. More precisely, we discuss the minimization problems of the following form:

Minimize: the entropy rate
Subject to: the entropy condition
and the characteristic conditions
The specific forms are given in (4.1)-(4.3) in the case of the one-phase boundary problem and in (4.16)-(4.18) in the case of the two-phase boundary problem. In the first case $v_{\ell}$ and $v_{r}$ are specified in the different phases and in the second case $v_{\ell}$ and $v_{r}$ are specified in the same phase. From the results in section 3, there is only one phase boundary in the first case and either two or no phase boundaries in the second case. Imposing both criteria, we obtain a closed and bounded region of parameters in which the entropy rate is minimized. If $v_{\ell}$ and $v_{r}$ are specified in the same phase, there are three cases depending on the relation between the backward and forward wave curves from $\left(v_{\ell}, u_{\ell}\right)$ and $\left(v_{r}, u_{r}\right)$, respectively. If they do not intersect, two phase boundaries are necessary to solve the Riemann problem. If they intersect at $\left(v_{m}, u_{m}\right)$, there are two solution configurations. One configuration is the usual one for the hyperbolic system where three constant states $\left(v_{\ell}, u_{\ell}\right),\left(v_{m}, u_{m}\right)$, and $\left(v_{r}, u_{r}\right)$ are separated by the backward and forward waves. The other configuration is the one where five constant states are separated by the backward wave, two phase boundaries moving in the opposite directions, and the forward wave. We will show that if $v_{m}$ is in the metastable state, the solution with two phase boundaries may become admissible. On the other hand, if $v_{m}$ is in the stable state, the solution with no phase boundary is admissible. Shearer [28] discussed the nonuniqueness of the Riemann problem if $v_{\ell}$ and $v_{r}$ are specified in the same phase. With the combined criterion, we can single out the admissible solution.

Various admissibility criteria have been proposed for hyperbolic systems, for example, the Lax condition, the Liu's condition, the viscosity criterion, the entropy condition, and the entropy rate admissibility criterion; see [18], [22], [2]. The relations among the various admissibility criteria have been discussed extensively in the hyperbolic case. Lax considered the equivalence of Lax shock condition and the entropy criterion [19]. Dafermos discussed this problem for the entropy rate admissibility criterion and the viscosity criterion [2], [3]. It is important to consider whether they can be extended to the mixed-type systems and the relation among these criteria. In this paper we study these problems confining our attention to the criteria based on the entropy.

It is common to model phase transition phenomena in solid from continuum mechanics by using a nonmonotone constitutive relation. The Riemann problem of system (1.1) was discussed in various literature. James [16] initiated the Riemann problem for this type of problem. He proposed the one-parameter family of solutions for the Riemann problem if $v_{\ell}$ and $v_{r}$ are given in the different phases. In the inviscid approaches different admissibility criteria were used to select a physically relevant solution. Abeyaratne and Knowles [1] proposed the kinetic relation for phase boundaries and discussed the Riemann problem using the kinetic relation and the initiation criterion. Hattori [9], [10] used the entropy rate admissibility criterion proposed by Dafermos [2], [3] for hyperbolic systems. Pence [25] and Lin and Pence [21] also used the entropy rate admissibility criterion to discuss phase transition problems. Shearer [27] considered the problem assuming that all the stationary phase boundaries are admissible. Keyfitz [17] discussed the Riemann problem from the point of view of the "hysteresis" approach. As far as the Cauchy problem is concerned, Le Floch [20] has shown the existence of global solutions in BV space if $f$ is trilinear, and Pego and Serre [24] considered the instability of the Glimm scheme. Hattori [12] has shown the
existence of weak solutions in the case where $f$ is nonlinear. Another approach is to add the higher spatial derivatives of $v$ and $u$ to smooth out the shock discontinuities and phase boundaries. Slemrod [29], [30] discussed the effects of viscosity and capillarity and proposed the viscosity-capillarity criterion. Shearer [28] considered the issue of nonuniqueness for the Riemann problem using this criterion. Slemrod [31] also discussed the limiting viscosity approach. Fan extended this approach and obtained series of results [4], [5], [6]. He also compared the various admissibility criteria [7]. The results of Fan and Slemrod are summarized in [8]. Hattori and Mischaikow [13] considered the soft loading problem with viscosity and capillarity. Hsiao [15], Hoff and Khodja [14], and Pego [23] considered the role of the viscosity.

This paper consists of 4 sections. In section 2, we discuss preliminary necessary to this paper. In section 3 we discuss the relation between the entropy condition and the entropy rate admissibility criterion. In section 3.1, first we show that if there are three or more phase boundaries for a solution of the Riemann problem, at least one of the phase boundaries violates the entropy condition. Then we discuss the compatibility issue in the case of one phase boundary and a shock wave. We show that there exists an entropy violating phase boundary if the backward wave or forward wave is a shock wave even if the solution satisfies the entropy rate admissibility criterion. In section 3.2 , we study the possibility of having three or more phase boundaries in connecting the different phases. Specifically we study the case where there are three phase boundaries connecting different phases. We consider the case where three phase boundaries coalesce and see if a phase boundary is stable against perturbations by three phase boundaries. It turns out that even for a one-phase solution satisfying the entropy rate admissibility criterion, there exists a three-phase boundary solution with lower entropy rate. In section 4 , based on the results in section 3, we study the Riemann problems employing the entropy-entropy rate admissibility criterion. In section 4.1, we discuss the case where $v_{\ell}$ and $v_{r}$ are given in the different phases. We show that the entropy condition and the characteristic conditions define the closed and bounded region in the backward (or forward) wave curve where we minimize the entropy rate. In section 4.2 , we consider the case where $v_{\ell}$ and $v_{r}$ are given in the same phase. As in section 4.1, we show that there is a closed and bounded region in which the entropy rate is minimized. We show that the results in Theorem 4.7 generalize Fan's result [7] and classify $\left(v_{\ell}, u_{\ell}\right)$ and ( $v_{r}, u_{r}$ ) according to which type of solutions we observe.
2. Preliminary. In this section we summarize the preliminary necessary for this paper.

1. Elementary waves: We call the rarefaction wave and the shock wave the elementary waves. The backward wave curve (BWC) $B^{r}\left(v_{o}, u_{o}\right)$ is the set of $(v, u)$ connected to $\left(v_{o}, u_{o}\right)$ on the right by the backward rarefaction or shock wave. It satisfies the following relation:

$$
\begin{array}{ll}
\text { Rarefaction curve: } & u=u_{o}+\int_{v_{o}}^{v} \lambda(w) d w, \\
\text { Shock curve: } & u=u_{o}-\sigma_{b}\left(v_{o}, v\right)\left(v-v_{o}\right),
\end{array} \begin{cases}v \leq v_{o} & \text { if } f \text { is convex } \\
v \geq v_{o} & \text { if } f \text { is concave } \\
v \geq v_{o} & \text { if } f \text { is convex } \\
v \leq v_{o} & \text { if } f \text { is concave }\end{cases}
$$

where $\lambda(w)=\sqrt{f^{\prime}(w)}$ and $\sigma_{b}\left(v_{o}, v\right)=-\sqrt{\frac{f(v)-f\left(v_{o}\right)}{v-v_{o}}}$. The forward wave curve (FWC) $F^{r}\left(v_{o}, u_{o}\right)$ is defined in a similar manner:
$\begin{array}{ll}\text { Rarefaction curve: } & u=u_{o}-\int_{v_{o}}^{v} \lambda(w) d w, \\ \text { Shock curve: } & u=u_{o}-\sigma_{f}\left(v_{o}, v\right)\left(v-v_{o}\right),\end{array} \begin{cases}v \geq v_{o} & \text { if } f \text { is convex, }, \\ v \leq v_{o} & \text { if } f \text { is concave, } \\ v \leq v_{o} & \text { if } f \text { is convex, } \\ v \geq v_{o} & \text { if } f \text { is concave, }\end{cases}$
where $\lambda(w)=\sqrt{f^{\prime}(w)}$ and $\sigma_{f}\left(v_{o}, v\right)=\sqrt{\frac{f(v)-f\left(v_{o}\right)}{v-v_{o}}}$. We define $B^{\ell}\left(v_{o}, u_{o}\right)$ and $F^{\ell}\left(v_{o}, u_{o}\right)$ as the sets of $(v, u)$ connected to $\left(v_{o}, u_{o}\right)$ on the left by the corresponding waves. If the above inequalities are reversed, we obtain the corresponding relations.
2. Phase boundary: A phase boundary is the line of discontinuity in the $x t$ plane across which the phase changes. It satisfies the Rankine-Hugoniot condition. The phase boundary curve $P^{r}\left(\left(v_{o}, u_{o}\right)\right)$ (or $\left.P^{\ell}\left(\left(v_{o}, u_{o}\right)\right)\right)$ is the set of $(v, u)$ connected to $\left(v_{o}, u_{o}\right)$ on the right (or left) by the phase boundary and satisfies the following relations:

$$
u=u_{o}-\sigma\left(v_{o}, v\right)\left(v-v_{o}\right)
$$

where $\sigma\left(v_{o}, v\right)= \pm \sqrt{\frac{f(v)-f\left(v_{o}\right)}{v-v_{o}}}$ and $v_{o}$ and $v$ are in the different phases. If the line segment joining $\left(v_{o}, f\left(v_{o}\right)\right)$ and $(v, f(v))$ intersect $f$, the value of $v$ is denoted by $v_{*}$.
3. Admissibility criteria: The weak solutions for (1.1) are not unique and to choose a physically relevant solution we employ admissibility criteria. There are two criteria that we use in this paper. The entropy rate admissibility criterion is the criterion that was proposed by Dafermos [2], [3]. This criterion roughly says that the rate of entropy (the energy) production is the smallest for the admissible solution. The entropy for (1.1) is given by

$$
\eta=\frac{1}{2} u^{2}+\int f(v) d v
$$

The rate of decay of the total energy is given by

$$
\begin{equation*}
E \equiv D_{+} \eta=\sum_{\text {jump discontinuities }} \sigma\left(v_{-}, v_{+}\right) A\left(v_{-}, v_{+}\right) \tag{2.1}
\end{equation*}
$$

where $\sigma\left(v_{-}, v_{+}\right)$is the speed of the jump discontinuity and

$$
A\left(v_{-}, v_{+}\right)=\left[\frac{1}{2}\left(f\left(v_{-}\right)+f\left(v_{+}\right)\right)\left(v_{+}-v_{-}\right)-\int_{v_{-}}^{v_{+}} f(w) d w\right]
$$

Here $v_{-}$and $v_{+}$are the values of $v$ on the left and right of a jump discontinuity. We denote

$$
E\left(v_{-}, v_{+}\right)=\sigma\left(v_{-}, v_{+}\right) A\left(v_{-}, v_{+}\right)
$$

The entropy rate admissibility criterion postulates that the solution is admissible if it solves (1.1) and minimizes (2.1).

The entropy condition is the criterion imposing that the entropy decreases across discontinuities. This is equivalent to requiring that

$$
E\left(v_{-}, v_{+}\right)=\sigma\left(v_{-}, v_{+}\right) A\left(v_{-}, v_{+}\right) \leq 0
$$

holds across each discontinuity.

Whenever $A\left(v_{-}, v_{+}\right)=0$, the line segment joining $\left(v_{-}, f\left(v_{-}\right)\right)$and $\left(v_{+}, f\left(v_{+}\right)\right)$ intersect $f$. We denote the value of $v$ at which the line segment intersect $f$ by $v_{e}$. We assume that $v_{e}$ is in the elliptic region for all values of $v_{-}$and $v_{+}$in the different hyperbolic regions satisfying $A\left(v_{-}, v_{+}\right)=0$. We discuss the case where this condition is not satisfied at the end of section 4.
4. The Riemann problem: If $v_{\ell}$ and $v_{r}$ are specified in the different phases, the solutions of the Riemann problem consist of the constant states separated by the backward wave, odd numbers of phase boundaries, and the forward wave. If $v_{\ell}$ and $v_{r}$ are specified in the same phase, the solutions of the Riemann problem consist of the constant states separated by the backward wave, even numbers of phase boundaries, and the forward wave. In each case the middle constant states separating the phase boundaries are denoted by $\left(v_{i}, u_{i}\right),(i=1, \ldots, n+1)$, where $n$ is the number of phase boundaries and in this case we have an $n$-parameter family of solutions for the Riemann problem. In Lemma 3.1 it will be shown that there is no backward or forward wave between phase boundaries.

## 3. Entropy and entropy rate.

3.1. One phase boundary. In this subsection we study the compatibility of the entropy rate admissibility criterion and the entropy condition in the context of the Riemann problem. We mainly discuss the case where $v_{\ell}$ and $v_{r}$ are given in the different phases. We assume without loss of generality that $v_{\ell}$ is in the $\alpha$-phase and $v_{r}$ is in the $\beta$-phase. Specifically, we show that there are cases where we have an entropy violating phase boundary if the forward or backward wave is a shock. Using the convexity of $f$, we have the following lemma.

Lemma 3.1. If the two phase boundaries satisfy the entropy condition, there is no backward or forward waves between the two phase boundaries.

Proof. Denote by $\left(v_{1}, u_{1}\right),\left(v_{2}, u_{2}\right)$, and so on the constant states from left to right that are separated by the phase boundaries and waves. Consider the case where $v_{1}$ is in the $\alpha$-phase and the first phase boundary connecting $\left(v_{1}, u_{1}\right)$ and $\left(v_{2}, u_{2}\right)$ is a backward phase boundary. The other cases are proved similarly. Since $\sigma\left(v_{1}, v_{2}\right) \leq 0$, we have $A\left(v_{1}, v_{2}\right) \geq 0$. Therefore, if there is a wave connecting $\left(v_{2}, u_{2}\right)$ and $\left(v_{3}, u_{3}\right)$, the wave speed is larger than $\left|\sigma\left(v_{1}, v_{2}\right)\right|$ and this implies the wave must move forward. Then, the phase boundary connecting $\left(v_{3}, u_{3}\right)$ and $\left(v_{4}, u_{4}\right)$ must also move forward. The entropy condition requires that $A\left(v_{3}, v_{4}\right)=-A\left(v_{4}, v_{3}\right)<0$ and the characteristic condition requires that $\lambda_{3} \leq \sigma\left(v_{3}, v_{4}\right)$ or $\sigma\left(v_{2}, v_{3}\right) \leq \sigma\left(v_{3}, v_{4}\right)$. It is not difficult to show that it is impossible to satisfy both conditions. For example, if $v_{3}<v_{2}$, we have a forward shock wave connecting $\left(v_{2}, u_{2}\right)$ and $\left(v_{3}, u_{3}\right)$. In this case we see that $\lambda_{3}<\sigma\left(v_{2}, v_{3}\right) \leq \sigma\left(v_{3}, v_{4}\right)$ holds. Then, we can easily show that from the convexity of $f, A\left(v_{3}, v_{4}\right)<0$ can not be satisfied; see Figure 3.1. The case where $v_{3}>v_{2}$ can be shown similarly.

Lemma 3.2. If the two phase boundaries move in the same direction, one of the phase boundaries violates the entropy condition.

Proof. Consider the case where the two phase boundaries move backward. The case where two phase boundaries move forward can be treated similarly. Suppose the two phase boundaries are separated by the constant states $\left(v_{1}, u_{1}\right),\left(v_{2}, u_{2}\right)$, and $\left(v_{3}, u_{3}\right)$ from left to right. Since $\sigma\left(v_{1}, v_{2}\right)<0, A\left(v_{1}, v_{2}\right) \geq 0$ must hold. Now that $\sigma\left(v_{1}, v_{2}\right)<\sigma\left(v_{2}, v_{3}\right)<0$, we have $v_{2}<v_{3}$ if the phase boundary is subsonic at $v_{1}$ $\left(\left|\sigma\left(v_{1}, v_{2}\right)\right|<\lambda\left(v_{1}\right)\right)$, and $v_{2}>v_{3}$ if the phase boundary supersonic at $v_{1}\left(\left|\sigma\left(v_{1}, v_{2}\right)\right|>\right.$ $\left.\lambda\left(v_{1}\right)\right)$; see Figures 3.2 and 3.3. In the first case, $0 \leq A\left(v_{1}, v_{2}\right)<A\left(v_{3}, v_{2}\right)$. Since $A\left(v_{3}, v_{2}\right)=-A\left(v_{2}, v_{3}\right)$, we see $\sigma\left(v_{2}, v_{3}\right) A\left(v_{2}, v_{3}\right)>0$. Therefore, the second phase
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boundary violates the entropy condition. In the second case, there are two subcases as in Figure 3.3. If we choose $v_{3}=v_{3}^{\prime}$, then $A\left(v_{2}, v_{3}\right)<0$ and $\sigma\left(v_{2}, v_{3}\right) A\left(v_{2}, v_{3}\right)>0$. This violates the entropy condition. If we choose $v_{3}=v_{3}^{\prime \prime}$, then since we assume that $v_{e}$ is always in the elliptic region, $A\left(v_{2}, v_{3}\right)<0$. This again violates the entropy condition.

Lemma 3.3. Suppose that $v_{\ell}$ is specified in the $\alpha$-phase and $v_{r}$ is specified in the $\beta$-phase. If there are more than one phase boundary in the resolution of the Riemann problem, at least one of them violates the entropy condition.

Proof. We consider the case where we have three phase boundaries in the resolution of the Riemann problem. We denote the middle constant states by $\left(v_{1}, u_{1}\right)$, $\left(v_{2}, u_{2}\right),\left(v_{3}, u_{3}\right)$, and $\left(v_{4}, u_{4}\right)$ from left to right. From the result of Lemma 3.2, the only way that three phase boundaries would be compatible with the entropy condition is if the first phase boundary moves backward, the second phase boundary is stationary, and the third phase boundary moves forward. Since $\sigma\left(v_{1}, v_{2}\right)<0, A\left(v_{1}, v_{2}\right) \geq 0$ must hold and $\sigma\left(v_{2}, v_{3}\right)=0$, these imply that $A\left(v_{3}, v_{2}\right)>0$. Now $v_{2}<v_{4}$, we have $A\left(v_{3}, v_{4}\right)>0$ and consequently, $\sigma\left(v_{3}, v_{4}\right) A\left(v_{3}, v_{4}\right)>0$. This is a contradiction.

With the above lemmas as a motivation, we consider the solution to the Riemann problem where $v_{\ell}$ and $v_{r}$ are in the $\alpha$-phase and $\beta$-phase, respectively, and there is only one phase boundary. In what follows we assume that the constant states $\left(v_{\ell}, u_{\ell}\right),\left(v_{1}, u_{1}\right),\left(v_{2}, u_{2}\right)$, and $\left(v_{r}, u_{r}\right)$ are separated by a backward wave, a phase boundary, and a forward wave. We regard $u_{1}$ as the independent variable and derive the differential equations for $v_{1}, v_{2}$, and $u_{2}$ and the derivatives of the entropy rate. We have four possible cases because there are two possibilities for the backward and forward waves.
(i) Both backward and forward waves are shocks.
(ii) The backward wave is a rarefaction wave and the forward wave is a shock.
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(iii) The backward wave is a shock and the forward wave is a rarefaction wave.
(iv) Both backward and forward waves are rarefaction waves.

For example, in case (i) we have

$$
\begin{align*}
& u_{1}=u_{\ell}-\sigma_{b}\left(v_{1}-v_{\ell}\right)  \tag{3.1}\\
& u_{2}=u_{1}-\sigma_{p}\left(v_{2}-v_{1}\right), \tag{3.2}
\end{align*}
$$

$$
\begin{equation*}
u_{r}=u_{2}-\sigma_{f}\left(v_{r}-v_{2}\right) \tag{3.3}
\end{equation*}
$$

where $\sigma_{b}=-\sqrt{\frac{f_{1}-f_{\ell}}{v_{1}-v_{\ell}}}, \sigma_{p}= \pm \sqrt{\frac{f_{2}-f_{1}}{v_{2}-v_{1}}}(+$ for the forward and - for the backward phase boundary), and $\sigma_{f}=\sqrt{\frac{f_{r}-f_{2}}{v_{r}-v_{2}}}$. If the backward wave or the forward wave is a rarefaction wave, (3.1) or (3.3) is replaced by

$$
\begin{equation*}
u_{1}=u_{\ell}+\int_{v_{\ell}}^{v_{1}} \lambda(w) d w \tag{3.4}
\end{equation*}
$$

or

$$
\begin{equation*}
u_{r}=u_{2}-\int_{v_{2}}^{v_{r}} \lambda(w) d w \tag{3.5}
\end{equation*}
$$

where $\lambda(w)=\sqrt{f^{\prime}(w)}$, respectively.
For the backward wave differentiating (3.1) or (3.4), we have

$$
\begin{equation*}
\frac{d v_{1}}{d u_{1}}=-\frac{2 \sigma_{b}}{\lambda_{1}^{2}+\sigma_{b}^{2}} \tag{3.6}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{d v_{1}}{d u_{1}}=\frac{1}{\lambda_{1}} \tag{3.7}
\end{equation*}
$$

For the phase boundary differentiating (3.2), we obtain

$$
\begin{equation*}
\left(\lambda_{2}^{2}+\sigma_{p}^{2}\right) \frac{d v_{2}}{d u_{1}}+2 \sigma_{p} \frac{d u_{2}}{d u_{1}}=\left(\lambda_{1}^{2}+\sigma_{p}^{2}\right) \frac{d v_{1}}{d u_{1}}+2 \sigma_{p} \tag{3.8}
\end{equation*}
$$

The derivative of $\sigma_{p}$ is expressed as

$$
\frac{d \sigma_{p}}{d u_{1}}=\frac{1-\frac{d u_{2}}{d u_{1}}-\sigma_{p}\left(\frac{d v_{2}}{d u_{1}}-\frac{d v_{1}}{d u_{1}}\right)}{\left(v_{2}-v_{1}\right)}
$$

For the forward wave differentiating (3.3) or (3.5), we obtain

$$
\begin{equation*}
\left(\lambda_{2}^{2}+\sigma_{f}^{2}\right) \frac{d v_{2}}{d u_{1}}+2 \sigma_{f} \frac{d u_{2}}{d u_{1}}=0 \tag{3.9}
\end{equation*}
$$

or

$$
\begin{equation*}
\lambda_{2} \frac{d v_{2}}{d u_{1}}+\frac{d u_{2}}{d u_{1}}=0 \tag{3.10}
\end{equation*}
$$

Combining (3.8) and (3.9), we have

$$
\begin{align*}
\frac{d v_{2}}{d u_{1}} & =\frac{\sigma_{f}\left\{2 \sigma_{p}+\left(\lambda_{1}^{2}+\sigma_{p}^{2}\right) \frac{d v_{1}}{d u_{1}}\right\}}{\sigma_{f}\left(\lambda_{2}^{2}+\sigma_{p}^{2}\right)-\sigma_{p}\left(\lambda_{2}^{2}+\sigma_{f}^{2}\right)}  \tag{3.11}\\
\frac{d u_{2}}{d u_{1}} & =-\frac{\left(\lambda_{2}^{2}+\sigma_{f}^{2}\right)\left\{2 \sigma_{p}+\left(\lambda_{1}^{2}+\sigma_{p}^{2}\right) \frac{d v_{1}}{d u_{1}}\right\}}{2\left\{\sigma_{f}\left(\lambda_{2}^{2}+\sigma_{p}^{2}\right)-\sigma_{p}\left(\lambda_{2}^{2}+\sigma_{f}^{2}\right)\right\}} \tag{3.12}
\end{align*}
$$

in the case where the forward wave is a shock wave. Combining (3.8) and (3.10), we obtain

$$
\begin{align*}
\frac{d v_{2}}{d u_{1}} & =\frac{\left\{2 \sigma_{p}+\left(\lambda_{1}^{2}+\sigma_{p}^{2}\right) \frac{d v_{1}}{d u_{1}}\right\}}{\left(\lambda_{2}-\sigma_{p}\right)^{2}},  \tag{3.13}\\
\frac{d u_{2}}{d u_{1}} & =-\frac{\lambda_{2}\left\{2 \sigma_{p}+\left(\lambda_{1}^{2}+\sigma_{p}^{2}\right) \frac{d v_{1}}{d u_{1}}\right\}}{\left(\lambda_{2}-\sigma_{p}\right)^{2}} \tag{3.14}
\end{align*}
$$

in the case where the forward wave is a rarefaction wave.
The entropy rate is given by

$$
E=E_{b}+E_{p}+E_{f}
$$

where

$$
\begin{gathered}
E_{b}=\left\{\begin{array}{cc}
\sigma_{b} A\left(v_{\ell}, v_{1}\right), & v_{\ell}>v_{1}, \\
0, & v_{\ell} \leq v_{1}
\end{array}\right. \\
E_{p}=\sigma_{p} A\left(v_{1}, v_{2}\right), \\
E_{f}=\left\{\begin{array}{cc}
\sigma_{f} A\left(v_{2}, v_{r}\right), & v_{r}<v_{2}, \\
0, & v_{r} \geq v_{2}
\end{array}\right.
\end{gathered}
$$

The derivatives of entropy rate are given as follows:

$$
\begin{gather*}
\frac{d E_{b}}{d u_{1}}=\left\{\begin{array}{cl}
\frac{1}{4 \sigma_{b}}\left(\lambda_{1}^{2}-\sigma_{b}^{2}\right) A_{1 \ell} \frac{d v_{1}}{d u_{1}}, & v_{\ell}>v_{1}, \\
0, & v_{\ell} \leq v_{1},
\end{array}\right. \\
\frac{d E_{p}}{d u_{1}}=\frac{1-\frac{d u_{2}}{d u_{1}}-\sigma_{p}\left(\frac{d v_{2}}{d u_{1}}-\frac{d v_{1}}{d u_{1}}\right)}{\left(v_{2}-v_{1}\right)} A\left(v_{1}, v_{2}\right)+\sigma_{p} \frac{d A\left(v_{1}, v_{2}\right)}{d u_{1}},  \tag{3.15}\\
\frac{d E_{f}}{d u_{1}}=\left\{\begin{array}{cl}
-\frac{1}{4 \sigma_{f}}\left(\lambda_{2}^{2}-\sigma_{f}^{2}\right) A_{2 r} \frac{d v_{2}}{d u_{1}}, & v_{r}<v_{2}, \\
0, & v_{r} \geq v_{2}
\end{array}\right.
\end{gather*}
$$

where

$$
\begin{aligned}
& A_{1 \ell}=3 f_{1}-f_{\ell}-\frac{2 \int_{v_{l}}^{v_{1}} f(w) d w}{v_{1}-v_{\ell}} \\
& A_{2 r}=3 f_{2}-f_{r}-\frac{2 \int_{v_{2}}^{v_{r}} f(w) d w}{v_{r}-v_{2}}
\end{aligned}
$$

As we can see, if we replace $\sigma_{f}$ or $\sigma_{b}$ by $\lambda_{2}$ or $-\lambda_{1}$, respectively, we can obtain the case where we have the rarefaction waves. The following lemma asserts that if $v_{\ell}$ and $v_{r}$ are close to $v_{\alpha}$ and $v_{\beta}$, respectively, and $u_{\ell}$ and $u_{r}$ are close, the solution of the Riemann problem with $d E / d u_{1}=0$ locally minimizes the entropy rate. This was first shown in [11].

LEmma 3.4. There exists a neighborhood of $v_{\ell}=v_{\alpha}, v_{r}=v_{\beta}, u_{\ell}=u_{c}$, and $u_{r}=u_{c}$, where $u_{c}$ is a constant, such that the Riemann problem has a solution which satisfies locally the entropy rate admissibility criterion.

Proof. Denote $d E / d u_{1}$ by $F\left(u_{1} ; v_{\ell}, v_{r}, u_{\ell}, u_{r}\right)$. Then, in each case of (i) to (iv) we can easily show that

$$
\begin{aligned}
& F\left(u_{\alpha} ; v_{\alpha}, v_{\beta}, u_{c}, u_{c}\right)=0 \\
& \frac{d F}{d u_{1}}\left(u_{\alpha} ; v_{\alpha}, v_{\beta}, u_{c}, u_{c}\right)=2 \frac{d \sigma_{p}}{d u_{1}} \frac{d A\left(v_{1}, v_{2}\right)}{d u_{1}} \\
&=\left(1-\frac{d u_{2}}{d u_{1}}\right)\left(\lambda_{1}^{2} \frac{d v_{1}}{d u_{1}}+\lambda_{2}^{2} \frac{d v_{2}}{d u_{1}}\right) \\
&=2 \frac{\lambda_{1}\left(\lambda_{1}+\lambda_{2}\right)}{\lambda_{2}}>0,
\end{aligned}
$$

where $u_{\alpha}$ is the value of $u_{1}$ corresponding to $v_{\alpha}$ and $\lambda_{1}$ and $\lambda_{2}$ are evaluated at $v_{\alpha}$ and $v_{\beta}$, respectively. Therefore, the implicit function theorem applies.

The main assumption in Lemma 3.3 was that each discontinuity satisfies the entropy condition. If the middle constant states are chosen so that the entropy rate admissibility criterion is satisfied, one question is whether the phase boundary satisfies the entropy condition.

ThEOREM 3.5. If the forward or backward wave is a shock, there exists a solution to the Riemann problem in which the entropy rate admissibility criterion is locally satisfied but the phase boundary does not satisfy the entropy condition.

Proof. First consider the case where the both forward and backward waves are rarefaction waves. The derivative of the entropy rate is given by

$$
\begin{align*}
\frac{d E}{d u_{1}} & =\frac{1-\frac{d u_{2}}{d u_{1}}-\sigma_{p}\left(\frac{d v_{2}}{d u_{1}}-\frac{d v_{1}}{d u_{1}}\right)}{\left(v_{2}-v_{1}\right)} A\left(v_{1}, v_{2}\right)+\sigma_{p} \frac{d A\left(v_{1}, v_{2}\right)}{d u_{1}}  \tag{3.16}\\
& =\frac{\lambda_{1}+\sigma_{p}}{\lambda_{1}\left(\lambda_{2}-\sigma_{p}\right)}\left\{\frac{\left(\lambda_{1}+\lambda_{2}\right) A\left(v_{1}, v_{2}\right)}{\left(v_{2}-v_{1}\right)}+\left(v_{2}-v_{1}\right)\left(\lambda_{1} \lambda_{2}+\sigma_{p}^{2}\right) \sigma_{p}\right\}
\end{align*}
$$

This shows that in order that $\frac{d E}{d u_{1}}=0, \sigma_{p} A\left(v_{1}, v_{2}\right) \leq 0$ must hold. The left-hand side is exactly the entropy rate of the phase boundary and this shows that the entropy condition is satisfied across the phase boundary.

Next, consider the case where at least one of the elementary waves is a shock. As an example we consider the case where $f$ is convex near $v_{\alpha}$ and $v_{\beta}$ and the backward waves is a shock. We construct a solution in which the backward wave is a shock, the phase boundary is on the Maxwell stress, and the forward wave is a rarefaction wave. This construction is possible. First, choose $v_{1}=v_{\alpha}, v_{2}=v_{\beta}$, and $u_{1}=u_{2}=u_{c}$, where $u_{c}$ is a constant. Then, choose $\left(v_{\ell}, u_{\ell}\right)$ and $\left(v_{r}, u_{r}\right)$ on $B^{\ell}\left(v_{\alpha}, u_{c}\right)$ and $F^{r}\left(v_{\beta}, u_{c}\right)$, respectively, so that we have the backward shock and the forward rarefaction wave. We should choose them so that Lemma 3.4 applies. In this case $v_{\ell}<v_{\alpha}$ and $v_{r}>v_{\beta}$. The derivative of the entropy rate is given by

$$
\frac{d E}{d u_{1}}=\frac{d E_{b}}{d u_{1}}+\frac{d E_{p}}{d u_{1}}
$$

At the Maxwell stress $\frac{d E_{p}}{d u_{1}}=0, \frac{d^{2} E_{p}}{d u_{1}^{2}}>0$, and $\frac{d E_{b}}{d u_{1}}<0$. Therefore, in order that the entropy rate admissibility criterion be satisfied, $u_{1}$ must increase. Since $\frac{d^{2} E_{p}}{d u_{1}^{2}}>0$ at the Maxwell stress, $\frac{d E_{p}}{d u_{1}}>0$ for $u_{1}>u_{\alpha}$ and $\frac{d E_{p}}{d u_{1}}<0$ for $u_{1}<u_{\alpha}$. Therefore, the
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solution guaranteed by Lemma 3.4 implies that $u_{1}>u_{\alpha}$ should be satisfied in order that the entropy rate admissibility criterion holds. From the differential equations for $v_{1}$ and $v_{2}$, we see that they increase as we increase $u_{1}$. Then from Figure 3.4 we see that we must have the forward phase boundary. Since $\sigma_{p}>0$ and $f\left(v_{1}\right)$ and $f\left(v_{2}\right)$ are above the Maxwell line, $E_{p}$ is positive and it violates the entropy condition.
3.2. Three phase boundaries. In this subsection, we examine the perturbation of a phase boundary against three phase boundaries. It is still interesting to see if there are cases where the solution to the Riemann problem with three phase boundaries has lower entropy rate than the solution with one phase boundary, even though it was shown in section 3.1 that if there are three or more phase boundaries, at least one of them violates the entropy condition. We denote the constant states in the resolution of the Riemann problem by $\left(v_{\ell}, u_{\ell}\right),\left(v_{1}, u_{1}\right),\left(v_{2}, u_{2}\right),\left(v_{3}, u_{3}\right),\left(v_{3}, u_{3}\right)$, $\left(v_{r}, u_{r}\right)$. We take $u_{1}, u_{2}$, and $u_{3}$ as independent variables and derive the necessary differential equations. We see if the Hessian of $E$ is positive definite when the three phase boundaries coalesce and the coalesced phase boundary gives the local minimum in Lemma 3.4. We obtain the derivatives in the case where both the forward and backward waves are shock waves, since we can take the limit as $\sigma_{f}$ approaches $\lambda_{4}$ or $\sigma_{b}$ approaches $-\lambda_{1}$ if we have rarefaction waves. We use $\doteq$ to denote that the quantity is evaluated when the three phase boundaries coalesce.

From the Rankin-Hugoniot conditions we have

$$
\begin{align*}
& u_{1}=u_{\ell}-\sigma_{b}\left(v_{1}-v_{\ell}\right),  \tag{3.17}\\
& u_{2}=u_{1}-\sigma_{p_{1}}\left(v_{2}-v_{1}\right),  \tag{3.18}\\
& u_{3}=u_{2}-\sigma_{p_{2}}\left(v_{3}-v_{2}\right),  \tag{3.19}\\
& u_{4}=u_{3}-\sigma_{p_{3}}\left(v_{4}-v_{3}\right),  \tag{3.20}\\
& u_{r}=u_{4}-\sigma_{f}\left(v_{r}-v_{4}\right), \tag{3.21}
\end{align*}
$$

where $\sigma_{b}<0$ and $\sigma_{f}>0$. If the backward wave or the forward wave is a rarefaction
wave, (3.17) or (3.21) is replaced by

$$
\begin{equation*}
u_{1}=u_{\ell}+\int_{v_{\ell}}^{v_{1}} \lambda(w) d w \tag{3.22}
\end{equation*}
$$

or

$$
\begin{equation*}
u_{r}=u_{2}-\int_{v_{2}}^{v_{r}} \lambda(w) d w \tag{3.23}
\end{equation*}
$$

respectively. From (3.17) we have

$$
\begin{equation*}
\frac{\partial v_{1}}{\partial u_{1}}=-\frac{2 \sigma_{b}}{\lambda_{1}^{2}+\sigma_{b}^{2}}, \quad \frac{\partial v_{1}}{\partial u_{2}}=0, \quad \frac{\partial v_{1}}{\partial u_{3}}=0 \tag{3.24}
\end{equation*}
$$

From (3.18) we see

$$
\begin{align*}
& \frac{\partial v_{2}}{\partial u_{1}}=\frac{2 \sigma_{p_{1}}}{\lambda_{2}^{2}+\sigma_{p_{1}}^{2}}+\frac{\lambda_{1}^{2}+\sigma_{p_{1}}^{2}}{\lambda_{2}^{2}+\sigma_{p_{1}}^{2}} \frac{\partial v_{1}}{\partial u_{1}}  \tag{3.25}\\
& \frac{\partial v_{2}}{\partial u_{2}}=-\frac{2 \sigma_{p_{1}}}{\lambda_{2}^{2}+\sigma_{p_{1}}^{2}}, \quad \frac{\partial v_{2}}{\partial u_{3}}=0
\end{align*}
$$

From (3.19) we see

$$
\begin{align*}
\frac{\partial v_{3}}{\partial u_{1}} & =\frac{\lambda_{2}^{2}+\sigma_{p_{2}}^{2}}{\lambda_{3}^{2}+\sigma_{p_{2}}^{2}} \frac{\partial v_{2}}{\partial u_{1}} \\
\frac{\partial v_{3}}{\partial u_{2}} & =\frac{2 \sigma_{p_{2}}}{\lambda_{3}^{2}+\sigma_{p_{2}}^{2}}+\frac{\lambda_{2}^{2}+\sigma_{p_{2}}^{2}}{\lambda_{3}^{2}+\sigma_{p_{2}}^{2}} \frac{\partial v_{2}}{\partial u_{2}}  \tag{3.26}\\
\frac{\partial v_{3}}{\partial u_{3}} & =-\frac{2 \sigma_{p_{2}}}{\lambda_{3}^{2}+\sigma_{p_{2}}^{2}}
\end{align*}
$$

From (3.20) and (3.21) we have

$$
\begin{align*}
& 2 \sigma_{p_{3}} \frac{\partial u_{4}}{\partial u_{1}}+\left(\lambda_{4}^{2}+\sigma_{p_{3}}^{2}\right) \frac{\partial v_{4}}{\partial u_{1}}=\left(\lambda_{3}^{2}+\sigma_{p_{3}}^{2}\right) \frac{\partial v_{3}}{\partial u_{1}} \\
& 2 \sigma_{f} \frac{\partial u_{4}}{\partial u_{1}}+\left(\lambda_{4}^{2}+\sigma_{f}^{2}\right) \frac{\partial v_{4}}{\partial u_{1}}=0 \\
& \frac{\partial v_{4}}{\partial u_{1}}=\frac{\sigma_{f}\left(\lambda_{3}^{2}+\sigma_{p_{3}}^{2}\right) \frac{\partial v_{3}}{\partial u_{1}}}{\left\{\sigma_{f}\left(\lambda_{4}^{2}+\sigma_{p_{3}}^{2}\right)-\sigma_{p_{3}}\left(\lambda_{4}^{2}+\sigma_{f}^{2}\right)\right\}}  \tag{3.27}\\
& \frac{\partial u_{4}}{\partial u_{1}}=-\frac{\left(\lambda_{4}^{2}+\sigma_{f}^{2}\right)\left(\lambda_{3}^{2}+\sigma_{p_{3}}^{2}\right) \frac{\partial v_{3}}{\partial u_{1}}}{2\left\{\sigma_{f}\left(\lambda_{4}^{2}+\sigma_{p_{3}}^{2}\right)-\sigma_{p_{3}}\left(\lambda_{4}^{2}+\sigma_{f}^{2}\right)\right\}}
\end{align*}
$$

In the same way we have

$$
\begin{align*}
\frac{\partial v_{4}}{\partial u_{2}} & =\frac{\sigma_{f}\left(\lambda_{3}^{2}+\sigma_{p_{3}}^{2}\right) \frac{\partial v_{3}}{\partial u_{2}}}{\left\{\sigma_{f}\left(\lambda_{4}^{2}+\sigma_{p_{3}}^{2}\right)-\sigma_{p_{3}}\left(\lambda_{4}^{2}+\sigma_{f}^{2}\right)\right\}}  \tag{3.28}\\
\frac{\partial u_{4}}{\partial u_{2}} & =-\frac{\left(\lambda_{4}^{2}+\sigma_{f}^{2}\right)\left(\lambda_{3}^{2}+\sigma_{p_{3}}^{2}\right) \frac{\partial v_{3}}{\partial u_{2}}}{2\left\{\sigma_{f}\left(\lambda_{4}^{2}+\sigma_{p_{3}}^{2}\right)-\sigma_{p_{3}}\left(\lambda_{4}^{2}+\sigma_{f}^{2}\right)\right\}}
\end{align*}
$$

$$
\begin{align*}
\frac{\partial v_{4}}{\partial u_{3}} & =\frac{\sigma_{f}\left\{2 \sigma_{p_{3}}+\left(\lambda_{3}^{2}+\sigma_{p_{3}}^{2}\right) \frac{\partial v_{3}}{\partial u_{3}}\right\}}{\left\{\sigma_{f}\left(\lambda_{4}^{2}+\sigma_{p_{3}}^{2}\right)-\sigma_{p_{3}}\left(\lambda_{4}^{2}+\sigma_{f}^{2}\right)\right\}}  \tag{3.29}\\
\frac{\partial u_{4}}{\partial u_{3}} & =-\frac{\left(\lambda_{4}^{2}+\sigma_{f}^{2}\right)\left\{2 \sigma_{p_{3}}+\left(\lambda_{3}^{2}+\sigma_{p_{3}}^{2}\right) \frac{\partial v_{3}}{\partial u_{3}}\right\}}{2\left\{\sigma_{f}\left(\lambda_{4}^{2}+\sigma_{p_{3}}^{2}\right)-\sigma_{p_{3}}\left(\lambda_{4}^{2}+\sigma_{f}^{2}\right)\right\}}
\end{align*}
$$

From the above relations we see that

$$
\frac{\partial v_{3}}{\partial u_{2}}=\frac{\partial v_{4}}{\partial u_{2}}=\frac{\partial u_{4}}{\partial u_{2}}=0 \quad \text { as far as } \sigma_{p_{1}}=\sigma_{p_{2}}
$$

and

$$
\frac{\partial v_{4}}{\partial u_{3}}=\frac{\partial u_{4}}{\partial u_{3}}=0 \quad \text { as far as } \sigma_{p_{2}}=\sigma_{p_{3}}
$$

Lemma 3.6. We have the following relations for the second derivatives of $u$ and $v$ :

$$
\begin{equation*}
\frac{\partial^{2} v_{3}}{\partial u_{2}^{2}}=\frac{\partial^{2} v_{4}}{\partial u_{2}^{2}}=\frac{\partial^{2} u_{4}}{\partial u_{2}^{2}}=0 \quad \text { as far as } \sigma_{p_{1}}=\sigma_{p_{2}} \tag{3.30}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial^{2} v_{4}}{\partial u_{3}^{2}}=\frac{\partial^{2} u_{4}}{\partial u_{3}^{2}}=0 \quad \text { as far as } \sigma_{p_{2}}=\sigma_{p_{3}} \tag{3.31}
\end{equation*}
$$

Proof. For (3.30) we need to show that

$$
\frac{\partial}{\partial u_{2}}\left\{2 \sigma_{p_{2}}+\left(\lambda_{2}^{2}+\sigma_{p_{2}}^{2}\right) \frac{\partial v_{2}}{\partial u_{2}}\right\}=0 \quad \text { as far as } \sigma_{p_{1}}=\sigma_{p_{2}}
$$

It is easy to see that

$$
\frac{\partial\left(\sigma_{p_{2}}-\sigma_{p_{1}}\right)}{\partial u_{2}}=\frac{1-\sigma_{p_{2}}\left(\frac{\partial v_{3}}{\partial u_{2}}-\frac{\partial v_{2}}{\partial u_{2}}\right)}{\left(v_{3}-v_{2}\right)}-\frac{1+\sigma_{p_{1}}\left(\frac{\partial v_{2}}{\partial u_{2}}-\frac{\partial v_{1}}{\partial u_{2}}\right)}{\left(v_{2}-v_{1}\right)}
$$

is zero as far as $\sigma_{p_{1}}=\sigma_{p_{2}}$. Therefore,

$$
2 \sigma_{p_{2}}+\left(\lambda_{2}^{2}+\sigma_{p_{2}}^{2}\right) \frac{\partial v_{2}}{\partial u_{2}}=\frac{2\left(\lambda_{2}^{2}-\sigma_{p_{1}} \sigma_{p_{2}}\right)\left(\sigma_{p_{2}}-\sigma_{p_{1}}\right)}{\lambda_{2}^{2}+\sigma_{p_{1}}^{2}}
$$

is zero as far as $\sigma_{p_{1}}=\sigma_{p_{2}}$. For (3.31) we need to show that

$$
\frac{\partial}{\partial u_{2}}\left\{2 \sigma_{p_{3}}+\left(\lambda_{3}^{2}+\sigma_{p_{3}}^{2}\right) \frac{\partial v_{3}}{\partial u_{3}}\right\}=0 \quad \text { as far as } \sigma_{p_{2}}=\sigma_{p_{3}}
$$

This can be shown in the similar way.
The entropy rate is given by

$$
E=E_{b}+\sigma_{p_{1}} A\left(v_{1}, v_{2}\right)+\sigma_{p_{2}} A\left(v_{2}, v_{3}\right)+\sigma_{p_{3}} A\left(v_{3}, v_{4}\right)+E_{f}
$$

where

$$
E_{b}=\left\{\begin{array}{cc}
\sigma_{b} A\left(v_{\ell}, v_{1}\right), & v_{\ell}>v_{1} \\
0, & v_{\ell} \leq v_{1}
\end{array}\right.
$$

and

$$
E_{f}=\left\{\begin{array}{cl}
\sigma_{f} A\left(v_{4}, v_{r}\right), & v_{r}>v_{4} \\
0, & v_{r} \leq v_{4}
\end{array}\right.
$$

As the purpose of this section is to study the perturbation of a single phase boundary against three phase boundaries, in what follows we discuss the case where both backward and forward waves are rarefaction waves.

The first derivatives of $E$ are given by

$$
\begin{align*}
& \frac{\partial E}{\partial u_{1}}= \frac{\partial \sigma_{p_{1}}}{\partial u_{1}} A\left(v_{1}, v_{2}\right)+\sigma_{p_{1}} \frac{\partial A\left(v_{1}, v_{2}\right)}{\partial u_{1}} \\
&+\frac{\partial \sigma_{p_{2}}}{\partial u_{1}} A\left(v_{2}, v_{3}\right)+\sigma_{p_{2}} \frac{\partial A\left(v_{2}, v_{3}\right)}{\partial u_{1}}  \tag{3.32}\\
&+\frac{\partial \sigma_{p_{3}}}{\partial u_{1}} A\left(v_{3}, v_{4}\right)+\sigma_{p_{3}} \frac{\partial A\left(v_{3}, v_{4}\right)}{\partial u_{1}} \\
& \frac{\partial E}{\partial u_{2}}=\frac{\partial \sigma_{p_{1}}}{\partial u_{2}} A\left(v_{1}, v_{2}\right)+\sigma_{p_{1}} \frac{\partial A\left(v_{1}, v_{2}\right)}{\partial u_{2}} \\
&+\frac{\partial \sigma_{p_{2}}}{\partial u_{2}} A\left(v_{2}, v_{3}\right)+\sigma_{p_{2}} \frac{\partial A\left(v_{2}, v_{3}\right)}{\partial u_{2}}  \tag{3.33}\\
&+\frac{\partial \sigma_{p_{3}}}{\partial u_{2}} A\left(v_{3}, v_{4}\right)+\sigma_{p_{3}} \frac{\partial A\left(v_{3}, v_{4}\right)}{\partial u_{2}} \\
& \frac{\partial E}{\partial u_{3}}=\frac{\partial \sigma_{p_{2}}}{\partial u_{3}} A\left(v_{2}, v_{3}\right)+\sigma_{p_{2}} \frac{\partial A\left(v_{2}, v_{3}\right)}{\partial u_{3}}  \tag{3.34}\\
&+\frac{\partial \sigma_{p_{3}}}{\partial u_{3}} A\left(v_{3}, v_{4}\right)+\sigma_{p_{3}} \frac{\partial A\left(v_{3}, v_{4}\right)}{\partial u_{3}}
\end{align*}
$$

Lemma 3.7. If three phase boundaries coalesce, $\frac{\partial E}{\partial u_{2}}=\frac{\partial E}{\partial u_{3}}=0$. Furthermore, if the coalesced phase boundaries is identical to the one in the previous section, $\frac{\partial E}{\partial u_{1}}=0$.

Proof. It is not difficult to show that $\frac{\partial E}{\partial u_{2}}=\frac{\partial E}{\partial u_{3}}=0$ when three phase boundaries coalesce. For $\frac{\partial E}{\partial u_{1}}$, we show that it reduces to the same form as $\frac{\partial E_{p}}{\partial u_{1}}$ in the previous section when the three phase boundaries coalesce. When the three phase boundaries coalesce, we have

$$
\begin{aligned}
\frac{\partial E}{\partial u_{1}} \doteq & \frac{1+\sigma_{p_{1}} \frac{\partial v_{1}}{\partial u_{1}}}{\left(v_{2}-v_{1}\right)} A\left(v_{1}, v_{2}\right)+\frac{-\frac{\partial u_{4}}{\partial u_{1}}-\sigma_{p_{3}} \frac{\partial v_{4}}{\partial u_{1}}}{\left(v_{4}-v_{3}\right)} A\left(v_{3}, v_{4}\right) \\
& \quad+\sigma_{p_{1}} \frac{1}{2}\left\{f_{1}^{\prime}\left(v_{2}-v_{1}\right)-\left(f_{2}-f_{1}\right)\right\} \frac{\partial v_{1}}{\partial u_{1}}+\sigma_{p_{3}} \frac{1}{2}\left\{f_{4}^{\prime}\left(v_{4}-v_{3}\right)-\left(f_{4}-f_{3}\right)\right\} \frac{\partial v_{4}}{\partial u_{1}}
\end{aligned}
$$

Note that when the three phase boundaries coalesce, $\frac{\partial u_{4}}{\partial u_{1}}$ and $\frac{\partial v_{4}}{\partial u_{1}}$ reduces to $\frac{\partial u_{2}}{\partial u_{1}}$ and $\frac{\partial v_{2}}{\partial u_{1}}$ in the previous section. Therefore, it is easy to see that when the three phase boundaries coalesce, $\frac{\partial E}{\partial u_{1}}$ reduces to the same form as $\frac{\partial E_{p}}{\partial u_{1}}$ in the previous section.

We consider the case where the three phase boundaries coalesce and the coalesced phase boundary is identical to the phase boundary that attains the local minimum in section 3.1. We denote such values of $v_{1}$ and $v_{2}$ satisfying Lemma 3.4 by $\bar{v}_{1}$
and $\bar{v}_{2}$, respectively, and $\bar{\sigma}_{p}$ is the speed of that phase boundary. We assume that $v_{1}=v_{3}=\bar{v}_{1}, v_{2}=v_{4}=\bar{v}_{2}, \lambda_{1}=\lambda_{3}=\bar{\lambda}_{1}, \lambda_{2}=\lambda_{4}=\bar{\lambda}_{2}$, and $\sigma_{p_{1}}=\sigma_{p_{2}}=\sigma_{p_{3}}=\bar{\sigma}_{p}$. In this case $\frac{\partial E}{\partial u_{1}}=\frac{\partial E}{\partial u_{2}}=\frac{\partial E}{\partial u_{3}}=0$ holds. Note that the phase boundary $\bar{\sigma}_{p}$ is close to the Maxwell stress. We compute the Hessian matrix $H$ of $E$ when the three phase boundaries coalesce. Denote the components of the Hessian of $E$ by $e_{i j}(i, j=1,2,3)$.

LEMMA 3.8. Both $e_{22}$ and $e_{33}$ are zero when the three phase boundaries coalesce.
Proof. We consider $\frac{\partial^{2} E}{\partial u_{3}^{2}}$. $\frac{\partial^{2} E}{\partial u_{2}^{2}}$ is proved similarly. From Lemma 3.6 we have

$$
\begin{aligned}
\frac{\partial^{2} E}{\partial u_{3}^{2}} \doteq & -\frac{2 \frac{\partial \sigma_{p_{2}}}{\partial u_{3}} \frac{\partial v_{3}}{\partial u_{3}}+\sigma_{p_{2}} \frac{\partial^{2} v_{3}}{\partial u_{3}^{2}}}{\left(v_{3}-v_{2}\right)} A\left(v_{2}, v_{3}\right)+\frac{1+\sigma_{p_{2}} \frac{\partial v_{3}}{\partial u_{3}}}{\left(v_{2}-v_{3}\right)}\left\{f_{3}^{\prime}\left(v_{3}-v_{2}\right)-\left(f_{3}-f_{2}\right)\right\} \frac{\partial v_{3}}{\partial u_{3}} \\
& +\sigma_{p_{2}}\left[\frac{1}{2}\left\{f_{3}^{\prime}\left(v_{3}-v_{2}\right)-\left(f_{3}-f_{2}\right)\right\} \frac{\partial^{2} v_{3}}{\partial u_{3}^{2}}+\frac{1}{2} f_{3}^{\prime \prime}\left(v_{3}-v_{2}\right) \frac{\partial v_{3}}{\partial u_{3}} \frac{\partial v_{3}}{\partial u_{3}}\right] \\
& +\frac{2 \frac{\partial \sigma_{p_{3}}}{\partial u_{3}} \frac{\partial v_{3}}{\partial u_{3}}+\sigma_{p_{3}} \frac{\partial^{2} v_{3}}{\partial u_{3}^{2}}}{\left(v_{4}-v_{3}\right)} A\left(v_{3}, v_{4}\right)+\frac{1+\sigma_{p_{3}} \frac{\partial v_{3}}{\partial u_{3}}}{\left(v_{4}-v_{3}\right)}\left\{f_{3}^{\prime}\left(v_{4}-v_{3}\right)-\left(f_{4}-f_{3}\right)\right\} \frac{\partial v_{3}}{\partial u_{3}} \\
& +\sigma_{p_{3}}\left[\frac{1}{2}\left\{f_{3}^{\prime}\left(v_{4}-v_{3}\right)-\left(f_{4}-f_{3}\right)\right\} \frac{\partial^{2} v_{3}}{\partial u_{3}^{2}}+\frac{1}{2} f_{3}^{\prime \prime}\left(v_{4}-v_{3}\right) \frac{\partial v_{3}}{\partial u_{3}} \frac{\partial v_{3}}{\partial u_{3}}\right] .
\end{aligned}
$$

Noting that $\frac{\partial \sigma_{p_{2}}}{\partial u_{3}}=\frac{\partial \sigma_{p_{3}}}{\partial u_{3}}$ when the three phase boundaries coalesce, we have $\frac{\partial^{2} E}{\partial u_{3}^{2}} \doteq 0$.
Next, we compute one of the off-diagonal elements $e_{23}$.
Lemma 3.9. The $e_{23}$ component of Hessian is not zero in general when the three phase boundaries coalesce.

Proof. When three phase boundaries coalesce,

$$
\begin{aligned}
\frac{\partial^{2} E}{\partial u_{2} \partial u_{3}} \doteq & \left\{-\frac{\partial v_{2}}{\partial u_{2}}-\frac{\partial v_{3}}{\partial u_{3}}-2 \sigma_{p_{2}} \frac{\partial v_{2}}{\partial u_{2}} \frac{\partial v_{3}}{\partial u_{3}}-\sigma_{p_{2}} \frac{\partial^{2} v_{3}}{\partial u_{2} \partial u_{3}}\left(v_{3}-v_{2}\right)\right\} \frac{A\left(v_{2}, v_{3}\right)}{\left(v_{3}-v_{2}\right)^{2}} \\
& -\frac{1+\sigma_{p_{2}} \frac{\partial v_{2}}{\partial u_{2}}}{\left(v_{2}-v_{3}\right)} \frac{1}{2}\left\{f_{3}^{\prime}\left(v_{3}-v_{2}\right)-\left(f_{3}-f_{2}\right)\right\} \frac{\partial v_{3}}{\partial u_{3}} \\
& +\frac{1+\sigma_{p_{2}} \frac{\partial v_{3}}{\partial u_{3}}}{\left(v_{2}-v_{3}\right)} \frac{1}{2}\left\{f_{2}^{\prime}\left(v_{3}-v_{2}\right)-\left(f_{3}-f_{2}\right)\right\} \frac{\partial v_{2}}{\partial u_{2}} \\
& +\sigma_{p_{2}} \frac{1}{2}\left(f_{2}^{\prime}-f_{3}^{\prime}\right) \frac{\partial v_{2}}{\partial u_{2}} \frac{\partial v_{3}}{\partial u_{3}} \\
& -\left\{\frac{\partial^{2} u_{4}}{\partial u_{2} \partial u_{3}}+\sigma_{p_{3}}\left(\frac{\partial^{2} v_{4}}{\partial u_{2} \partial u_{3}}-\frac{\partial^{2} v_{3}}{\partial u_{2} \partial u_{3}}\right)\right\} \frac{A\left(v_{3}, v_{4}\right)}{\left(v_{4}-v_{3}\right)} \\
& +\sigma_{p_{3}}\left\{\frac{1}{2}\left\{f_{4}^{\prime}\left(v_{4}-v_{3}\right)-\left(f_{4}-f_{3}\right)\right\} \frac{\partial^{2} v_{4}}{\partial u_{2} \partial u_{3}}\right\} .
\end{aligned}
$$

From Theorem 3.5, when we have the rarefaction wave, we see

$$
\begin{equation*}
A\left(v_{3}, v_{4}\right)=-\left(v_{4}-v_{3}\right)^{2} \frac{\left(\lambda_{3} \lambda_{4}+\sigma_{p_{3}}^{2}\right) \sigma_{p_{3}}}{\lambda_{3}+\lambda_{4}} \tag{3.35}
\end{equation*}
$$

The lowest order terms are $O\left(\bar{\sigma}_{p}\right)$ and obtained as follows:

$$
\begin{aligned}
\frac{\partial^{2} E}{\partial u_{2} \partial u_{3}} \doteq \frac{1}{2} f_{3}^{\prime} \frac{\partial v_{3}}{\partial u_{3}} & -\frac{1}{2} f_{2}^{\prime} \frac{\partial v_{2}}{\partial u_{2}} \\
& -\frac{\partial^{2} u_{4}}{\partial u_{2} \partial u_{3}} \frac{A\left(v_{3}, v_{4}\right)}{\left(v_{4}-v_{3}\right)}+\sigma_{p_{3}} \frac{1}{2} f_{4}^{\prime}\left(v_{4}-v_{3}\right) \frac{\partial^{2} v_{4}}{\partial u_{2} \partial u_{3}}+O\left(\bar{\sigma}_{p}^{2}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \doteq-\frac{\partial^{2} u_{4}}{\partial u_{2} \partial u_{3}} \frac{A\left(v_{3}, v_{4}\right)}{\left(v_{4}-v_{3}\right)}+\sigma_{p_{3}} \frac{1}{2} f_{4}^{\prime}\left(v_{4}-v_{3}\right) \frac{\partial^{2} v_{4}}{\partial u_{2} \partial u_{3}}+O\left(\bar{\sigma}_{p}^{2}\right) \\
& \doteq \frac{1}{\left(\lambda_{4}-\sigma_{p_{3}}\right)^{2}}\left(-2 \frac{\lambda_{3} \lambda_{4}^{2} \sigma_{p_{3}}}{\lambda_{3}+\lambda_{4}}+\lambda_{4}^{2} \sigma_{p_{3}}\right)+O\left(\bar{\sigma}_{p}^{2}\right) \\
& \doteq\left(\frac{\bar{\lambda}_{2}-\bar{\lambda}_{1}}{\bar{\lambda}_{1}+\bar{\lambda}_{2}}\right) \bar{\sigma}_{p}+O\left(\bar{\sigma}_{p}^{2}\right)
\end{aligned}
$$

Therefore, there exists a neighborhood of $v_{\alpha}$ and $v_{\beta}$ where $e_{23}$ component of Hessian is not zero if $\bar{\sigma}_{p} \neq 0$ provided that $\bar{\lambda}_{2} \neq \bar{\lambda}_{1}$ holds.

The above two lemmas show the following.
Lemma 3.10. The Hessian of $E$ is in general not positive definite when the three phase boundaries coalesce.

Proof. From the above lemmas, it is easy to see that the Hessian has the following form when three phase boundaries coalesce:

$$
\left(\begin{array}{ccc}
e_{11} & e_{12} & e_{13} \\
e_{12} & 0 & e_{23} \\
e_{13} & e_{23} & 0
\end{array}\right)
$$

The characteristic equation for the eigenvalues is given by

$$
g(\lambda) \equiv \lambda^{3}-e_{11} \lambda^{2}-\left(e_{12}^{2}+e_{13}^{2}+e_{23}^{2}\right) \lambda-2 e_{12} e_{13} e_{23}+e_{11} e_{23}^{2}=0
$$

If $e_{23}$ is not zero,

$$
g^{\prime}(\lambda)=3 \lambda^{2}-2 e_{11} \lambda-\left(e_{12}^{2}+e_{13}^{2}+e_{23}^{2}\right)=0
$$

has two real roots with different signs. Since $g(\lambda)=0$ must have three real roots, at least one of the roots of $g(\lambda)=0$ must be negative.

The above lemma implies that if a vector $\vec{u}=\left(u_{1}, u_{2}, u_{3}\right)^{T}$ satisfies

$$
\begin{equation*}
\vec{u}^{T} H \vec{u}<0 \tag{3.36}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla\left(\sigma_{p_{i+1}}-\sigma_{p_{i}}\right) \cdot \vec{u} \geq 0, \quad i=1,2 \tag{3.37}
\end{equation*}
$$

there is a direction of $\vec{u}$ in which the solutions with three phase boundaries have the lower entropy rate than the solution with one phase boundary. First we obtain the direction of $\vec{u}$ which is compatible with the inequalities

$$
\sigma_{p_{1}} \leq \sigma_{p_{2}} \leq \sigma_{p_{3}}
$$

For this purpose we compute the gradient vectors of the differences when three phase boundaries coalesce. They are given as follows:

$$
\begin{align*}
& \nabla\left(\sigma_{p_{3}}-\sigma_{p_{2}}\right)  \tag{3.38}\\
\doteq & \left\langle\frac{-\frac{\partial u_{4}}{\partial u_{1}}-\sigma_{p_{3}}\left(\frac{\partial v_{4}}{\partial u_{1}}-\frac{\partial v_{3}}{\partial u_{1}}\right)}{\left(v_{4}-v_{3}\right)}-\frac{\sigma_{p_{2}}\left(\frac{\partial v_{3}}{\partial u_{1}}-\frac{\partial v_{2}}{\partial u_{1}}\right)}{\left(v_{2}-v_{3}\right)}, \frac{1+\sigma_{p_{2}} \frac{\partial v_{2}}{\partial u_{2}}}{\left(v_{2}-v_{3}\right)}, 0\right\rangle \\
\doteq & \left.\nabla \frac{\nabla\left(\sigma_{p_{2}}-\sigma_{p_{1}}\right)}{} \begin{array}{l}
\sigma_{p_{2}}\left(\frac{\partial v_{3}}{\partial u_{1}}-\frac{\partial v_{2}}{\partial u_{1}}\right) \\
\left(v_{2}-v_{3}\right) \\
\end{array} \frac{1-\sigma_{p_{1}}\left(\frac{\partial v_{2}}{\partial u_{1}}-\frac{\partial v_{1}}{\partial u_{1}}\right)}{\left(v_{2}-v_{1}\right)}, 0, \frac{1+\sigma_{p_{2}} \frac{\partial v_{3}}{\partial u_{3}}}{\left(v_{2}-v_{3}\right)}\right\rangle \tag{3.39}
\end{align*}
$$

The gradient vector for $\left(\sigma_{p_{3}}-\sigma_{p_{1}}\right)$ can be obtained by adding the above gradient vectors.

In what follows we discuss an example where we can construct a solution to the Riemann problem with three phase boundaries which has the lower entropy rate than the solution in section 3.1. For this purpose we consider the phase boundary for which $\bar{\sigma}_{p}\left(\bar{\lambda}_{2}-\bar{\lambda}_{1}\right)<0$.

Theorem 3.11. Consider the solution to the Riemann problem of section 3.1 for which

$$
\begin{equation*}
\bar{\sigma}_{p}\left(\bar{\lambda}_{2}-\bar{\lambda}_{1}\right)<0 \tag{3.40}
\end{equation*}
$$

is satisfied. Suppose that both the forward and backward waves are rarefaction waves. Assume also that $\bar{v}_{1}$ and $\bar{v}_{2}$ are close to $v_{\alpha}$ and $v_{\beta}$, respectively, so that (3.40) implies that $\frac{\partial^{2} E}{\partial u_{2} \partial u_{3}}<0$. Then, there exists a solution to the same Riemann problem with three phase boundaries which has a lower entropy rate.

Proof. Since $\frac{\partial^{2} E}{\partial u_{2} \partial u_{3}}=\frac{\partial}{\partial u_{2}}\left(\frac{\partial E}{\partial u_{3}}\right)<0$, we see that the direction $\vec{u}=\langle 0,1,1\rangle$ is compatible with both (3.36) and (3.37). This shows that as we increase $u_{2}, \frac{\partial E}{\partial u_{3}}$ decreases. Since $\frac{\partial E}{\partial u_{3}}=0$ when the phase boundaries coalesce, $\frac{\partial E}{\partial u_{3}}<0$ as we increase $u_{2}$. Therefore, if we now increase $u_{3}$, then $E$ decreases.

## 4. Riemann problems.

4.1. One phase boundary. The results in the previous section motivate that we should use both the entropy rate admissibility criterion and the entropy condition as the admissibility criteria. In this subsection using these criteria, we discuss the Riemann problem (1.1) and (1.2) where $v_{\ell}$ and $v_{r}$ are specified in the $\alpha$-phase and $\beta$-phase, respectively. Lemma 3.3 implies that we need to consider only one phase boundary. Since the both backward and forward waves are constructed so that the entropy condition is satisfied across shock discontinuities, we need to impose that $\sigma_{p} A\left(v_{1}, v_{2}\right) \leq 0$ be satisfied across the phase boundary. We also require that the speed of the phase boundary in absolute value is less than or equal to that of the backward and forward wave. We apply the entropy rate admissibility criterion among the solutions satisfying the above conditions. Therefore, we have the following optimization problem:
$\min E$
subject to the entropy condition

$$
\begin{equation*}
\sigma_{p} A\left(v_{1}, v_{2}\right) \leq 0 \tag{4.2}
\end{equation*}
$$

the characterisitic conditions

$$
\begin{equation*}
\sigma_{b} \text { or }-\lambda_{1} \leq \sigma_{p} \leq \sigma_{f} \text { or } \lambda_{2} \tag{4.3}
\end{equation*}
$$

and

$$
\begin{align*}
& u_{1}=u_{l}+\left\{\begin{aligned}
-\sigma_{b}\left(v_{1}-v_{\ell},,\right. & v_{\ell}>v_{1} \\
\int_{v_{\ell}}^{v_{1}} \lambda(w) d w, & v_{\ell} \leq v_{1}
\end{aligned}\right. \\
& u_{2}=u_{1}-\sigma_{p}\left(v_{2}-v_{1}\right)  \tag{4.4}\\
& u_{r}=u_{2}-\left\{\begin{array}{cl}
\sigma_{f}\left(v_{r}-v_{2}\right), & v_{r}<v_{2} \\
\int_{v_{2}}^{v_{r}} \lambda(w) d w, & v_{r} \geq v_{2}
\end{array}\right.
\end{align*}
$$

where

$$
E=E_{b}+\sigma_{p} A\left(v_{1}, v_{2}\right)+E_{f}
$$

and

$$
\begin{aligned}
& E_{b}=\left\{\begin{array}{cc}
\sigma_{b} A\left(v_{\ell}, v_{1}\right), & v_{\ell}>v_{1} \\
0, & v_{\ell} \leq v_{1}
\end{array}\right. \\
& E_{f}=\left\{\begin{array}{cc}
\sigma_{f} A\left(v_{2}, v_{r}\right), & v_{r}<v_{2} \\
0, & v_{r} \geq v_{2}
\end{array}\right.
\end{aligned}
$$

We take one of $v_{1}, u_{1}, v_{2}, u_{2}$ as an independent variable. The admissible solution is the solution to the Riemann problem (1.1) and (1.2) satisfying the above minimization problem. We say that a solution is feasible if it satisfies (4.2) and (4.3). We denote this criterion the entropy-entropy rate admissibility criterion. This type of problem was discussed in [25] in the case where there are no shock waves. It should be noted that if the speed of the phase boundary is close to $\sigma_{b}$ or $\sigma_{f}$, the line connecting $\left(v_{1}, f\left(v_{1}\right)\right)$ and $\left(v_{2}, f\left(v_{2}\right)\right)$ will intersect the graph of $f$ three times in the hyperbolic region. It should be interesting to see that this criterion will choose such a solution as an admissible solution.

We construct the admissible solution for given $\left(v_{\ell}, u_{\ell}\right)$ and $\left(v_{r}, u_{r}\right)$. For this purpose, we find the region of $\left(v_{1}, u_{1}\right)$ where (4.2) and (4.3) are satisfied for a given forward wave curve $F^{\ell}\left(v_{r}, u_{r}\right)$. We call this region the feasible region. We define the curves called the stationary phase boundary curve, the equal area curve, and the equal speed curve. These curves correspond to the equality signs in (4.2) and (4.3). We can also define these curves for a given backward wave curve.

Definition 4.1. The stationary phase boundary curve (SC) is the curve consisting of the points $\left(v_{1}, u_{1}\right)$ satisfying

$$
\begin{equation*}
f\left(v_{1}\right)=f\left(v_{2}\right), \quad u_{1}=u_{2} \tag{4.5}
\end{equation*}
$$

as $\left(v_{2}, u_{2}\right)$ moves along the forward wave curve. This $v_{1}$ satisfies $\gamma \leq v_{1} \leq \alpha$ and exists if $\beta \leq v_{2} \leq \delta$. We can similarly define the stationary phase boundary curve corresponding to the forward wave curve.

Taking $u_{2}$ as an independent variable and differentiating $f\left(v_{1}\right)=f\left(v_{2}\right)$ with respect to $u_{2}$, we obtain

$$
\frac{d v_{1}}{d u_{2}}=\frac{\lambda_{2}^{2}}{\lambda_{1}^{2}} \frac{d v_{2}}{d u_{2}}
$$

where

$$
\frac{d v_{2}}{d u_{2}}=\left\{\begin{array}{cl}
-\frac{1}{\lambda_{2}}, & v_{2} \leq v_{r} \\
-\frac{2 \sigma_{f}}{\lambda_{2}^{2}+\sigma_{f}^{2}}, & v_{2}>v_{r}
\end{array}\right.
$$

We see that this curve has a negative slope in the $v u$-plane.
DEFINITION 4.2. The equal area curve $(E A C)$ is the curve consisting of the points $\left(v_{1}, u_{1}\right)$ satisfying

$$
\begin{equation*}
A\left(v_{1}, v_{2}\right)=0, \quad u_{2}=u_{1}-\sigma_{p}\left(v_{2}-v_{1}\right) \tag{4.6}
\end{equation*}
$$

as $\left(v_{2}, u_{2}\right)$ moves along the forward wave curve.
Differentiating the equations in (4.6) with respect to $u_{2}$, we have

$$
\begin{gathered}
\frac{d v_{1}}{d u_{2}}=-\frac{\lambda_{2}^{2}-\sigma_{p}^{2}}{\lambda_{1}^{2}-\sigma_{p}^{2}} \frac{d v_{2}}{d u_{2}} \\
\frac{d u_{1}}{d u_{2}}=\frac{\left\{\left(\lambda_{2}^{2}+\sigma_{p}^{2}\right)\left(\lambda_{1}^{2}-\sigma_{p}^{2}\right)+\left(\lambda_{2}^{2}-\sigma_{p}^{2}\right)\left(\lambda_{1}^{2}+\sigma_{p}^{2}\right)\right\} \frac{d v_{2}}{d u_{2}}}{2 \sigma_{p}\left(\lambda_{2}^{2}-\sigma_{p}^{2}\right)}+1
\end{gathered}
$$

Therefore, we obtain

$$
\frac{d v_{1}}{d u_{1}}=-\frac{\sigma_{p}\left(\lambda_{2}^{2}-\sigma_{p}^{2}\right) \frac{d v_{2}}{d u_{2}}}{\left(\lambda_{1}^{2} \lambda_{2}^{2}-\sigma_{p}^{4}\right) \frac{d v_{2}}{d u_{2}}+\sigma_{p}\left(\lambda_{1}^{2}-\sigma_{p}^{2}\right)}
$$

It is easy to see that as long as $-\lambda_{1}<\sigma_{p}<\lambda_{2}$,

$$
\frac{d v_{1}}{d u_{1}}<(\text { or }>) 0 \quad \text { if } \quad \sigma_{p}>(\text { or }<) 0
$$

Suppose $\left(v_{\beta}, u_{2}\right)$ is on the forward wave curve. Then, this curve starts from $\left(v_{\alpha}, u_{2}\right)$.
There are two types of equal speed curves. They are denoted by ESC-I and ESC-II.

Definition 4.3. The ESC-I is the curve consisting of the points $\left(v_{1}, u_{1}\right)$ satisfying

$$
\begin{equation*}
u_{2}=u_{1}-\sigma_{p}\left(v_{2}-v_{1}\right) \tag{4.7}
\end{equation*}
$$

where

$$
\sigma_{p}=\left\{\begin{array}{cl}
-\lambda_{1}, & v_{1} \geq v_{\ell}  \tag{4.8}\\
\sigma_{b}, & v_{1}<v_{\ell}
\end{array}\right.
$$

as $\left(v_{2}, u_{2}\right)$ moves along the forward wave curve. If $\left(\delta, u_{2}\right)$ is on the forward wave curve, then this curve starts from $\left(\alpha, u_{2}\right)$, and if $v_{1}<v_{\ell}$, the line segment joining $\left(v_{2}, f\left(v_{2}\right)\right)$ and $\left(v_{1}, f\left(v_{1}\right)\right)$ passes through $\left(v_{\ell}, f\left(v_{\ell}\right)\right)$.

Definition 4.4. The ESC-II is the curve consisting of the points $\left(v_{1}, u_{1}\right)$ satisfying

$$
\begin{equation*}
u_{2}=u_{1}-\sigma_{p}\left(v_{2}-v_{1}\right) \tag{4.9}
\end{equation*}
$$

where

$$
\sigma_{p}= \begin{cases}\lambda_{2}, & v_{2} \leq v_{r},  \tag{4.10}\\ \sigma_{f}, & v_{2}>v_{r},\end{cases}
$$

as $\left(v_{2}, u_{2}\right)$ moves along the forward wave curve. If $\left(\beta, u_{2}\right)$ is on the forward wave curve, this curve starts from $\left(\gamma, u_{2}\right)$, and if $v_{r}<v_{2}$, the line segment joining $\left(v_{2}, f\left(v_{2}\right)\right)$ and $\left(v_{1}, f\left(v_{1}\right)\right)$ passes through $\left(v_{r}, f\left(v_{r}\right)\right)$.

Remark 4.1. We can define ESC-I and ESC-II for a backward wave curve in a similar manner. In the case of ESC-I, if $\left(v_{1}, u_{1}\right)$ moves along the backward wave curve, $\sigma_{p}$ is equal to the speed of the forward wave curve, and if $v_{2}>v_{r}$, the line segment joining $\left(v_{2}, f\left(v_{2}\right)\right)$ and $\left(v_{1}, f\left(v_{1}\right)\right)$ passes through $\left(v_{r}, f\left(v_{r}\right)\right)$. It should be noted that for $v_{r}<v_{2}$ the ESC-I and the forward wave curve coalesce. In the case
of ESC-II, if $\left(v_{1}, u_{1}\right)$ moves along the backward wave curve, $\sigma_{p}$ is equal to the speed of the backward wave curve and if $v_{1}<v_{\ell}$, the line segment joining ( $v_{2}, f\left(v_{2}\right)$ ) and $\left(v_{1}, f\left(v_{1}\right)\right)$ passes through $\left(v_{\ell}, f\left(v_{\ell}\right)\right)$.

Differentiating (4.7) and (4.8), we obtain

$$
\frac{d v_{1}}{d u_{1}}=-\frac{2 \lambda_{1}\left(\lambda_{2}^{2}-\lambda_{1}^{2}\right) \frac{d v_{2}}{d u_{2}}}{\left\{\left(\lambda_{2}^{2}+\lambda_{1}^{2}\right) \frac{d v_{2}}{d u_{2}}-2 \lambda_{1}\right\} f_{1}^{\prime \prime}\left(v_{2}-v_{1}\right)-2 \lambda_{1}^{2}\left(\lambda_{2}^{2}-\lambda_{1}^{2}\right) \frac{d v_{2}}{d u_{2}}}, \quad v_{1} \geq v_{l}
$$

and

$$
\begin{aligned}
\frac{d v_{1}}{d u_{1}} & =\frac{2 \sigma_{p}\left(v_{1}-v_{\ell}\right)\left(\lambda_{2}^{2}-\sigma_{p}^{2}\right) \frac{d v_{2}}{d u_{2}}}{\left\{2 \sigma_{p}+\left(\lambda_{2}^{2}+\sigma_{p}^{2}\right) \frac{d v_{2}}{d u_{2}}\right\}\left(v_{2}-v_{\ell}\right)\left(\lambda_{1}^{2}-\sigma_{p}^{2}\right)-\left(\lambda_{1}^{2}+\sigma_{p}^{2}\right)\left(v_{1}-v_{\ell}\right)\left(\lambda_{2}^{2}-\sigma_{p}^{2}\right) \frac{d v_{2}}{d u_{2}}}, \\
v_{1} & <v_{l}
\end{aligned}
$$

as $\left(v_{2}, u_{2}\right)$ moves along the forward wave curve. Since $f_{1}^{\prime \prime}<0, \lambda_{1}^{2}>\sigma_{p}^{2}, \lambda_{2}^{2}>\sigma_{p}^{2}$, and $\lambda_{2}>\lambda_{1}$ holds if $v_{1} \geq v_{l}, \frac{d v_{1}}{d u_{1}}$ is positive. If $\sigma_{p}=-\lambda_{1}$, the slope of the backward phase boundary touches the graph of $f$. If $\sigma_{p}=\sigma_{b}$, the constant state ( $v_{1}, u_{1}$ ) degenerates to a line in the $x t$-plane, and we interpret that there is no backward wave and that $\left(v_{\ell}, u_{\ell}\right)$ is directly connected to $\left(v_{2}, u_{2}\right)$. This phase boundary satisfies the entropy condition. It should be noted that for $v_{1}<v_{l}$ the ESC-I and the backward wave curve from $\left(v_{\ell}, u_{2}+\sigma_{p}\left(v_{2}-v_{1}\right)\right)$ coalesce.

Differentiating (4.9) and (4.10), we obtain

$$
\frac{d v_{1}}{d u_{1}}=-\frac{2 \sigma_{p}}{\lambda_{1}^{2}+\sigma_{p}^{2}}
$$

as $\left(v_{2}, u_{2}\right)$ moves along the forward wave curve. Note that $\frac{d v_{1}}{d u_{1}}$ is negative. If $\sigma_{p}=\sigma_{f}$, the constant state $\left(v_{2}, u_{2}\right)$ degenerates to a line in the $x t$-plane, and we interpret that there is no forward wave and that $\left(v_{r}, u_{r}\right)$ is directly connected to $\left(v_{1}, u_{1}\right)$. This phase boundary also satisfies the entropy condition.

Before discussing the Riemann problems, we state lemmas concerning the relation between the curves defined above.

Lemma 4.5. The $E A C$ and $S C$ do not intersect.
Proof. Consider the case where the EAC and SC for a given forward wave curve intersect at $\left(v_{1}, u_{1}\right)$. Since both EAC and SC are for the same forward wave curve from $\left(v_{r}, u_{r}\right)$, for the connection between $\left(v_{r}, u_{r}\right)$ and $\left(v_{1}, u_{1}\right)$ through SC, we have

$$
u_{r}-\left\{\begin{array}{c}
\int_{v_{r}}^{v_{2}^{\prime}} \lambda(w) d w  \tag{4.11}\\
\sigma_{f^{\prime}}\left(v_{2}^{\prime}-v_{r}\right)
\end{array}\right\}=u_{1}
$$

where $v_{2}^{\prime}$ is the value of $v$ on the forward wave curve satisfying $f\left(v_{2}^{\prime}\right)=f\left(v_{1}\right)$ and $\sigma_{f^{\prime}}=\sqrt{\frac{f\left(v_{2}^{\prime}\right)-f\left(v_{r}\right)}{v_{2}^{\prime}-v_{r}}}$. We have the rarefaction wave if $v_{2}^{\prime} \leq v_{r}$ and the shock wave if $v_{2}^{\prime}>v_{r}$. We also have

$$
u_{r}-\left\{\begin{array}{l}
\int_{v_{r}}^{v_{2}} \lambda(w) d w  \tag{4.12}\\
\sigma_{f}\left(v_{2}-v_{r}\right)
\end{array}\right\}-\sigma_{p}\left(v_{1}-v_{2}\right)=u_{1}
$$

where $v_{2}$ is the value of $v$ on the forward wave curve. We have the rarefaction wave if $v_{2} \leq v_{r}$ and the shock wave if $v_{2}>v_{r}$. The relation (4.12) holds for every connection between $\left(v_{r}, u_{r}\right)$ and $\left(v_{1}, u_{1}\right)$ with the forward wave and the phase boundary including
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the one satisfying the equal area condition. From the above two relations, in order for the two curves to meet, we have

$$
\left\{\begin{array}{l}
\int_{v_{r}}^{v_{2}} \lambda(w) d w  \tag{4.13}\\
\sigma_{f}\left(v_{2}-v_{r}\right)
\end{array}\right\}+\sigma_{p}\left(v_{1}-v_{2}\right)=\left\{\begin{array}{c}
\int_{v_{r}}^{v_{2}^{\prime}} \lambda(w) d w \\
\sigma_{f^{\prime}}\left(v_{2}^{\prime}-v_{r}\right)
\end{array}\right\} .
$$

The equality obviously holds if $v_{2}=v_{2}^{\prime}$. The question is if this holds for other values of $v_{2}$. Consider the case where $v_{r}$ and $v_{1}$ are connected by the shock wave. The derivative of the right-hand side with respect to $v_{2}$ is given by

$$
-\frac{\left(\sigma_{f}-\sigma_{p}\right)\left(\lambda_{2}^{2}-\sigma_{f} \sigma_{p}\right)}{2 \sigma_{f} \sigma_{p}}
$$

Since $\left|\sigma_{p}\right|<\sigma_{f}<\lambda_{2}$ holds, the equality in (4.13) holds only when $v_{2}=v_{2}^{\prime}$. This shows that the EAC and SC do not meet. The case of the rarefaction wave can be shown in a similar way.

THEOREM 4.6. There exists an absolute minimum for the problems (4.1), (4.2), (4.3), and (4.4). Furthermore, there exists a neighborhood of $v_{\ell}=v_{\alpha}, v_{r}=v_{\beta}$, $u_{\ell}=u_{c}$, and $u_{r}=u_{c}$, where $u_{c}$ is a constant, such that the Riemann problem has a unique solution satisfying the entropy-entropy rate admissibility criterion.

Proof. Combining the above curves, we obtain the feasible region; see Figure 4.1. In this figure the shaded regions are the feasible regions. Depending on how the backward wave intersects with the shaded region, we obtain three cases.
(a) The backward wave intersects with the region $F$ in Figure 4.1.
(b) The backward wave goes through the point $M$ in Figure 4.1.
(c) The backward wave intersects with the region $B$ in Figure 4.1.

In Figure 4.1, $F$ (or $B$ ) stands for the fact that the phase moves forward (or backward) if the backward wave curve intersect this region and the $v$-coordinate of $M$ is $v_{\alpha}$. The
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backward wave curve corresponding to cases (a), (b), and (c) are drawn in Figure 4.2. In case (a) we move $\left(v_{1}, u_{1}\right)$ along the backward wave curve in the feasible region and find the minimum of the entropy rate. In case (b), only the stationary phase boundary is allowed. In case (c) it is not clear if the backward wave and EAC intersect. To circumvent this difficulty, we change the role of the backward wave curve
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and the forward wave curve and draw the SC, EAC, and ESC-I, II for the backward wave curve. This is depicted in Figure 4.3. The forward wave curve corresponding to case (c) is given by $(\mathrm{c})^{\prime}$. It is clear now that we move $\left(v_{2}, u_{2}\right)$ along the forward wave curve in the feasible region and find the minimum of the entropy rate. The relation between the EAC and ESC-II is not clear. For example, they may intersect. Even if this occurs, the phase boundary connecting $\left(v_{1}, u_{1}\right)$ and $\left(v_{2}, u_{2}\right)$ satisfies the entropy condition provided that $\left(v_{1}, u_{1}\right)$ or $\left(v_{2}, u_{2}\right)$ is on the ESC-II from the forward wave curve or backward wave curve, respectively. Therefore, an admissible solution always exists. Combining the above result with Lemma 3.4, we see that there exists a neighborhood of $v_{\ell}=v_{\alpha}, v_{r}=v_{\beta}, u_{\ell}=u_{c}$, and $u_{r}=u_{c}$, where $u_{c}$ is a constant, such that the Riemann problem has a unique solution satisfying the entropy-entropy rate admissibility criterion.

Remark 4.2. If the backward or forward wave curve crosses the ESCs, there are cases where the line segment joining $\left(v_{1}, f\left(v_{1}\right)\right)$ and $\left(v_{2}, f\left(v_{2}\right)\right)$ intersect with the graph of $f$ at another $v$ in the hyperbolic region. We denote this $v$ by $v_{*}$. In this case we may have multiple solutions. One solution consists of $v_{\ell}, v_{1}, v_{2}$, and $v_{r}$ and another solution consists of $v_{\ell}, v_{1}, v_{*}$, and $v_{r}$. For example, suppose $v_{*}$ is in the $\beta$ phase; see Figure 4.4. For each value of $v_{r}$ in the $\beta$-phase the solution with $v_{*}$ is not feasible except when $v_{*}=v_{r}$ since the characteristic condition (4.3) is not satisfied. If $v_{*}=v_{r}$, the constant state $v_{2}$ degenerate into a line in the $x t$-plane. In this case we interpret that $v_{1}$ and $v_{*}=v_{r}$ are connected by a phase boundary and there is no forward wave.
4.2. Two phase boundaries. In this subsection we construct the solution to the Riemann problem where both $v_{\ell}$ and $v_{r}$ are given in the same phase. We assume that they are given in the $\alpha$-phase. There are two possibilities. One possibility is that there is no phase boundary and the middle constant state $\left(v_{m}, u_{m}\right)$ is connected to $\left(v_{\ell}, u_{\ell}\right)$ and $\left(v_{r}, u_{r}\right)$ by the backward wave and the forward wave, respectively. This is what we observe in the hyperbolic case. This solution will be referred to as the solution with no phase boundary. Another possibility is that the solution has five constant states $\left(v_{\ell}, u_{\ell}\right),\left(v_{1}, u_{1}\right),\left(v_{2}, u_{2}\right),\left(v_{3}, u_{3}\right)$, and $\left(v_{r}, u_{r}\right)$ which are separated by the backward wave, two phase boundaries, and the forward wave, respectively, from left to right. In this case $v_{1}$ and $v_{3}$ are in the $\alpha$-phase and $v_{2}$ is in the $\beta$-phase. This solution will be referred to as the solution with two phase boundaries. From Lemmas 3.1 and 3.2 , there are four possible connections as in section 3. For example, if both the backward and forward waves are shocks, we have

$$
\begin{align*}
& u_{2}=u_{\ell}-\sigma_{b}\left(v_{1}-v_{\ell}\right)-\sigma_{p_{1}}\left(v_{2}-v_{1}\right)  \tag{4.14}\\
& u_{r}=u_{2}-\sigma_{p_{2}}\left(v_{3}-v_{2}\right)-\sigma_{f}\left(v_{r}-v_{3}\right) \tag{4.15}
\end{align*}
$$

where $\sigma_{b}=-\sqrt{\frac{f_{1}-f_{\ell}}{v_{1}-v_{\ell}}}, \sigma_{p_{1}}=-\sqrt{\frac{f_{2}-f_{1}}{v_{2}-v_{1}}}, \sigma_{p_{2}}=\sqrt{\frac{f_{3}-f_{2}}{v_{3}-v_{2}}}$, and $\sigma_{f}=-\sqrt{\frac{f_{3}-f_{r}}{v_{3}-v_{r}}}$. We regard $v_{1}$ and $v_{3}$ as functions of $v_{2}$ and $u_{2}$ and take partial derivatives. Then, we obtain

$$
\begin{gathered}
\frac{\partial v_{1}}{\partial v_{2}}=\frac{-\sigma_{b}\left(\sigma_{p_{1}}^{2}+\lambda_{2}^{2}\right)}{\left(-\sigma_{b}+\sigma_{p_{1}}\right)\left(\lambda_{1}^{2}-\sigma_{b} \sigma_{p_{1}}\right)}, \quad \frac{\partial v_{1}}{\partial u_{2}}=\frac{-2 \sigma_{b} \sigma_{p_{1}}}{\left(-\sigma_{b}+\sigma_{p_{1}}\right)\left(\lambda_{1}^{2}+\sigma_{b} \sigma_{p_{1}}\right)} \\
\frac{\partial v_{3}}{\partial v_{2}}=\frac{\sigma_{f}\left(\sigma_{p_{2}}^{2}+\lambda_{2}^{2}\right)}{\left(\sigma_{f}-\sigma_{p_{2}}\right)\left(\lambda_{3}^{2}-\sigma_{f} \sigma_{p_{2}}\right)}, \quad \frac{\partial v_{3}}{\partial u_{2}}=\frac{\left.2 \sigma_{f} \sigma_{p_{2}}\right)}{\left(\sigma_{f}-\sigma_{p_{2}}\right)\left(\lambda_{3}^{2}-\sigma_{f} \sigma_{p_{2}}\right)}
\end{gathered}
$$

If the backward or forward wave is a rarefaction wave, we replace $\sigma_{b}$ or $\sigma_{f}$ with $-\lambda_{1}$ or $\lambda_{2}$, respectively. Note that there are singularities if $\sigma_{p_{1}}=\sigma_{b}$ or $-\lambda_{1}$ and $\sigma_{p_{2}}=\sigma_{f}$ or $\lambda_{3}$.

The optimization problem is given by

$$
\begin{equation*}
\min E \tag{4.16}
\end{equation*}
$$

subject to

$$
\begin{equation*}
\sigma_{p_{1}} A\left(v_{1}, v_{2}\right) \leq 0, \quad \sigma_{p_{2}} A\left(v_{2}, v_{3}\right) \leq 0 \tag{4.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{b} \text { or }-\lambda_{1} \leq \sigma_{p_{1}} \leq 0 \leq \sigma_{p_{2}} \leq \sigma_{f} \text { or } \lambda_{3}, \tag{4.18}
\end{equation*}
$$

and

$$
\begin{align*}
& u_{2}=u_{\ell}+\left\{\begin{array}{c}
-\sigma_{b}\left(v_{1}-v_{\ell}\right)\left(\text { if } v_{\ell}>v_{1}\right) \\
\int_{v_{\ell}}^{v_{1}} \lambda(w) d w\left(\text { if } v_{\ell} \leq v_{1}\right)
\end{array}\right\}-\sigma_{p_{1}}\left(v_{2}-v_{1}\right),  \tag{4.19}\\
& u_{r}=u_{2}-\sigma_{p_{2}}\left(v_{3}-v_{2}\right)-\left\{\begin{array}{c}
\sigma_{f}\left(v_{r}-v_{3}\right)\left(\text { if } v_{r}>v_{3}\right) \\
\int_{v_{3}}^{v_{r}} \lambda(w) d w\left(\text { if } v_{r} \leq v_{3}\right)
\end{array}\right\},
\end{align*}
$$

where

$$
E=E_{b}+\sigma_{p_{1}} A\left(v_{1}, v_{2}\right)+\sigma_{p_{2}} A\left(v_{2}, v_{3}\right)+E_{f}
$$

and

$$
\begin{aligned}
& E_{b}=\left\{\begin{array}{cc}
\sigma_{b} A\left(v_{\ell}, v_{1}\right), & v_{\ell}>v_{1} \\
0, & v_{\ell} \leq v_{1}
\end{array}\right. \\
& E_{f}=\left\{\begin{array}{cc}
\sigma_{f} A\left(v_{3}, v_{r}\right), & v_{r}>v_{3} \\
0, & v_{r} \leq v_{3}
\end{array}\right.
\end{aligned}
$$

We take $\left(v_{2}, u_{2}\right)$ as independent variables. Lemma 3.2 implies that it is enough to consider the case where two phase boundaries satisfy the condition in (4.18).

As in the previous subsection we draw the backward wave curve and the forward wave curve from $\left(v_{\ell}, u_{\ell}\right)$ and $\left(v_{r}, u_{r}\right)$, respectively. Denote the intersection point by $\left(v_{m}, u_{m}\right)$ if it exists. There are three cases depending on the relation between the two curves.
(d) Two curves do not intersect.
(e) Two curves intersect and $v_{m}>v_{\alpha}$. Therefore, $v_{m}$ is in the metastable state.
(f) Two curves intersect and $v_{m} \leq v_{\alpha}$. Therefore, $v_{m}$ is in the stable state.

In case (d) we measure the gap between the BWC and FWC by the difference of $u$ on the BWC and FWC at $v=\alpha$.

THEOREM 4.7. In case (d) there exists an absolute minimum for the minimization problem (4.16), (4.17), (4.18), and (4.19). if the gap between the BWC and FWC is small. In case (e) there exists an absolute minimum for the minimization problem which is smaller than the solution with no phase boundary provided that

$$
\begin{equation*}
\frac{\partial E}{\partial v_{2}}>0 \tag{4.20}
\end{equation*}
$$

holds at $\left(v_{2}, u_{2}\right)=\left(v_{s}, u_{s}\right)$. On the other hand, in case (f) there is no solution with two phase boundaries satisfying the condition (4.17). Therefore, the solution with no phase boundary is admissible in this case.

Proof. In each case we identify the region of $\left(v_{2}, u_{2}\right)$ where the solution satisfies (4.17) and (4.18). We call this region the feasible region. The construction is similar to the previous subsection. For a given backward wave curve $B^{r}\left(v_{\ell}, u_{\ell}\right)$, we draw the curves satisfying the equalities in (4.17) and (4.18). Since $\sigma_{p_{1}} \leq 0$, we have

$$
u_{2}=u_{1}-\sigma_{p_{1}}\left(v_{2}-v_{1}\right) \geq u_{1} .
$$

This implies that the feasible region lies above the stationary curve of the backward wave curve. Also, we draw the curves satisfying the equalities in (4.17) and (4.18) for a given forward wave curve $F^{\ell}\left(v_{r}, u_{r}\right)$. The feasible region lies below the stationary curve of the forward wave curve. The results corresponding to cases (d), (e), and (f) are given in Figures 4.5, 4.6, and 4.7, respectively. In Figure 4.6 the point $S$ at which two stationary phase boundaries meet is denoted by $\left(v_{s}, u_{s}\right)$. In case (d) we need two phase boundaries to connect $\left(v_{\ell}, u_{\ell}\right)$ and $\left(v_{r}, u_{r}\right)$. In case (e) the condition (4.20) implies that the solutions with two phase boundaries have lower entropy rates than the solution with no phase boundary provided that (4.20) holds at $v_{2}=v_{s}$, where the constant state $\left(v_{2}, u_{2}\right)$ degenerates into a vertical line in the $x t$-plane. Note that
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$\frac{\partial E}{\partial u_{2}}=0$ at $\left(v_{2}, u_{2}\right)=\left(v_{s}, u_{s}\right)$. In cases (d) and (e) we move $\left(v_{2}, u_{2}\right)$ in the shaded regions and find the minimum of the entropy rate. In case ( f ) there is no region where (4.17) and (4.18) are satisfied. In this case we observe the admissible solution with no phase change.

Remark 4.3. In case (d) if the gap between the forward wave and backward wave curves is large, the relation between EAC and ESC-II is not clear. For example, EAC and ESC-II from the backward wave curve or from the forward wave curve may
intersect. Even if this occurs, we have an admissible solution as long as two ESC-IIs intersect.

Remark 4.4. In [28] Shearer discussed the nonuniqueness of the Riemann problem. He has observed that when $\left(v_{\ell}, u_{\ell}\right)$ and $\left(v_{r}, u_{r}\right)$ are connected by the backward rarefaction wave and the forward rarefaction wave, there exists another solution where $\left(v_{\ell}, u_{\ell}\right)$ and $\left(v_{r}, u_{r}\right)$ are connected by the backward rarefaction wave, the backward phase boundary, the forward phase boundary, and the forward rarefaction wave. He has shown that there are cases where both solutions are admissible if the viscositycapillarity criterion is employed. Fan [7] compared two types of solutions discussed in Shearer and has shown that the solution with two phase boundaries has the lower entropy rate. The results in Theorem 4.7 generalize Fan's result and classify $\left(v_{\ell}, u_{\ell}\right)$ and $\left(v_{r}, u_{r}\right)$ according to which type of solutions we observe.

Remark 4.5. It should be noted that Figures 4.1-4.7 are for the case where $v_{e}$ defined in section 2 is in the spinodal region. If this condition is violated, Lemma 3.2 may not hold. The equal speed curves and the equal area curves may intersect if the gap between the forward and backward waves is large. If this happens, we may observe a situation depicted in Figure 4.8. In this figure, $v_{1}$ is connected to $v_{2}$ by a backward phase boundary and then $v_{2}$ is connected to $v_{3}$ by another backward phase boundary. Note that the second phase boundary intersects with the hyperbolic region. If we allow this type of phase boundary, the above two backward phase boundaries satisfy the entropy condition and the solution to the Riemann problem with three or more phase boundaries may become feasible. For example, in Figure $4.8 v_{3}$ can be connected to $v_{4}$ by a forward phase boundary and then to $v_{5}$ by another forward phase boundary. Therefore, if we identify $v_{1}=v_{\ell}$ and $v_{4}=v_{r}$, and disregard the connection from $v_{4}$ to $v_{5}$, we see that the solution with three phase boundaries becomes feasible if $v_{\ell}$ and $v_{r}$ are specified in the different phases. If we identify $v_{1}=v_{\ell}$ and $v_{5}=v_{r}$, then we see that the solution with four phase boundaries becomes feasible if $v_{\ell}$ and $v_{r}$ are specified in the same phase.
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# PARAMETRIC RESONANCE IN WAVE EQUATIONS WITH A TIME-PERIODIC POTENTIAL* 
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#### Abstract

We consider the wave equation in three space dimensions perturbed by a timeperiodic potential with compact support in space, multiplied by a small parameter, $\varepsilon$. When $\varepsilon=0$, the scattering theory of Lax and Phillips defines scattering frequencies which describe the decay of solutions in the neighborhood of the support of the potential. For $\varepsilon>0$, scattering frequencies are defined; they are analogous to Floquet exponents. We show that when the frequency of the timeperiodic potential is a multiple of the real part of a scattering frequency $\sigma_{0}$ for the time-independent case, resonance occurs. When $\varepsilon$ increases from zero, the scattering frequency $\sigma_{0}$ splits in a symmetric fashion, defining outgoing solutions which decay faster or slower than those of the time-independent problem. An example is given in the case of spherical symmetry of the potential.


Key words. wave equation, scattering, periodic, resonance
AMS subject classifications. 34, 35, 46

## PII. S0036141098340703

1. Introduction. Consider the wave equation with a time-dependent potential

$$
\begin{equation*}
u_{t t}-\Delta u+q_{0}(x) u+\varepsilon p(t) q_{1}(x) u=0 . \tag{1.1}
\end{equation*}
$$

Here $p(t)$ has period $T$ and $\varepsilon$ is a small parameter. We think of this equation as a PDE generalization of Hill's equation

$$
\begin{equation*}
u^{\prime \prime}(t)+q_{0} u+\varepsilon p(t) u=0 \tag{1.2}
\end{equation*}
$$

If the period $T$ of $p$ is a suitable multiple of $2 \pi / \sqrt{q_{0}}$, a resonance occurs, producing an exponentially growing solution of (1.2)(see [9]).

We look for similar behavior for the solutions of (1.1). Our study is motivated by our interest in the behavior of scattering frequencies for (1.1) when $q_{0}$ and $q_{1}$ have compact support in $R^{3}$.

In section 2 we recall some elements of Kato's treatment of analytic perturbations of linear operators [4]. In section 3 we apply this theory to an abstract evolution equation in a complex Hilbert space $H$,

$$
\begin{equation*}
u_{t}=A u+\varepsilon p(t) Q u \tag{1.3}
\end{equation*}
$$

We assume that $A$ generates a strongly continuous semigroup of contraction operators $U(t)$ on $H$ and that $Q$ is a bounded operator on $H$. We assume that $A$ and $Q$ take real vectors into real vectors. For certain values of $T, U(T)$ will have a real eigenvector $\lambda_{0}$. We assume that $\lambda_{0}$ is an isolated point of the spectrum of $U(T)$ with finite multiplicity and no generalized eigenvalues. We show that when $p$ has period $T$, the eigenvalue $\lambda_{0}$ splits in a symmetric fashion into several branches $\lambda_{j}(\varepsilon)$ determined by the eigenvectors of $A$.

[^39]In section 4 , we apply the results of section 3 to (1.1) defined for $(x, t) \in R^{3} \times R$ where $q_{0}(x)$ and $q_{1}(x)$ have compact support. We do not apply the theory directly to the solutions of (1.1) but rather to a local semigroup $Z(t)$ associated with the solutions of (1.1) with $\varepsilon=0$. This local semigroup (discussed by Lax and Phillips in [6]) describes the behavior of the solutions in a neighborhood of the support of the scattering potential. In particular $Z(t)$ is compact and has eigenvalues $\exp (i \sigma t)$. The complex numbers $\sigma$ are called the scattering frequencies for (1.1) with $\varepsilon=0$. The finite energy solutions of (1.1) with $\varepsilon=0$ decay exponentially in the local energy norm which corresponds to the fact that the scattering frequencies $\sigma$ satisfy $\operatorname{Im}(\sigma)>0$. Scattering frequencies are also defined for (1.1) when $\varepsilon \neq 0$ (see [1]). In [2], it was shown that the scattering frequencies of (1.1) depend on $\varepsilon$ in a continuous fashion. Numerical computations of the scattering frequencies for equations like (1.1) were done in [7] and [8]. These computations showed that the effect of the periodic perturbation may be to force some of the scattering frequencies to the lower half plane, corresponding to exponentially growing solutions of (1.1). In this paper we show that if $\sigma_{0}=\nu_{0}+i \kappa_{0}$ is a scattering frequency for (1.1) with $\varepsilon=0$, with no generalized eigenvectors, and $T=2 \pi / \nu_{0}$, then $\sigma_{0}$ splits into several branches when $\varepsilon \neq 0$. The directions of the splitting are symmetric with respect to the origin and with respect to the imaginary axis. An example of this splitting is given for spherically symmetric solutions when $q_{0}$ and $q_{1}$ are real constants. In this case the resonant scattering frequency splits along a vertical line with one branch heading south and one branch heading north. At this time we are still unable to show that as $\varepsilon$ increases, one of the resonant scattering frequencies crosses the real axis.

Finally we remark that there is a large literature which treats the Schrödinger equation with a time-periodic potential (for a survey, see the article of Howland [3]). This approach, which uses a quasi energy, did not seem to yield any additional results because of the special nature of the semigroup $Z(t)$. Furthermore our results do not seem to apply to the Schrödinger case because of our hypothesis that the eigenvalue $\lambda_{0}$ be an isolated point of the spectrum of $U(T)$.
2. Analytic perturbation theory. In this section we recall several results from the theory of analytic perturbations of the spectrum of a bounded operator. The standard reference is Kato [4].

Let $\varepsilon \rightarrow L(\varepsilon)$ be a holomorphic family of bounded linear operators on a complex Hilbert space $H$, defined on a neighborhood of $\varepsilon=0$. We abbreviate $L(0)$ by writing simply $L . L(\varepsilon)$ may be expanded in a power series, convergent in the operator norm,

$$
\begin{equation*}
L(\varepsilon)=L+\varepsilon L_{1}+\varepsilon^{2} L_{2}+\cdots \tag{2.1}
\end{equation*}
$$

$L_{n}=L^{(n)}(0) / n$ ! are bounded operators on $H$.
Let $\lambda_{0} \in C$ be an isolated point of the spectrum of $L$ which is an eigenvalue of geometric and algebraic multiplicity $m$. In this case we can apply the finite dimensional theory. $\lambda_{0}$ is a semisimple eigenvalue in the terminology of Kato. The eigenvalue $\lambda_{0}$ may split into several branches $\left\{\lambda_{1}(\varepsilon), \ldots, \lambda_{s}(\varepsilon)\right\}, 1 \leq s \leq m$. Let $D=\left\{|\varepsilon|<\varepsilon_{0}\right\}$ and $D_{0}=D-\{0\}$.

THEOREM 2.1. Each of the branches $\lambda_{j}(\varepsilon)$ is differentiable at $\varepsilon=0$ and holomorphic on $D_{0}$ for $\varepsilon_{0}$ sufficiently small.

Let $\Gamma$ be a small circle that encloses $\lambda_{0}$ and $\lambda_{j}(\varepsilon)$ for $|\varepsilon| \leq \varepsilon_{0}$, and such that $\Gamma$ does not meet any other part of the spectrum of $L(\varepsilon)$. Let $R(\zeta, \varepsilon)=(L(\varepsilon)-\zeta)^{-1}$ be
the resolvant. Then define

$$
\begin{equation*}
P(\varepsilon)=-\frac{1}{2 \pi i} \int_{\Gamma} R(\zeta, \varepsilon) d \zeta \tag{2.2}
\end{equation*}
$$

$P(\varepsilon)$ is the projection on the total eigenspace corresponding to the eigenvalues $\left\{\lambda_{1}(\varepsilon), \ldots, \lambda_{s}(\varepsilon)\right\}$.

ThEOREM 2.2. $\varepsilon \rightarrow P(\varepsilon)$ is holomorphic on $D$. The dimension of the range of $P(\varepsilon)$ is constant, equal to $m$.

Let $E$ denote the (finite dimensional) eigenspace of $\lambda_{0}$ and let $P=P(0)$ denote the projection onto $E$. Note that the adjoint of $P, P^{*}$, is the projection onto the eigenspace $E^{*}$ of $L^{*}$ for the eigenvalue $\overline{\lambda_{0}}$. It is easy to verify that

$$
\begin{equation*}
P^{*}=-\frac{1}{2 \pi i} \int_{\Gamma^{*}} R^{*}(\zeta, 0) d \zeta \tag{2.3}
\end{equation*}
$$

where $\Gamma^{*}$ is a small circle containing $\overline{\lambda_{0}}$.
Because $\lambda_{0}$ is a semisimple eigenvalue, the function $\varepsilon \rightarrow\left(L(\varepsilon)-\lambda_{0}\right) P(\varepsilon)$ is holomorphic on $D$ and vanishes at $\varepsilon=0$. Thus it may be expanded in a convergent power series

$$
\begin{equation*}
\left(L(\varepsilon)-\lambda_{0}\right) P(\varepsilon)=\sum_{1}^{\infty} \varepsilon^{n} \tilde{L}_{n} \tag{2.4}
\end{equation*}
$$

The operators $\tilde{L}_{n}$ are determined from the $L_{n}$ as follows. First we expand $R(\zeta, \varepsilon)$ in a power series in $\varepsilon$ :

$$
\begin{equation*}
R(\zeta, \varepsilon)=R(\zeta)+R_{1}(\zeta) \varepsilon+R_{2}(\zeta) \varepsilon^{2}+\cdots \tag{2.5}
\end{equation*}
$$

where $R(\zeta)=R(\zeta, 0)$ and

$$
\begin{gather*}
R_{1}(\zeta)=-R(\zeta) L_{1} R(\zeta)  \tag{2.6}\\
R_{2}(\zeta)=-R(\zeta) L_{2} R(\zeta)+R(\zeta) L_{1} R(\zeta) L_{1} R(\zeta) \tag{2.7}
\end{gather*}
$$

Now since

$$
\begin{equation*}
\left(L(\varepsilon)-\lambda_{0}\right) P(\varepsilon)=-\frac{1}{2 \pi i} \int_{\Gamma}\left(\zeta-\lambda_{0}\right) R(\zeta, \varepsilon) d \zeta \tag{2.8}
\end{equation*}
$$

we may substitute the expansion (2.5) into (2.8) and use (2.6) and (2.7) to yield the expressions for $\tilde{L_{1}}$ and $\tilde{L_{2}}$,

$$
\begin{gather*}
\tilde{L_{1}}=\frac{1}{2 \pi i} \int_{\Gamma}\left(\zeta-\lambda_{0}\right) R(\zeta) L_{1} R(\zeta) d \zeta  \tag{2.9}\\
\tilde{L_{2}}=\frac{1}{2 \pi i} \int_{\Gamma}\left(\zeta-\lambda_{0}\right)\left[R(\zeta) L_{2} R(\zeta)-R(\zeta) L_{1} R(\zeta) L_{1} R(\zeta)\right] d \zeta \tag{2.10}
\end{gather*}
$$

We can get more explicit expressions for $\tilde{L_{1}}$ and $\tilde{L_{2}}$ using the Laurent expansion for $R(\zeta)$ at $\lambda_{0}$ :

$$
\begin{equation*}
R(\zeta)=-P\left(\zeta-\lambda_{0}\right)^{-1}+\sum_{1}^{\infty} S^{n}\left(\zeta-\lambda_{0}\right)^{n} \tag{2.11}
\end{equation*}
$$

where $S$ is the reduced resolvent of $L . S$ is defined by $S=\left(L-\lambda_{0}\right)^{-1}(I-P)$ on the range of $I-P$, and $S=0$ on $E$. Substitute (2.11) into (2.9) and (2.10) and perform the residue calculation. We obtain

$$
\begin{gather*}
\tilde{L_{1}}=P L_{1} P  \tag{2.12}\\
\tilde{L_{2}}=P L_{2} P-P L_{1} P L_{1} S-P L_{1} S L_{1} P-S L_{1} P L_{1} P  \tag{2.13}\\
=P L_{2} P-\tilde{L_{1}} L_{1} S-S L_{1} \tilde{L_{1}}-P L_{1} S L_{1} P
\end{gather*}
$$

Theorem 2.3. For each branch $\lambda_{j}(\varepsilon), \lambda_{j}^{\prime}(0)$ is an eigenvalue of $\tilde{L_{1}}$. Furthermore if $\varphi(\varepsilon)$ is a continuous family of eigenvectors of $L(\varepsilon)$ with eigenvalue $\lambda_{j}(\varepsilon)$,

$$
\begin{equation*}
L(\varepsilon) \varphi(\varepsilon)=\lambda_{j}(\varepsilon) \varphi(\varepsilon) \tag{2.14}
\end{equation*}
$$

then $\varphi(0)$ is an eigenvector of $\tilde{L_{1}}$,

$$
\begin{equation*}
\tilde{L_{1}} \varphi(0)=\lambda_{j}^{\prime}(0) \varphi(0) \tag{2.15}
\end{equation*}
$$

Proof. For each $\varepsilon$, let $\varphi(\varepsilon)$ be an eigenvector of $L(\varepsilon)$ with eigenvalue $\lambda_{j}(\varepsilon)$, that is, (2.14). We may assume that $\|\varphi(\varepsilon)\|=1$. Then because the unit ball in $H$ is weakly compact, we can extract a subsequence $\varepsilon_{k} \rightarrow 0$ such that $\varphi\left(\varepsilon_{k}\right) \rightarrow w$ weakly in $H$. Since $\left\|\varphi\left(\varepsilon_{k}\right)\right\|=1$ we also have $\varphi\left(\varepsilon_{k}\right) \rightarrow w$ strongly in $H$. We rewrite the left side of (2.4) as

$$
\begin{aligned}
\left(L\left(\varepsilon_{k}\right)-\lambda_{0}\right) P\left(\varepsilon_{k}\right) \varphi\left(\varepsilon_{k}\right) & =\left(L\left(\varepsilon_{k}\right)-\lambda_{j}\left(\varepsilon_{k}\right)+\lambda_{j}\left(\varepsilon_{k}\right)-\lambda_{0}\right) \varphi\left(\varepsilon_{k}\right) \\
& =\left(\lambda_{j}\left(\varepsilon_{k}\right)-\lambda_{0}\right) \varphi\left(\varepsilon_{k}\right)
\end{aligned}
$$

Then dividing (2.4) by $\varepsilon_{k}$ we have

$$
\frac{\lambda\left(\varepsilon_{k}\right)-\lambda_{0}}{\varepsilon_{k}} \varphi\left(\varepsilon_{k}\right)=\tilde{L_{1}} \varphi\left(\varepsilon_{k}\right)+\sum_{n=2}^{\infty} \varepsilon_{k}^{n-1} \tilde{L_{n}} \varphi\left(\varepsilon_{k}\right)
$$

We take the limit as $k \rightarrow \infty$ and deduce that $\lambda_{j}^{\prime}(0) w=\tilde{L_{1}} w$. Of course, the same results hold if $\varphi(\varepsilon)$ is any continuous family of eigenvectors satisfying (2.14).

If $\lambda_{j}^{\prime}(0)$ is a semisimple eigenvalue of $\tilde{L_{1}}$, we may apply Theorem 2.1, and deduce that $\lambda_{j}(\varepsilon)$ is twice differentiable at $\varepsilon=0$.

THEOREM 2.4. Assume that $\varphi(\varepsilon)$ is a continuous family of eigenvectors satisfying (2.14). Assume that $\tilde{L_{1}}=0$. Then $\lambda_{j}^{\prime}(0)=0$ for each $j$ and $\varphi(0)$ is an eigenvector of $\tilde{L_{2}}$ with eigenvalue $2 \lambda_{j}^{\prime \prime}(0)$,

$$
\begin{equation*}
\tilde{L_{2}} \varphi(0)=2 \lambda_{j}^{\prime \prime}(0) \varphi(0) \tag{2.16}
\end{equation*}
$$

Note that in this case, (2.13) becomes

$$
\begin{equation*}
\tilde{L_{2}}=P L_{2} P-P L_{1} S L_{1} P \tag{2.17}
\end{equation*}
$$

Proof. Since $\tilde{L_{1}}=0,(2.5)$ yields

$$
\begin{aligned}
\tilde{L_{2}} \varphi(\varepsilon)+\sum_{n=3}^{\infty} \varepsilon^{n-2} \tilde{L_{n}} \varphi(\varepsilon) & =\frac{L(\varepsilon)-\lambda_{0}}{\varepsilon^{2}} P(\varepsilon) \varphi(\varepsilon) \\
& =\frac{\lambda(\varepsilon)-\lambda_{0}}{\varepsilon^{2}} \varphi(\varepsilon)
\end{aligned}
$$

Now taking the limit as $\varepsilon \rightarrow 0$ yields (2.16).
3. Parametric resonance. Let $H$ be a complex Hilbert space, with scalar product $(u, v)$ and norm $\|u\|$. Let $A$ be the generator of a $C_{0}$ contraction semigroup $U(t)$ on $H,\|U(t)\| \leq 1$. Let $Q$ be a bounded operator on $H$ and let $p(t)$ be a continuous, real valued function. We assume

$$
\begin{equation*}
u \in D(A) \Longleftrightarrow \bar{u} \in D(A), \quad \overline{A u}=A \bar{u}, \quad \overline{Q u}=Q \bar{u} \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
p \text { has period } T \text { with } \int_{0}^{T} p(t) d t=0 \tag{3.2}
\end{equation*}
$$

We consider the abstract differential equation for a function $t \rightarrow u(t)$ taking values in H,

$$
\begin{equation*}
\frac{d u}{d t}=A u+\varepsilon p(t) Q u \tag{3.3}
\end{equation*}
$$

where $\varepsilon$ is a small parameter.
We assume that $\mu=-\kappa_{0}+i \nu_{0}$, with $\kappa_{0} \geq 0$ and $\nu_{0}>0$, is an eigenvalue of $A$ with geometric and algebraic multiplicity $m \geq 1$. Thus there are independent eigenvectors

$$
\begin{equation*}
A \varphi_{j}=\mu \varphi_{j}, \quad j=1, \ldots, m \tag{3.4}
\end{equation*}
$$

Because of (3.1), $\bar{\mu}$ is also an eigenvalue for $A$, with eigenvectors $\overline{\varphi_{j}}$ :

$$
A \bar{\varphi}_{j}=\bar{\mu} \bar{\varphi}_{j}, \quad j=1, \ldots, m
$$

Finally we assume

$$
\begin{equation*}
\nu_{0}=2 \pi / T \tag{3.5}
\end{equation*}
$$

and we assume that

$$
\begin{equation*}
\lambda_{0}=e^{\mu T}=e^{-\kappa_{0} T} \tag{3.6}
\end{equation*}
$$

is an isolated point of the spectrum of $U(T)$.
It follows that $\lambda_{0}$ is an eigenvalue of $U(T)$ of algebraic and geometric multiplicity $2 m$. Let $E$ denote the $2 m$ dimensional eigenspace.

The solution of the initial value problem for (3.3) is given by an evolution operator $U_{\varepsilon}(t, s)$ for $s \leq t$; see Kato [5]. Integrating (3.3), we have

$$
\begin{equation*}
U_{\varepsilon}(t, s)=U(t-s)+\varepsilon \int_{s}^{t} U(t-\tau) p(\tau) Q U_{\varepsilon}(\tau, s) d \tau \quad \text { for } \quad s \leq t \tag{3.7}
\end{equation*}
$$

THEOREM 3.1. $\varepsilon \rightarrow U_{\varepsilon}(t, s)$ is an entire holomorphic family of bounded evolution operators $U_{\varepsilon}(t, s): H \rightarrow H$ for $s \leq t$.

Proof. We compute the derivatives of $U_{\varepsilon}(t, s)$ at $\varepsilon=0$ formally, and show that these derivatives yield a convergent power series. For $f \in H$ and $s$ fixed, let

$$
z(t, \varepsilon)=U_{\varepsilon}(t, s) f, \quad t \geq s
$$

Then $z(t, \varepsilon)$ satisfies

$$
z(t, \varepsilon)=U(t-s) f+\varepsilon \int_{s}^{t} U(t-\tau) p(\tau) Q z(\tau, \varepsilon) d \tau
$$

Formally differentiating, we see that

$$
\begin{equation*}
\frac{\partial z(t, \varepsilon)}{\partial \varepsilon}=\int_{s}^{t} U(t-\tau) p(\tau) Q z(\tau, \varepsilon) d \tau+\varepsilon \int_{s}^{t} U(t-\tau) p(\tau) Q \frac{\partial z(\tau, \varepsilon)}{\partial \varepsilon} d \tau \tag{3.8}
\end{equation*}
$$

so that

$$
\begin{equation*}
z_{1}(t) \equiv \frac{\partial z(t, 0)}{\partial \varepsilon}=\int_{s}^{t} U(t-\tau) p(\tau) Q z_{0}(\tau) d \tau \tag{3.9}
\end{equation*}
$$

where $z_{0}(\tau)=U(\tau) f$. In general we have

$$
\begin{equation*}
z_{n}(t) \equiv \frac{\partial^{n} z(t, 0)}{\partial \varepsilon^{n}}=n \int_{s}^{t} U(t-\tau) p(\tau) Q z_{n-1}(\tau) d \tau \tag{3.10}
\end{equation*}
$$

Let $\alpha=\max |p(t)|$. Equation (3.10) yields the inequality

$$
\begin{aligned}
\left\|z_{n}(t)\right\| & \leq n \alpha \int_{s}^{t}\|U(t-\tau)\|\|Q\|\left\|z_{n-1}(\tau)\right\| d \tau \\
& \leq n \alpha\|Q\| \int_{s}^{t}\left\|z_{n-1}(\tau)\right\| d \tau
\end{aligned}
$$

By induction we find that

$$
\left\|z_{n}(t)\right\| \leq(\alpha\|Q\|(t-s))^{n}\|f\|
$$

Thus $z(t, \varepsilon)$ has the convergent power series

$$
\begin{equation*}
z(t, \varepsilon)=\sum_{0}^{\infty} \frac{z_{n}(t) \varepsilon^{n}}{n!} \tag{3.11}
\end{equation*}
$$

with

$$
\|z(t, \varepsilon)\| \leq \sum_{0}^{\infty} \frac{(\alpha\|Q\|(t-s)|\varepsilon|)^{n}}{n!}\|f\| \leq e^{\alpha\|Q\|(t-s)|\varepsilon|}\|f\|
$$

The theorem is proved.
Now we wish to apply the results of section 2 to the holomorphic family of operators

$$
\varepsilon \rightarrow L(\varepsilon) \equiv U_{\varepsilon}(T, 0)
$$

and investigate the behavior of the eigenvalues that split from $\lambda_{0}$ for $\varepsilon \neq 0$. From (3.9) and (3.10) we see that

$$
\begin{equation*}
L_{1} f=\int_{0}^{T} U(T-s) p(s) Q U(s) f d s \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{2} f=\int_{0}^{T} U(T-s) p(s) Q U(s) \int_{0}^{s} U(s-\tau) p(\tau) Q U(\tau) f d \tau d s \tag{3.13}
\end{equation*}
$$

To get more information about how the eigenvalue $\lambda_{0}$ splits, we use the $2 m$ dimensional basis of eigenvectors of $E$, arranged as follows:

$$
\begin{equation*}
\varphi_{1}, \overline{\varphi_{1}}, \ldots, \varphi_{m}, \overline{\varphi_{m}} \tag{3.14}
\end{equation*}
$$

We introduce a basis for the $2 m$ dimensional eigenspace $E^{*}$ of $U(T)^{*}$ (with the same real eigenvalue $\left.\lambda_{0}=\exp \left(-\kappa_{0} T\right)\right)$. Let $\psi_{1}, \ldots, \psi_{m}$ be the eigenvectors of $A^{*}$ with eigenvalue $\bar{\mu}$ :

$$
A^{*} \psi_{j}=\bar{\mu} \psi_{j}, \quad j=1, \ldots, m
$$

Then, because of $(3.1), \bar{\psi}_{j}$ are also eigenvectors of $A^{*}$

$$
A^{*} \bar{\psi}_{j}=\mu \bar{\psi}_{j}, \quad j=1, \ldots, m
$$

We take the basis of $E^{*}$ as $\psi_{1}, \bar{\psi}_{1}, \ldots, \psi_{m}, \bar{\psi}_{m}$. We observe that

$$
\begin{equation*}
\left(\varphi_{j}, \bar{\psi}_{k}\right)=0, \quad 1 \leq j, \quad k \leq m \tag{3.15}
\end{equation*}
$$

whence

$$
\left(\bar{\varphi}_{j}, \psi_{k}\right)=\overline{\left(\varphi_{j}, \bar{\psi}_{k}\right)}=0, \quad 1 \leq j, \quad k \leq m
$$

This is easily seen since

$$
\mu\left(\varphi_{j}, \bar{\psi}_{k}\right)=\left(A \varphi_{j}, \bar{\psi}_{k}\right)=\left(\varphi_{j}, A^{*} \bar{\psi}_{k}\right)=\left(\varphi_{j}, \mu \bar{\psi}_{k}\right)=\bar{\mu}\left(\varphi_{j}, \bar{\psi}_{k}\right)
$$

Since we assume $\nu_{0}=\operatorname{Im}(\mu)>0$, this implies (3.15).
Let $N$ be the $2 m \times 2 m$ matrix consisting of the $2 \times 2$ blocks

$$
N_{i, j}=\left[\begin{array}{cc}
\left(\varphi_{i}, \psi_{j}\right) & \left(\bar{\varphi}_{i}, \psi_{j}\right)  \tag{3.16}\\
\left(\varphi_{i}, \bar{\psi}_{j}\right) & \left(\bar{\varphi}_{i}, \bar{\psi}_{j}\right)
\end{array}\right], \quad i, j=1, \ldots, m
$$

We let $M$ be the $2 m \times 2 m$ matrix consisting of the $2 \times 2$ blocks

$$
M_{i, j}=\left[\begin{array}{cc}
\left(L_{1} \varphi_{i}, \psi_{j}\right) & \left(L_{1} \bar{\varphi}, \psi_{j}\right)  \tag{3.17}\\
\left(L_{1} \varphi_{i}, \bar{\psi}_{j}\right) & \left(L_{1} \bar{\varphi}_{i}, \bar{\psi}_{j}\right)
\end{array}\right], \quad i, j=1, \ldots, m
$$

Here $L_{1}$ is given by (3.12).
Theorem 3.2. Assume (3.1) and (3.2). Then the values $\rho_{j}=\lambda_{j}^{\prime}(0)$ of the derivatives of the branches $\lambda_{j}(\varepsilon)$ are the roots of the characteristic equation

$$
\begin{equation*}
\operatorname{det}(\rho N-M)=0 \tag{3.18}
\end{equation*}
$$

Furthermore, the roots $\rho$ of (3.18) are symmetric with respect to the origin and with respect to the real axis.

Proof. From Theorem 2.3, we know that the derivatives $\lambda_{j}^{\prime}(0)$ are the eigenvalues of $\tilde{L_{1}}=L_{1} P L_{1}$. Let $w$ be an eigenvector of $\tilde{L_{1}}$ with eigenvalue $\rho$,

$$
\begin{equation*}
\rho w=\tilde{L_{1}} w=P L_{1} w \tag{3.19}
\end{equation*}
$$

because $w \in E$. Now take scalar products with $\psi_{j}$ and $\bar{\psi}_{j}$ in (3.19),

$$
\begin{equation*}
\rho\left(w, \psi_{j}\right)=\left(P L_{1} w, \psi_{j}\right)=\left(L_{1} w, P^{*} \psi_{j}\right)=\left(L_{1} w, \psi_{j}\right) \tag{3.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho\left(w, \bar{\psi}_{j}\right)=\left(L_{1} w, \bar{\psi}_{j}\right) \tag{3.21}
\end{equation*}
$$

because $\psi_{j}, \bar{\psi}_{j} \in E^{*}$ and $P^{*}=I$ on $E^{*}$. Since $w \in E$, we can express $w$ uniquely as

$$
w=\sum_{j=1}^{m} a_{2 j-1} \varphi_{j}+\sum_{j=1}^{m} a_{2 j} \overline{\varphi_{j}}
$$

Substituting this expression into (3.20) and (3.21) yields

$$
\rho N a=M a
$$

where $a=\left(a_{1}, a_{2}, \ldots, a_{2 m}\right)$. This is equivalent to (3.18).
By (3.15), the blocks

$$
N_{i, j}=\left[\begin{array}{cc}
n_{i, j} & 0 \\
0 & \bar{n}_{i, j}
\end{array}\right]
$$

where $n_{i, j}=\left(\varphi_{i}, \psi_{j}\right)$.
To compute the elements of $M_{i, j}$, we use (3.12).

$$
\begin{aligned}
\left(L_{1} \varphi_{i}, \psi_{j}\right) & =\int_{0}^{T}\left(U(T-s) p(s) Q U(s) \varphi_{i}, \psi_{j}\right) d s=\int_{0}^{T} p(s)\left(Q U(s) \varphi_{i}, U(T-s)^{*} \psi_{j}\right) d s \\
& =\int_{0}^{T} p(s) e^{\mu s}\left(Q \varphi_{i}, e^{\bar{\mu}(T-s)} \psi_{j}\right)=e^{\mu T}\left(Q \varphi_{i}, \psi_{j}\right) \int_{0}^{T} p(s) d s=0
\end{aligned}
$$

by (3.2). Because $U(t)$ and $Q$ take real vectors into real vectors,

$$
\left(L_{1} \bar{\varphi}_{i}, \bar{\psi}_{j}\right)=\overline{\left(L_{1} \varphi_{i}, \psi_{j}\right)}=0
$$

Furthermore,

$$
\begin{align*}
m_{i, j} \equiv\left(L_{1} \bar{\varphi}_{i}, \psi_{j}\right) & =e^{\mu T}\left(Q \bar{\varphi}_{i}, \psi_{j}\right) \int_{0}^{T} p(s) e^{(\bar{\mu}-\mu) s} d s  \tag{3.22}\\
& =e^{-\kappa_{0} T}\left(Q \bar{\varphi}_{i}, \psi_{j}\right) p_{2}
\end{align*}
$$

where

$$
p_{2}=\int_{0}^{T} p(t) e^{-2 i \nu_{0} t} d t
$$

Also $\left(L_{1} \varphi_{i}, \bar{\psi}_{j}\right)=\overline{\left(L_{1} \bar{\varphi}_{i}, \psi_{j}\right)}$. Thus the $2 \times 2$ blocks $M_{i, j}$ have the form

$$
M_{i, j}=\left[\begin{array}{cc}
0 & m_{i, j} \\
\bar{m}_{i, j} & 0
\end{array}\right]
$$

The matrix $\rho N-M$ consists of the $2 \times 2$ blocks

$$
\rho N_{i, j}-M_{i, j}=\left[\begin{array}{cc}
\rho n_{i, j} & -m_{i, j} \\
-\bar{m}_{i, j} & \rho \bar{n}_{i, j}
\end{array}\right]
$$

Let $l(\rho)=\operatorname{det}(\rho N-M)$, whence $\overline{l(\rho)}=\operatorname{det}(\bar{\rho} \bar{N}-\bar{M})$ with blocks

$$
\bar{\rho} \bar{N}_{i, j}-\bar{M}_{i, j}=\left[\begin{array}{cc}
\bar{\rho} \bar{n}_{i, j} & -\bar{m}_{i, j} \\
-m_{i, j} & \bar{\rho} n_{i, j}
\end{array}\right]
$$

Now interchange rows $2 i-1$ and $2 i, i=1, \ldots, m$ and columns $2 j-1$ and $2 j$, $j=1, \ldots, m$ of $\bar{\rho} \bar{N}-\bar{M}$. These row and column interchanges yield $\bar{\rho} N-M$. Hence

$$
\overline{l(\rho)}=\operatorname{det}(\bar{\rho} \bar{N}-\bar{M})=\operatorname{det}(\bar{\rho} N-M)=l(\bar{\rho})
$$

Thus $l(\rho)$ has real coefficients so that the roots come in conjugate pairs.
Next we show that $l(-\rho)=l(\rho)$. In fact $l(-\rho)=\operatorname{det}(-\rho N-M)$ and $-\rho N-M$ has the $2 \times 2$ blocks

$$
\left[\begin{array}{cc}
-\rho n_{i, j} & -m_{i, j} \\
-\bar{m}_{i, j} & -\rho \bar{n}_{i, j}
\end{array}\right]
$$

Multiply the odd numbered rows by -1 and the even numbered columns by -1 . These row and column operations on $-\rho N-M$ yield $\rho N-M$. Hence

$$
l(-\rho)=\operatorname{det}(-\rho N-M)=\operatorname{det}(\rho N-M)=l(\rho)
$$

This completes the proof of Theorem 3.2.
Remark. Let $\lambda_{j}(\varepsilon)$ be a branch of the eigenvalues splitting from $\lambda_{0}$, with eigenvector $\varphi_{j}(\varepsilon)$. Then the first term in an asymptotic expansion of $\varphi_{j}(\varepsilon)$ is an eigenvector of $\lambda_{j}^{\prime}(0) N-M$.

When $\tilde{L_{1}}=0$, we see in $(2.13)$ that

$$
\tilde{L_{2}}=P L_{2} P-P L_{1} S L_{1} P
$$

where $S$ is the reduced resolvant: Let $K$ be the $2 m \times 2 m$ matrix consisting of the $2 \times 2$ blocks

$$
K_{i, j}=\left[\begin{array}{cc}
\left(L_{2} \varphi_{i}-L_{1} S L_{1} \varphi_{i}, \psi_{j}\right) & \left(L_{2} \bar{\varphi}_{i}-L_{1} S L_{1} \bar{\varphi}_{i}, \psi_{j}\right)  \tag{3.23}\\
\left(L_{2} \varphi_{i}-L_{1} S L_{1} \varphi_{i}, \bar{\psi}_{j}\right) & \left(L_{2} \bar{\varphi}_{i},-L_{1} S L_{1} \bar{\varphi}_{i}, \bar{\psi}_{j}\right)
\end{array}\right], \quad i, j=1, \ldots, m .
$$

Theorem 3.3. Assume (3.1) and (3.2). Suppose that $p_{2}=0$ and that $\operatorname{det}(N) \neq 0$. Then $\tilde{L}_{1}=0$ so that $\lambda_{j}^{\prime}(0)=0$ for each of the branches $\lambda_{j}(\varepsilon)$. In this case, $\lambda_{j}(\varepsilon)$ is twice differentiable at $\varepsilon=0$ and $\rho_{j}=2 \lambda_{j}^{\prime \prime}(0)$ are the roots of the characteristic equation

$$
\begin{equation*}
\operatorname{det}(\rho N-K)=0 \tag{3.24}
\end{equation*}
$$

The roots of (3.24) are symmetric with respect to the real axis.
Proof. Since $N$ is assumed to be invertible, the matrix for $\tilde{L}_{1}=P L_{1} P$ in the basis (3.14) for the eigenspace $E$ is $N^{-1} M$. In fact, for $f \in H$, the projection can be expressed

$$
P f=\sum_{j=1}^{m} c_{2 j-1} \varphi_{j}+\sum_{j=1}^{m} c_{2 j} \bar{\varphi}_{j}
$$

where

$$
c=N^{-1}\left(\left(f, \psi_{1}\right),\left(f, \bar{\psi}_{1}\right), \ldots,\left(f, \psi_{m}\right),\left(f, \bar{\psi}_{m}\right)\right)
$$

Now taking $f=L_{1} g$ with

$$
g=\sum_{j=1}^{m} a_{2 j-1} \varphi_{j}+\sum_{j=1}^{m} a_{2 j} \bar{\varphi}_{j}
$$

we see that

$$
\left(\left(f, \psi_{1}\right),\left(f, \bar{\psi}_{1}\right), \ldots,\left(f, \psi_{m}\right),\left(f, \bar{\psi}_{m}\right)\right)=M a .
$$

Thus the coordinates of $\tilde{L}_{1} g=P L_{1} g$ are related to the coordinates of $g$ by $c=$ $N^{-1} M a$.

Now assuming $p_{2}=0$, we see by (3.22) that $M=0$, whence $\tilde{L}_{1}=0$. Thus $\lambda_{j}^{\prime}(0)=0$ for all branches of $\lambda_{j}(\varepsilon)$. By Theorem 3.1, $\lambda_{j}$ is twice differentiable at $\varepsilon=0$, and for each branch, $\rho_{j}=2 \lambda_{j}^{\prime \prime}(0)$ is an eigenvalue of $\tilde{L}_{2}$. If $w$ is an eigenvector of $\tilde{L}_{2}$ with eigenvalue $\rho$,

$$
\rho w=\tilde{L}_{2} w,
$$

we take scalar product with $\psi_{j}$ and $\bar{\psi}_{j}$ to obtain

$$
\begin{gathered}
\rho\left(w, \psi_{j}\right)=\left(\tilde{L}_{2}, \psi_{j}\right) \\
=\left(P L_{2} w-P L_{1} S L_{1} w, \psi_{j}\right)=\left(L_{2} w-L_{1} S L_{1} w, \psi_{j}\right)
\end{gathered}
$$

and similarly for $\bar{\psi}_{j}$. Then writing $w=\sum a_{2 j-2} \varphi_{j}+a_{2 j} \bar{\varphi}_{j}$, we deduce, as in the proof of Theorem 3.2, that $\rho N a=K a$ where $K$ is given by (3.23). Finally we note that because $L$ and $S$ take real vectors into real vectors, the blocks $K_{i, j}$ have the form

$$
K_{i, j}=\left[\begin{array}{cc}
k_{i, j} & l_{i, j} \\
\bar{l}_{i, j} & \bar{k}_{i, j}
\end{array}\right] .
$$

It follows easily that if $\rho$ satisfies (3.24), then so does $\bar{\rho}$.
Remark. The proof of Theorems 3.2 and 3.3 actually depends only on (3.7). Once this formula is established, we do not need to know the differential equation solved by $U_{\varepsilon}(t, s)$.
4. Scattering frequencies. We apply the results of sections 2 and 3 to the wave equation in three space dimensions with a time-periodic potential. Let $q_{0}(x) \in$ $L^{\infty}\left(R^{3}\right), x \in R^{3}$, with $q_{0}(x) \geq 0$ and $q_{0}(x)=0$ for $|x|>1$. We assume that $q_{0}(x)>0$ on some open subset. Next let $q_{1}(x) \in L^{\infty}\left(R^{3}\right)$ be real valued with $q_{1}(x)=0$ for $|x|>1$. We consider the wave equations

$$
\begin{equation*}
u_{t t}-\Delta u+q_{0}(x) u=0 \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{t t}-\Delta u+q_{0}(x) u+\varepsilon p(t) q_{1}(x) u=0, \tag{4.2}
\end{equation*}
$$

where $p(t)$ is real valued, continuous, and has period $T$ with

$$
\begin{equation*}
\int_{0}^{T} p(t) d t=0 \tag{4.3}
\end{equation*}
$$

We write (4.1) and (4.2) as systems

$$
\begin{equation*}
u_{t}=A u \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{t}=A u+\varepsilon p(t) Q u \tag{4.5}
\end{equation*}
$$

where now $u$ is a pair, $u=\left[u(x, t), u_{t}(x, t)\right] . A$ is the matrix differential operator

$$
A=\left[\begin{array}{cc}
0 & 1  \tag{4.6}\\
\Delta-q_{0} & 0
\end{array}\right]
$$

and

$$
Q=\left[\begin{array}{cc}
0 & 1  \tag{4.7}\\
q_{1} & 0
\end{array}\right]
$$

The finite energy space $H$ for (4.4) and (4.5) is the space of pairs $f=\left[f_{1}, f_{2}\right]$ which is the closure of $C_{0}^{\infty}\left(R^{3}\right) \times L^{2}\left(R^{3}\right)$ in the energy norm

$$
\|f\|=\left[\int_{R^{3}}\left[\left|\nabla f_{1}\right|^{2}+q_{0}\left|f_{1}\right|^{2}\right] d x+\int_{R^{3}}\left|f_{2}\right|^{2} d x\right]^{1 / 2}
$$

The scalar product on $H$ is

$$
(f, g)=\int_{R^{3}}\left[\nabla f_{1} \cdot \nabla \bar{g}_{1}+q_{0} f_{1} \bar{g}_{1}+f_{2} \bar{g}_{2}\right] d x
$$

It is well known that $A$ generates a unitary group $U(t): H \rightarrow H$. Applying Theorem 3.1, we see that the finite energy solutions of (4.5) are given by an evolution operator $V_{\varepsilon}(t, s): H \rightarrow H$, and that $\varepsilon \rightarrow V_{\varepsilon}(t, s)$ is an entire function with values in the space of bounded operators on $H$.

We shall not apply the results of section 3 directly to (4.4) and (4.5). In fact, $A$ has no eigenvalues. Instead we study the behavior of the solutions in a neighborhood of the support of the potential. In [6] Lax and Phillips developed a framework to treat this situation. We recall some elements of that framework. First we make a decomposition of the space of data $H$ into subspaces which represent solutions which have left the region of the potential (outgoing), those which have not reached the region of the potential (incoming), and the remainder which interacts with the potential. The outgoing subspace is

$$
D^{+}=\left\{f \in H: U_{0}(t) f=0 \text { in }|x| \leq t+1, t>0\right\}
$$

and the incoming subspace is

$$
D^{-}=\left\{f \in H: U_{0}(t) f=0 \text { in }|x| \leq|t|+1, t<0\right\} .
$$

Here $U_{0}(t)$ is the unitary group of the free wave equation (with $q_{0}=0$ ). We can decompose $H$ as an orthogonal direct sum

$$
\begin{equation*}
H=D^{+} \oplus K \oplus D^{-} \tag{4.8}
\end{equation*}
$$

Let $P_{+}$be the orthogonal projection on the orthogonal complement of $D^{+}$, which is $D^{-} \oplus K . P_{-}$will denote the orthogonal projection onto $D^{+} \oplus K$. Note that for $f \in D^{ \pm}, f=0$ in $|x|<1$. Hence for any $f \in H$,

$$
\begin{equation*}
P_{ \pm} f=f \quad \text { for } \quad|x|<1 \tag{4.9}
\end{equation*}
$$

Next we introduce the localized semigroup and evolution operator. We define

$$
\begin{equation*}
Z(t)=P_{+} U(t) P_{-} \quad \text { for } \quad t \geq 0 \tag{4.10}
\end{equation*}
$$

Because $U(t) D^{+} \subset D^{+}$for $t \geq 0, Z(t) f=0$ for $f \in D^{ \pm}$. For $f \in K, Z(t) f \in K . Z(t)$ is in fact a contraction semigroup on $K$. We denote its generator by $B, Z(t)=\exp (t B)$.

Singularities of the solutions of (4.1) propagate with speed one and are unimpeded by the potential. Hence for $f \in H, U(t) f$ is smooth in $\{|x|<1\}$ for $|t|>2$. This implies that the spectrum of $B$ is discrete, consisting of eigenvalues $\mu_{j}$, with $\operatorname{Re}\left(\mu_{j}\right)<0$. Furthermore, any vertical strip in the complex plane contains at most a finite number of eigenvalues. The scattering frequencies for (4.1) are the complex numbers

$$
\sigma_{j}=\nu_{j}+i \kappa_{j}
$$

such that $i \sigma_{j}=\mu_{j}$. Note that $\kappa_{j}>0$.
Because $Z(t)$ is compact, the eigenspace associated with each eigenvalue $\mu_{j}$ is finite dimensional. Assuming there are no generalized eigenvectors, solutions of (4.1) with data of compact support have an asymptotic expansion

$$
u(x, t) \approx \sum_{j} e^{i \sigma_{j} t} v_{j}(x)
$$

which approximates $u$ in the local energy norm. The $v_{j}$ are outgoing scattering eigensolutions of

$$
-\Delta v+q_{0}(x) v=\sigma^{2} v
$$

They satisfy the outgoing Sommerfeld radiation condition. The pair $\left[v_{j}, \mu_{j} v_{j}\right]$ does not belong to $H$ because $v_{j}$ grows exponentially as $|x| \rightarrow \infty$. However, for $|x|<1$, the pair $\left[v_{j}, \mu_{j} v_{j}\right.$ ] agrees with an eigenvector $\varphi_{j}$ of $B$ with eigenvalue $\mu_{j}$ and

$$
\begin{equation*}
Z(t) \varphi_{j}=e^{\mu_{j} t} \varphi_{j} \tag{4.11}
\end{equation*}
$$

Now we define the localized evolution operator. Let

$$
Z_{\varepsilon}(t, s)=P_{+} V_{\varepsilon}(t, s) P_{-}
$$

LEMMA 4.1. $Z_{\varepsilon}(t, s)$ is a holomorphic family of evolution operators on $K . Z_{\varepsilon}$ and $Z$ satisfy the integral relation (3.7).

Proof. That $Z_{\varepsilon}(t, s)$ is an evolution operator on $K$ was shown in [1]. The holomorphic property is immediate because $\varepsilon \rightarrow V_{\varepsilon}(t, s)$ is holomorphic.

We need only verify that $Z_{\varepsilon}$ and $Z$ satisfy the integral relation (3.7). However, $U(t)$ and $V_{\varepsilon}(t, s)$ do satisfy this relation:

$$
V_{\varepsilon}(t, s)=U(t-s)+\varepsilon \int_{0}^{t} U(t-\tau) p(\tau) Q V_{\varepsilon}(\tau, s) d s
$$

Apply the projection $P_{+}$to each term in this equation. Using the definitions of $Z$ and $Z_{\varepsilon}$ we find that for $f \in K$,

$$
Z_{\varepsilon}(t, s) f=Z(t-s) f+\varepsilon \int_{s}^{t} Z(t-\tau) p(\tau) Q V_{\varepsilon}(\tau, s) f d \tau
$$

But $Q V_{\varepsilon}(\tau, s) f=Q P_{+} V_{\varepsilon}(\tau, s) f=Q Z_{\varepsilon}(\tau, s) f$ because $P_{+} g=g$ for $|x|<1$. The lemma is proved.

Finally, after this lengthy preparation, we can apply the results of sections 2 and 3 to the semigroup $Z(t)$ and the evolution operator $Z_{\varepsilon}(t, s)$.

Let $\sigma_{0}=\nu_{0}+i \kappa_{0}$ be a scattering frequency of (4.1) with $\nu_{0}>0$. Thus $\mu_{0}=i \sigma_{0}$ is an eigenvalue of $B$. $\lambda_{0}=\exp \left(\mu_{0} T\right)=\exp \left(i \sigma_{0} T\right)=\exp \left(-\kappa_{0} T\right)>0$ is an eigenvalue of $Z(T)$.

Theorem 4.2. Assume that the eigenvalue $\mu_{0}$ has geometric and algebraic multiplicity $m$. Choose $T=2 \pi / \nu_{0}$, and assume that $p$ is real valued, continuous, and satisfies (3.2). Then the scattering frequency $\sigma_{0}$ splits into $s$ branches $\sigma_{j}(\varepsilon), 1 \leq s \leq m$. $\sigma_{j}(\varepsilon)$ is differentiable at $\varepsilon=0$ and holomorphic in a punctured complex neighborhood of $\varepsilon=0$.

Proof. The general theory of section 2 applies here with $L(\varepsilon)=Z_{\varepsilon}(T, 0)$. We need to verify that $\lambda_{0}=\exp \left(\mu_{0} T\right)$ is an isolated point of the spectrum of $L=L(0)=Z(T)$. But this follows because, as noted before, each vertical strip in the complex plane contains only a finite number of eigenvalues $\mu$ of $B$. This means that in each annulus centered at zero, $Z(T)$ has only a finite number of eigenvalues.

If $\lambda_{j}(\varepsilon)$ is a branch of the eigenvalues splitting from $\lambda_{0}$, then $\lambda_{j}^{\prime}(0)$ exists. Now

$$
\sigma_{j}(\varepsilon)=\frac{\log \left(\lambda_{j}(\varepsilon)\right)}{i T}
$$

are the branches of the scattering frequencies splitting from $\sigma_{0}$. They are holomorphic in a punctured neighborhood of $\varepsilon=0$, and differentiable at $\varepsilon=0$ with

$$
\begin{equation*}
\sigma_{j}^{\prime}(0)=\frac{\lambda_{j}^{\prime}(0)}{i T \lambda_{0}}=\frac{e^{\kappa_{0} T} \lambda_{j}^{\prime}(0)}{i T} . \tag{4.12}
\end{equation*}
$$

This ends the proof of Theorem 4.2.
Corollary 4.3. Let $\sigma_{j}(\varepsilon)$ be the branches of the scattering frequency which split from resonant scattering frequency $\sigma_{0}$. The $\sigma_{j}^{\prime}(0)$ have complex values $\alpha$ such that if $\alpha$ is such a direction, then so is $-\bar{\alpha}$ and so is $-\alpha$.

This is an immediate consequence of Theorem 3.2, the remark at the end of section 3 , and (4.12).

Example 1. We specialize the discussion to the case where $q_{0}$ is a real constant, $q_{0}>0$ on $\{|x|<1\}$, and $q_{1}(x) \equiv 1$ on $\{|x|<1\}$. If $\sigma_{0}$ is a scattering frequency of (4.1) that corresponds to a spherically symmetric scattering eigenfunction, then the perturbed solution of (4.2) will also be spherically symmetric. Thus we restrict our attention to spherically symmetric solutions of (4.1) and (4.2). We make the change of dependent variable $z(r, t)=r u(r, t) . z$ now satisfies

$$
\begin{aligned}
& z_{t t}-z_{r r}=\left\{\begin{array}{cc}
-q_{0} z, & 0<r<1 \\
0, & r>1
\end{array}\right. \\
& z(0, t)=0 \\
& z(r, 0)=f_{1}(r), \quad z_{t}(r, 0)=f_{2}(r)
\end{aligned}
$$

Now if $f_{1}=f_{2}=0$ for $r>1$, then $z=z(t-r)$ for $t \geq 0$ and $r>1$. Thus, in this case, the values of $z$ are completely determined by the solution of the initial boundary value problem

$$
\begin{gather*}
z_{t t}-z_{r r}+q_{0} z=0, \quad 0<r<1,  \tag{4.13}\\
z(0, t)=0, \quad z_{t}+z_{r}=0 \quad \text { on } \quad r=1,  \tag{4.14}\\
z(r, 0)=f_{1}(r), \quad z_{t}(r, 0)=f_{2}(r)
\end{gather*}
$$

Because $P_{ \pm} f=f$ for $|x|<1$, and $Z(t) f=P_{+} U(t) P_{-} f$, we see that when $f=0$ for $|x|>1, Z(t) f=U(t) f$ on $\{|x|<1\}$. Consequently, in the case of spherical symmetry, the solutions of the localized evolution equation

$$
\frac{d v}{d t}=B v
$$

are exactly the solutions of (4.13), (4.14), with $v=\left[z, z_{t}\right]$. The eigenfunctions of $B$ are the spatial factors of the solutions of (4.13), (4.14) of the form $z(r, t)=\exp (\mu t) w(r)$ where $w$ satisfies

$$
\begin{gathered}
-w_{r r}+q_{0}+\mu^{2}=0 \\
w(0)=0, \quad \mu w(1)+w_{r}(1)=0 .
\end{gathered}
$$

It is convenient to seek the solutions of this problem in the form $w(r)=\sin (\gamma r) . \gamma$ and $\mu$ must satisfy

$$
\begin{equation*}
\gamma^{2}+\mu^{2}+q_{0}=0, \quad \mu \sin (\gamma)+\gamma \cos (\gamma)=0 \tag{4.15}
\end{equation*}
$$

Writing $\mu$ in terms of a scattering frequency, $\mu=i \sigma_{0}$, we see that for large $q_{0}, \gamma$ and $\sigma_{0}$ have the asymptotic approximations

$$
\begin{gathered}
\left.\gamma\left(q_{0}\right)=n \pi\left(1+i / \sqrt{( } q_{0}\right)-1 / q_{0}\right)+O\left(q_{0}^{-3 / 2}\right) \\
\sigma_{0}\left(q_{0}\right)=\sqrt{\gamma^{2}+q_{0}}
\end{gathered}
$$

We have taken the roots $\gamma$ and $\sigma_{0}$ in the first quadrant. There is another root $\bar{\gamma}$ and corresponding root $-\overline{\sigma_{0}}$, which corresponds to $\bar{\mu}$.

In this case, the eigenvalue $\mu=i \sigma_{0}$ is simple $(m=1)$. The eigenfunctions of $B$ and $B^{*}$ are

$$
\varphi(r)=\left[\begin{array}{c}
\sin (\gamma r) / r \\
i \sigma_{0} \sin (\gamma r) / r
\end{array}\right] \quad \text { and } \quad \psi(r)=\left[\begin{array}{c}
\sin (\bar{\gamma}) / r \\
i \bar{\sigma}_{0} \sin (\bar{\gamma} r) / r
\end{array}\right], \quad 0<r<1
$$

The matrices $M$ and $N$ are $2 \times 2$ and the characteristic equation $\operatorname{det}(\rho N-M)=0$ has the roots

$$
\rho= \pm \frac{\left|m_{1,1}\right|}{\left|n_{1,1}\right|}
$$

Here

$$
n_{1,1}=(\varphi, \psi), \quad \text { and } \quad m_{1,1}=e^{-\kappa_{0} T} p_{2}(Q \bar{\varphi}, \psi)
$$

Thus the scattering frequency $\sigma_{0}$ splits into two branches with

$$
\sigma^{\prime}(0)= \pm i \frac{\mid p_{2}(Q(\bar{\varphi}, \psi) \mid}{T|(\varphi, \psi)|}
$$

Remark. Computations show that when $p_{2} \neq 0$, the branches of the resonant scattering frequency move vertically on the line $\operatorname{Re}(\sigma)=\operatorname{Re}\left(\sigma_{0}\right)$ as $\varepsilon \uparrow$, and eventually one of the branches crosses the real axis. This means that for $\varepsilon>0$ sufficiently large, there are outgoing eigensolutions of the perturbed problem (4.2) that grow exponentially as $t \rightarrow \infty$. We hope to prove this in the future.

## REFERENCES

[1] J. Cooper and W. Strauss, Abstract scattering theory for time-periodic systems with applications to electromagnetism, Indiana Univ. Math. J., 34 (1985), pp. 33-83.
[2] J. Cooper, G. Perla-Menzala, and W. Strauss, On the scattering frequencies of timedependent potentials, Math. Methods Appl. Sci., 8 (1986), pp. 576-584.
[3] J. Howland, Quantum stability in Schroedinger operators: The quantum mechanical manybody problem, in Proceedings of a Workshop held at Aarhus, Denmark, Lecture Notes in Phys. 403, Springer-Verlag, Berlin, 1992, pp. 100-122.
[4] T. Kato, Perturbation Theory for Linear Operators, Springer-Verlag, New York, 1966.
[5] T. Kato, Linear evolution equations of "hyperbolic" type, J. Fac. Sci. Univ. Tokyo Sect. IA Math., 17 (1970), pp. 241-258.
[6] P. Lax and R. Phillips, Scattering Theory, Academic Press, New York, 1967.
[7] G. Majda and M. Wei, Numerical computation of the scattering frequencies for a cylindrically symmetric potential, SIAM J. Sci. Comput., 14 (1993), pp. 295-309.
[8] G. Majda, M. Wei, and W. Strauss, Numerical computation of the scattering frequencies for acoustic wave equations, J. Comput. Phys., 75 (1988), pp. 345-358.
[9] J. J. Stoker, Nonlinear Vibrations in Mechanical and Electrical Systems, Interscience, New York, 1950.

# LOW-FREQUENCY ELECTROMAGNETIC SCATTERING* 

H. AMMARI ${ }^{\dagger}$ AND J.-C. NÉDÉLEC ${ }^{\dagger}$


#### Abstract
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1. Introduction and statement of the problem. The scattering of electromagnetic waves from bounded objects whose dimensions are small compared with the length of the incident wave has been the subject of considerable study for more than a century. This problem is of interest in geophysics, astrophysics, electrical engineering, physics of the atmosphere and ocean, medicine, biology, and other fields. The study of wave scattering at low frequencies was pioneered by Rayleigh [33], who continued this work until his death. His contributions in this area provide the foundation on which almost all subsequent work is based. A low-frequency asymptotic for Maxwell's boundary-value problem and transmission problem has been given, for instance, by Müller and Niemeyer [26], Stevenson [34], Kleinman [19], Werner [41] and [39], Picard [29], Kleinman-Senior [20], Weck and Witsch [38], Kress [21], Ramm et al. [32], Ramm [30], and Ramm-Somersalo [31]. Kleinman and Senior systematized the calculation of the dominant term in the low-frequency limit for electromagnetic problems involving impenetrable, penetrable, nonlossy, and lossy obstacles. With boundary integral methods, Werner [40], [42], [41], [39] and Kress [21] obtained the limit of the solution to the scattering problem by a perfectly conducting object for Maxwell's equations. Kriegsmann and Reiss [22] used matched asymptotic expansions to align together the local and far-field approximations at low frequencies.

One of our main motivations in this paper is to reduce the calculation of the higher-order terms which are the Taylor coefficients in the asymptotic expansion of the electric and magnetic fields with respect to the frequency. By combining these higherorder terms and Padé approximations, we may enlarge the domain of applicability of the low-frequency scattering to predict more accurately the response of diffraction problems for heterogeneous Maxwell's equations in the resonance region where the wavelength and the dimension of the dielectric material are of the same order. We

[^40]may also gain insight into the spectrum of singularities of the fields as functions of the frequency: the set of resonances. This program is in the spirit of "the method of variation of boundaries" introduced recently by Bruno and Reitich [6], [7], [8], [9], [10], [11]. Their new method is very attractive. Many numerical experiments show that it has several orders of magnitude more accurate than other classical methods such as integral or variational formalisms. The implementation of our "null-frequency method" is in progress and numerical results in the resonance region for Maxwell's equations as well as the Helmholtz equation will be published in a forthcoming paper.

In the present paper we restrict ourselves to presenting, in some detail, the derivation and well-posedness of higher-order terms and the proof of convergence of the electric and magnetic fields as the frequency goes to zero by a simple variational method.

In fact, our present work is closely related to the work of Picard [29] who proved the convergence for nonhomogeneous Maxwell's equations using Hilbert space concepts. The approach of Picard [29] is based on the limiting absorption principle for a modified first-order Maxwell system to overcome the fact that the case $\omega=0$ is embedded in the continuous spectrum of the modified first-order Maxwell operator. He reformulated Maxwell's equations in the following way:

$$
(M+N-\omega) U^{\omega}=F^{\omega}
$$

where

$$
M=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & \frac{i}{\varepsilon} \overrightarrow{\operatorname{curl}} & 0 \\
0 & \frac{i}{\mu} \overrightarrow{\operatorname{curl}} & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \quad N=\left(\begin{array}{llll}
0 & i \operatorname{div} \varepsilon & 0 & 0 \\
i \overrightarrow{\operatorname{grad}} & 0 & 0 & 0 \\
0 & 0 & 0 & i \overrightarrow{\operatorname{grad}} \\
0 & 0 & i \operatorname{div} \mu & 0
\end{array}\right)
$$

and

$$
U^{\omega}=\left(\begin{array}{l}
0 \\
E^{\omega} \\
H^{\omega} \\
0
\end{array}\right)
$$

Here $\varepsilon$ is the electric permittivity, $\mu$ the magnetic permeability, $E^{\omega}$ the electric field, $H^{\omega}$ the magnetic field, and $F^{\omega}$ a given vector function with a bounded support. His method cannot be easily extended to obtain the rate of the convergence of the electric and magnetic fields with higher-order terms since the assumption of the support of $F^{\omega}$ is crucial for his proof (Theorem 3, p. 70). In none of the works cited above is a variational method for calculating the higher-order terms given or convergence with these terms analyzed. This is our basic aim in the present paper. We also provide a new and simple variational proof of the convergence of the electric and magnetic fields as the frequency goes to zero. Our approach is based on coupling the power series representation of the scattered fields with expansion of the exact nonlocal radiation condition. To the best of our knowledge, this approach is new; it is different from those mentioned above.

We first formulate the scattering problem equivalently on a ball $B_{R}$ of radius $R$ containing the inhomogeneity by making use of an adequate Steklov-Poincaré operator on the sphere $S_{R}=\partial B_{R}$ called, throughout what follows, the electromagnetic operator. Either the expression of this pseudodifferential operator or the variational formulation used here for Maxwell's equations is now well known (see, for instance, [17] and [27]). Then, the electric and magnetic fields, as well as the electromagnetic operator, are expanded in a power series with respect to the frequency. Making use of some properties of the Hankel functions, we show that in the asymptotic expansion of the electromagnetic operator with respect to the frequency, all the coefficients which are pseudodifferential operators are of an order less than the order of the electromagnetic operator. This important result is an essential tool which will permit us to derive the appropriate boundary conditions satisfied by the higher order terms of the electric and magnetic fields on the sphere $S_{R}$. These boundary conditions on the fictive surface $S_{R}$ complete the reduction of the calculation of the higher-order terms in the asymptotic expansions of the electric and magnetic fields to two canonical problems which are uniquely solvable. A variational proof of the convergence with these higher-order terms will be given in the last part of this paper. Let us note that in addition to the difficulty coming from the asymptotic expansion of the electromagnetic operator, there is another difficulty that is due to a lack of coerciveness in the variational formulation. This difficulty is overcome by using a compactness result (see, for example, Lemma 5.2).

The extension of this approach to handle scattering problems by dielectric objects containing conducting bodies is presented in [4] where the dependence of the asymptotics on the topological properties of the conductors is completely shown.

Let us now introduce the scattering problem. Suppose that a bounded inhomogeneity characterized by permittivity $\varepsilon$ and permeability $\mu$ is illuminated by a time-harmonic electromagnetic wave given by $\left(E_{\omega}^{i n}, H_{\omega}^{i n}\right)$ (where $E_{\omega}^{i n}$ is the electric field and $H_{\omega}^{i n}$ is the magnetic field). The incoming wave $\left(E_{\omega}^{i n}, H_{\omega}^{i n}\right)$ is assumed to be a classical solution of the Maxwell system

$$
\left\{\begin{array}{l}
\overrightarrow{\operatorname{curl}} H_{\omega}^{i n}=-i \omega \varepsilon_{0} E_{\omega}^{i n}, \\
\overrightarrow{\operatorname{curl}} E_{\omega}^{i n}=i \omega \mu_{0} H_{\omega}^{i n}
\end{array}\right.
$$

in all of $R^{3}$ except possibly for a finite number of points located outside a sphere strictly containing the inhomogeneity. This incoming field will interact with the inhomogeneity to give rise to a scattered field $\left(E_{\omega}^{s c}, H_{\omega}^{s c}\right)$. Let $\varepsilon, \mu$ be two functions of the spatial variable $x ; \varepsilon_{0}$ and $\mu_{0}$ two positive constants; and $r=|x|$. The total field $\left(E^{\omega}, H^{\omega}\right)$ satisfies the time-harmonic Maxwell system

$$
\left\{\begin{array}{l}
\overrightarrow{\operatorname{curl}} H^{\omega}=-i \omega \varepsilon E^{\omega} \quad \text { in } R^{3},  \tag{1.1}\\
\overrightarrow{\operatorname{curl}} E^{\omega}=i \omega \mu H^{\omega} \quad \text { in } R^{3}, \\
H^{\omega}=H_{\omega}^{s c}+H_{\omega}^{i n} \text { in } R^{3}, \\
E^{\omega}=E_{\omega}^{s c}+E_{\omega}^{i n} \text { in } R^{3}, \\
\lim _{r \rightarrow+\infty}\left(\sqrt{\mu_{0}} H_{\omega}^{s c} \wedge x-r \sqrt{\varepsilon_{0}} E_{\omega}^{s c}\right)=0 .
\end{array}\right.
$$

We assume that the electric permittivity and the magnetic permeability, $\varepsilon$ and $\mu$, respectively, are in $L^{\infty}\left(R^{3}\right)$. In the next section, we will add some restrictive conditions
regarding the regularity of these coefficients to ensure the uniqueness of a solution to (1.1). We also assume that the inhomogeneity is bounded so that there exists a constant $R_{0}>0$ such that $\varepsilon(x)=\varepsilon_{0}$ and $\mu(x)=\mu_{0}$ if $r=|x| \geq R_{0}$. The support of the function $\varepsilon-\varepsilon_{0}$, denoted by $\operatorname{Supp}\left(\varepsilon-\varepsilon_{0}\right)$, and that of $\mu-\mu_{0}$ are included in the ball $B_{R_{0}}=\left\{|x|<R_{0}\right\}$.

For some fixed $R>R_{0}$ we define the ball $B_{R}=\left\{x \in R^{3},|x|<R\right\}$ and the sphere $S_{R}=\left\{x \in R^{3},|x|=R\right\}$ 。

The present study is concerned with the analysis of the behavior of the fields $\left(E^{\omega}, H^{\omega}\right)$ solutions of (1.1) as the frequency $\omega$ tends to zero. Our aim in this paper is to prove the convergence of the fields $\left(E^{\omega}, H^{\omega}\right)$ and to reduce the calculation of higherorder terms to solutions of certain canonical problems. A similar program was carried out by the authors (with Laouadi) for the scattering problem from a small conductor embedded in a homogeneous chiral media [3]. For this problem, the authors employed representations of electric and magnetic fields to reformulate the scattering problem as an integral equation over the scattering surface and to represent the fields in terms of surface fields. Using a Hodge decomposition of the tangent fields, the authors characterized the dependence of the asymptotics on the topological properties of the scatterer and have shown the effect of the chirality admittance. The extension of the present study to the scattering of electromagnetic waves in a chiral media from a small inhomogeneity does not lead to any specific difficulty apart from much more cumbersome notations and calculations.

Now we introduce some standard notation. For any smooth vector field $w$, we denote by $w_{S_{R}}$ its tangential component on $S_{R}$ :

$$
w_{S_{R}}=-n \wedge(n \wedge w) \quad \text { on } S_{R}
$$

For any smooth function $f$ or any vector field $u$ defined on $S_{R}$, we get an extension of each one to $R^{3} \backslash \overline{B_{R}}$ by setting

$$
\forall x \in R^{3} \backslash \overline{B_{R}}, \quad \tilde{f}(x)=f\left(\frac{x}{|x|}\right), \quad \tilde{u}(x)=u\left(\frac{x}{|x|}\right) .
$$

We also introduce the following boundary differential operators:
the tangential gradient of a function $f: \overrightarrow{\operatorname{grad}}_{S_{R}} f=\left.\overrightarrow{\operatorname{grad}} \tilde{f}\right|_{S_{R}}$,
the surface divergence of a field $u: \operatorname{div}_{S_{R}} u=\left.\operatorname{div} \tilde{u}\right|_{S_{R}}$,
the vector rotational of a function: $\overrightarrow{\operatorname{curl}}_{S_{R}} f=\left.\overrightarrow{\operatorname{curl}}(f n)\right|_{S_{R}}$,
the scalar rotational of a vector: $\operatorname{curl}_{S_{R}} u=\left.n \cdot \overrightarrow{\operatorname{curl}} \tilde{u}\right|_{S_{R}}$,
the Laplace-Beltrami operator on $S_{R}$ defined on scalar functions by

$$
\Delta_{S_{R}} f=\operatorname{div}_{S_{R}} \overrightarrow{\operatorname{grad}}_{S_{R}} f=-\operatorname{curl}_{S_{R}} \overrightarrow{\operatorname{curl}}_{S_{R}} f
$$

To state our boundary-value problem in a suitable mathematical form, we shall use the following notation for the usual functional spaces [15], [35]:
$\mathcal{D}^{\prime}\left(B_{R}\right)$ is the space of distributions in $B_{R}$.
$L^{2}\left(B_{R}\right)$ is the space of complex square integrable functions defined in $B_{R}$.
$L^{\infty}\left(R^{3}\right)$ is the space of bounded functions defined in $R^{3}$.
$H^{1}\left(B_{R}\right)=\left\{\varphi \in L^{2}\left(B_{R}\right), \overrightarrow{\operatorname{grad}} \varphi \in\left(L^{2}\left(B_{R}\right)\right)^{3}\right\}$.
$H_{0}^{1}\left(B_{R}\right)=\left\{\varphi \in H^{1}\left(B_{R}\right), \varphi=0\right.$ on $\left.S_{R}\right\}$.
$H\left(\operatorname{curl}, B_{R}\right)=\left\{u \in\left(L^{2}\left(B_{R}\right)\right)^{3}, \overrightarrow{\operatorname{curl}} u \in\left(L^{2}\left(B_{R}\right)\right)^{3}\right\}$.
$H_{0}\left(\operatorname{curl}, B_{R}\right)=\left\{u \in H\left(\operatorname{curl}, B_{R}\right), u \wedge n=0\right.$ on $\left.B_{R}\right\}$.
$T L^{2}\left(S_{R}\right)=\left\{c \in\left(L^{2}\left(S_{R}\right)\right)^{3}, c . n=0\right\}$.

```
    \(T H^{s}\left(S_{R}\right)=\left\{c \in\left(H^{s}\left(S_{R}\right)\right)^{3}, c . n=0\right\}\).
```

    \(T H^{-1 / 2}\left(\operatorname{curl}, S_{R}\right)=\left\{c \in\left(H^{-1 / 2}\left(S_{R}\right)\right)^{3}, c . n=0, \operatorname{curl}_{\partial \Omega} c \in H^{-1 / 2}\left(S_{R}\right)\right\}\).
    \(T H^{-1 / 2}\left(\operatorname{div}, S_{R}\right)=\left\{c \in\left(H^{-1 / 2}\left(S_{R}\right)\right)^{3}, c . n=0, \operatorname{div}_{S_{R}} c \in H^{-1 / 2}\left(S_{R}\right)\right\}\).
    \(T H^{-1 / 2}\left(\operatorname{curl}, S_{R}\right)\) and \(T H^{-1 / 2}\left(\operatorname{div}, S_{R}\right)\) are Hilbert spaces. Finally, we recall
    without proof the following well-known duality result due to Paquet [28]:
$T H^{-1 / 2}\left(\operatorname{curl}, S_{R}\right)=\left(T H^{-1 / 2}\left(\operatorname{div}, S_{R}\right)\right)^{\prime}$.
2. The exterior electromagnetic operator for Maxwell's equations. In this section we give an explicit construction of the electromagnetic operator $T^{\omega}$ defined for a tangential vector field $g^{\omega} \in T H^{-1 / 2}$ (curl, $S_{R}$ ) by

$$
\begin{equation*}
T^{\omega}\left(g^{\omega}\right)=\mathcal{H}^{\omega} \wedge n \tag{2.1}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
\overrightarrow{\operatorname{curl}} \mathcal{H}^{\omega}=-i \omega \varepsilon_{0} \mathcal{E}^{\omega} \quad \text { in } R^{3} \backslash \overline{B_{R}}  \tag{2.2}\\
\overrightarrow{\operatorname{curl}} \mathcal{E}^{\omega}=i \omega \mu_{0} \mathcal{H}^{\omega} \quad \text { in } R^{3} \backslash \overline{B_{R}} \\
\mathcal{E}_{S_{R}}^{\omega}=g^{\omega} \quad \text { on } S_{R} \\
\lim _{r \rightarrow+\infty}\left(\sqrt{\mu_{0}} \mathcal{H}^{\omega} \wedge x-r \sqrt{\varepsilon_{0}} \mathcal{E}^{\omega}\right)=0
\end{array}\right.
$$

In order to prove the convergence of solutions to Maxwell's equations (1.1) as $\omega \rightarrow 0$, we also need the operator $D^{\omega}$ defined by

$$
\begin{equation*}
D^{\omega}: g^{\omega} \in T H^{-1 / 2}\left(\operatorname{curl}, S_{R}\right) \mapsto \mathcal{E}^{\omega} \cdot n \tag{2.3}
\end{equation*}
$$

Since $\mathcal{E}^{\omega}$ satisfies

$$
\mathcal{E}^{\omega}=\frac{i}{\omega \varepsilon_{0}} \overrightarrow{\operatorname{curl}} \mathcal{H}^{\omega}
$$

it follows that

$$
D^{\omega}\left(g^{\omega}\right)=\frac{i}{\omega \varepsilon_{0}} \operatorname{div}_{S_{R}} T^{\omega}\left(g^{\omega}\right)
$$

and then the explicit expression of the operator $D^{\omega}$ will be deduced from that of the operator $T^{\omega}$. Our basic aim in this section is to analyze the dependence of both the operators $T^{\omega}$ and $D^{\omega}$ on the frequency $\omega$. It should be noted that a similar asymptotic analysis was considered by Lassas [23] from the point of view of inverse problems.

We start by representing the boundary data in terms of suitable vector basis functions on $S_{R}$. Following [13], let $\left(Y_{l}^{m}\right)_{-l \leq m \leq l}$ be an orthonormal sequence of spherical harmonics of order $l$ on the unit sphere $\Sigma$, normalized such that

$$
\int_{\Sigma} Y_{l}^{m} \cdot \bar{Y}_{l^{\prime}}^{m^{\prime}}=\delta_{l, l^{\prime}} \delta_{m, m^{\prime}}
$$

The basis functions for tangential fields on $S_{R}$ are then

$$
G_{l}^{m}=\frac{1}{\sqrt{l(l+1)}} \overrightarrow{\operatorname{grad}}_{S_{R}} Y_{l}^{m} \text { and } R_{l}^{m}=n \wedge G_{l}^{m} \quad \text { for }-l \leq m \leq l, l \geq 1
$$

The tangential vector fields $G_{l}^{m}$ and $R_{l}^{m}$ are an orthonormal basis on the unit sphere (in the $L^{2}$ inner product). It follows that any tangential vector field $g \in T L^{2}\left(S_{R}\right)$ can be written in the form

$$
\begin{equation*}
g=\sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \alpha_{l}^{m} G_{l}^{m}+\beta_{l}^{m} R_{l}^{m} \tag{2.4}
\end{equation*}
$$

Spaces of either scalar or vector functions on $S_{R}$ can be characterized by the summability of weighted sums of their expansion coefficients. Using the series coefficients (see [17]), the norm on the space $T H^{s}\left(S_{R}\right)$ can be characterized by

$$
\|g\|_{T H^{s}\left(S_{R}\right)}^{2}=\sum_{l=1}^{+\infty} \sum_{m=-l}^{l}(1+l(l+1))^{s}\left(\left|\alpha_{l}^{m}\right|^{2}+\left|\beta_{l}^{m}\right|^{2}\right)
$$

the norm on the space $H^{s}\left(S_{R}\right)$ by

$$
\|\varphi\|_{H^{s}\left(S_{R}\right)}^{2}=\sum_{l=1}^{+\infty} \sum_{m=-l}^{l}(1+l(l+1))^{s}\left|\varphi_{l}^{m}\right|^{2}
$$

where

$$
\varphi=\sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \varphi_{l}^{m} Y_{l}^{m}
$$

the norm on the space $T H^{-1 / 2}\left(\operatorname{curl}, S_{R}\right)$ by

$$
\|g\|_{T H^{-1 / 2}\left(\operatorname{curl}, S_{R}\right)}^{2}=\sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \sqrt{1+l(l+1)}\left|\beta_{l}^{m}\right|^{2}+\frac{1}{\sqrt{1+l(l+1)}}\left|\alpha_{l}^{m}\right|^{2}
$$

and the norm on the space $T H^{-1 / 2}\left(\operatorname{div}, S_{R}\right)$ by

$$
\|g\|_{T H-1 / 2\left(\operatorname{div}, S_{R}\right)}^{2}=\sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \sqrt{1+l(l+1)}\left|\alpha_{l}^{m}\right|^{2}+\frac{1}{\sqrt{1+l(l+1)}}\left|\beta_{l}^{m}\right|^{2}
$$

Throughout this paper, we assume for simplicity in exposition that $\varepsilon_{0} \mu_{0}=1$ and $R=1$. Now, if we expand the tangential vector field $g^{\omega}$ in the form

$$
\begin{equation*}
g^{\omega}=\sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \alpha_{l}^{m}(\omega) G_{l}^{m}+\beta_{l}^{m}(\omega) R_{l}^{m} \tag{2.5}
\end{equation*}
$$

we have the following explicit representation for $T^{\omega}\left(g^{\omega}\right)$ (see Appendix A):

$$
\begin{equation*}
T^{\omega}\left(g^{\omega}\right)=\sqrt{\frac{\varepsilon_{0}}{\mu_{0}}} \sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \frac{\alpha_{l}^{m}(\omega)}{\gamma_{l}(\omega)} G_{l}^{m}+\frac{\beta_{l}^{m}(\omega) \gamma_{l}(\omega)}{i \omega} R_{l}^{m} \tag{2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{l}(\omega)=1+\omega \frac{\left(h_{l}^{(1)}\right)^{\prime}(\omega)}{h_{l}^{(1)}(\omega)} \tag{2.7}
\end{equation*}
$$

From (2.6), we deduce that the operator $D^{\omega}$ introduced in (2.3) is given by

$$
\begin{equation*}
D^{\omega}\left(g^{\omega}\right)=\sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \frac{\sqrt{l(l+1)}}{\gamma_{l}(\omega)} \alpha_{l}^{m}(\omega) Y_{l}^{m} \tag{2.8}
\end{equation*}
$$

for any $g^{\omega} \in T H^{-1 / 2}$ (curl, $S_{R}$ ) in the form (2.5).
Now, we summarize the mapping properties of the exterior electromagnetic operator $T^{\omega}$.

Lemma 2.1. There exists a constant $C$ such that for any $g \in T H^{-1 / 2}\left(\operatorname{curl}, S_{R}\right)$ the following inequality holds:

$$
\begin{equation*}
\left\|T^{\omega}(g)\right\|_{T H^{-1 / 2}\left(\operatorname{div}, S_{R}\right)} \leq C\|g\|_{T H^{-1 / 2}\left(\operatorname{curl}, S_{R}\right)} \tag{2.9}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
\Re e\left(T^{\omega}(g), g\right)>0 \tag{2.10}
\end{equation*}
$$

for any $g \neq 0$ in $T H^{-1 / 2}\left(\operatorname{curl}, S_{R}\right)$, where (, ) denotes the duality between $T H^{-1 / 2}\left(\operatorname{div}, S_{R}\right)$ and $T H^{-1 / 2}$ (curl, $S_{R}$ ).

Proof. (2.9) is proved in [17]. Thus, only the last part of the lemma needs proving. From

$$
\left(T^{\omega}(g), g\right)=\sqrt{\frac{\varepsilon_{0}}{\mu_{0}}} \sum_{l=1}^{+\infty} \sum_{m=-l}^{l} i \omega \frac{\left|\alpha_{l}^{m}\right|^{2}}{\gamma_{l}(\omega)}+\frac{\left|\beta_{l}^{m}\right|^{2} \gamma_{l}(\omega)}{i \omega}
$$

we obtain that

$$
\Re e\left(T^{\omega}(g), g\right)=\sqrt{\frac{\varepsilon_{0}}{\mu_{0}}} \sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \omega \frac{\left|\alpha_{l}^{m}\right|^{2}}{\left|\gamma_{l}(\omega)\right|^{2}} \Im m\left(\gamma_{l}(\omega)\right)+\frac{\left|\beta_{l}^{m}\right|^{2}}{\omega} \Im m\left(\gamma_{l}(\omega)\right)
$$

The fact that $\Im m\left(\gamma_{l}(\omega)\right)>0$ (see, for instance, [27]) implies that (2.9) holds for any $g \neq 0$ in $T H^{-1 / 2}\left(\operatorname{curl}, S_{R}\right)$.

Our next result shows that $D^{\omega}$ is continuous as a map

$$
D^{\omega}: T H^{-1 / 2}\left(\operatorname{curl}, S_{R}\right) \mapsto H^{-1 / 2}\left(S_{R}\right)
$$

Lemma 2.2. There exists a constant $C$ such that for any $g \in T H^{-1 / 2}\left(\operatorname{curl}, S_{R}\right)$ the following inequality holds:

$$
\begin{equation*}
\left\|D^{\omega}(g)\right\|_{H^{-1 / 2}\left(S_{R}\right)} \leq C\|g\|_{T H^{-1 / 2}\left(\operatorname{curl}, S_{R}\right)} \tag{2.11}
\end{equation*}
$$

Proof. Using the fact that there exist positive constants $C_{1}$ and $C_{2}$ such that $\forall l$ (see, for instance, [13])

$$
C_{1} l \leq\left|\gamma_{l}(\omega)\right| \leq C_{2} l
$$

we obtain

$$
\begin{aligned}
\left\|D^{\omega}(g)\right\|_{H^{-1 / 2}\left(S_{R}\right)}^{2} & =\sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \frac{l(l+1)}{\left|\gamma_{l}\right|^{2}(\omega)} \frac{1}{\sqrt{l(l+1)}}\left|\alpha_{l}^{m}\right|^{2} \\
& \leq C \sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \frac{1}{\sqrt{l(l+1)}}\left|\alpha_{l}^{m}\right|^{2} \\
& \leq C\|g\|_{T H^{-1 / 2}\left(\operatorname{curl}, S_{R}\right)}^{2}
\end{aligned}
$$

where the constant $C$ is independent of $g$. The dependence of the constant $C$ on the frequency $\omega$ can be explicitly characterized.

Now we wish to analyze the asymptotic behavior of the operators $T^{\omega}$ and $D^{\omega}$ as the frequency $\omega$ tends to zero. We start by recalling some well-known results on the logarithmic derivative of the Hankel function $h_{l}^{(1)}$. Following [27], we have

$$
\omega \frac{\left(h_{l}^{(1)}\right)^{\prime}(\omega)}{h_{l}^{(1)}(\omega)}=-\frac{p_{l}(\omega)}{q_{l}(\omega)}+i \frac{\omega}{q_{l}(\omega)},
$$

where

$$
\left\{\begin{array}{l}
p_{l}(t)=c_{l}^{0}+2 c_{l}^{1} \frac{1}{t^{2}}+\cdots+(l+1) c_{l}^{l} \frac{1}{t^{2 l}} \\
q_{l}(t)=c_{l}^{0}+c_{l}^{1} \frac{1}{t^{2}}+\cdots+c_{l}^{l} \frac{1}{t^{2 l}}
\end{array}\right.
$$

and

$$
c_{l}^{m}=\frac{(m+l)!(2 m)!}{4^{m}(m!)^{2}(l-m)!}
$$

Therefore, we can write $\gamma_{l}(\omega)$ in the form

$$
\begin{equation*}
\gamma_{l}(\omega)=1-\frac{(l+1) c_{l}^{l}+\cdots+(\omega)^{2 l} c_{l}^{0}}{c_{l}^{l}+\cdots+(\omega)^{2 l} c_{l}^{0}}+i \frac{(\omega)^{2 l+1}}{c_{l}^{l}+\cdots+(\omega)^{2 l} c_{l}^{0}} \tag{2.12}
\end{equation*}
$$

First, we have the following lemmas. The proofs are given in Appendix B.
Lemma 2.3. The following inequality holds:

$$
\begin{equation*}
\frac{(l+1-m) c_{l}^{l-m}}{c_{l}^{l}}<1 \tag{2.13}
\end{equation*}
$$

$\forall l \geq 1$ and $m=1$ to $l$.
Lemma 2.4. There exist $\omega_{0}$ and a constant $C$ independent of $\omega$ and $l$ such that for $0<\omega<\omega_{0}$ and $l \geq 1$ the following estimate holds:

$$
\begin{equation*}
\left|\frac{1}{\gamma_{l}(\omega)}+\frac{1}{l}\right| \leq \frac{C}{l^{2}} \omega \tag{2.14}
\end{equation*}
$$

Next, from (2.12) and (2.13), we obtain the following results.
Lemma 2.5. There exists $\omega_{0}>0$ such that

$$
\gamma_{l}(\omega)=\sum_{j=0}^{+\infty} \gamma_{l}^{j} \omega^{j} \quad \forall 0<\omega<\omega_{0}
$$

$\forall l \geq 1$ ( $\omega_{0}$ is independent of $l$ ). Furthermore, for any $j \geq 1$ there exists a constant $C_{j}$ independent of $l$ such that

$$
\begin{equation*}
\left|\frac{\gamma_{l}^{j}}{\gamma_{l}^{0}}\right| \leq C_{j} \quad \forall l \geq 1 \tag{2.15}
\end{equation*}
$$

LEMMA 2.6. Let $\left(\delta_{l}^{j}\right)_{j \geq 0, l \geq 1}$ be defined by

$$
\begin{equation*}
\frac{1}{\gamma_{l}(\omega)}=\frac{1}{\gamma_{l}^{0}} \sum_{j=0}^{+\infty} \delta_{l}^{j} \omega^{j} \tag{2.16}
\end{equation*}
$$

For any $j \geq 1$ there exists a constant $C_{j}$ independent of $l$ such that

$$
\begin{equation*}
\left|\delta_{l}^{j}\right| \leq C_{j} \quad \forall l \geq 1 \tag{2.17}
\end{equation*}
$$

With the help of these results, we obtain the following two results which are crucial for our asymptotic analysis at low frequencies.

Lemma 2.7. The operator

$$
D^{\omega}-D: T H^{-1 / 2}\left(\operatorname{curl}, S_{R}\right) \mapsto H^{-1 / 2}\left(S_{R}\right)
$$

is compact, where $D$ is defined for any $g \in T H^{-1 / 2}\left(\operatorname{curl}, S_{R}\right)$ in the form (2.4) by

$$
D(g)=-\sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \sqrt{\frac{l+1}{l}} \alpha_{l}^{m} Y_{l}^{m}
$$

Furthermore, there exists $\omega_{0}$ such that for $0<\omega<\omega_{0}$ the following inequality holds:

$$
\left\|\left(D^{\omega}-D\right)(g)\right\|_{H^{1 / 2}\left(S_{R}\right)} \leq C \omega\|g\|_{T H^{-1 / 2}\left(\operatorname{curl}, S_{R}\right)}
$$

where the constant $C$ independent of $\omega$.
Proof. Let $g$ be in $T H^{-1 / 2}\left(\operatorname{curl}, S_{R}\right)$. We have

$$
\left(D^{\omega}-D\right)(g)=\sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \sqrt{l(l+1)}\left(\frac{1}{\gamma_{l}(\omega)}+\frac{1}{l}\right) \alpha_{l}^{m} Y_{l}^{m}
$$

Therefore, by (2.14) we obtain that there exists a constant $C$ independent of $\omega$ such that

$$
\begin{aligned}
\left\|\left(D^{\omega}-D\right)(g)\right\|_{H^{1 / 2}\left(S_{R}\right)}^{2} & \leq C \omega^{2} \sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \sqrt{1+l(l+1)} \frac{1}{l^{2}}\left|\alpha_{l}^{m}\right|^{2} \\
& \leq 3 C \omega^{2} \sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \frac{1}{\sqrt{1+l(l+1)}}\left|\alpha_{l}^{m}\right|^{2}+\sqrt{1+l(l+1)}\left|\beta_{l}^{m}\right|^{2} \\
& \leq 3 C \omega^{2}\|g\|_{T H^{-1 / 2}\left(\operatorname{curl}, S_{R}\right)}^{2}
\end{aligned}
$$

and thus we have the claim.
The operator $D$ is then in some sense the limit of the operator $D^{\omega}$ as $\omega$ tends to zero. Now, by using Lemma 2.5, we also verify without any difficulty that we have the following.

Lemma 2.8. There exists a constant $C$ such that for any $g \in T H^{-1 / 2}\left(\operatorname{curl}, S_{R}\right)$ the following inequality holds:

$$
\begin{equation*}
\left\|T_{j}^{\omega}(g)\right\|_{T H^{-1 / 2}\left(\operatorname{div}, S_{R}\right)} \leq C\|g\|_{T H^{-1 / 2}\left(\operatorname{curl}, S_{R}\right)} \tag{2.18}
\end{equation*}
$$

where the operator $T_{j}^{\omega}$ is defined for any $g \in T H^{-1 / 2}\left(\operatorname{curl}, S_{R}\right)$ in the form (2.4) by

$$
\begin{aligned}
T_{j}^{\omega}(g)= & \sqrt{\frac{\varepsilon_{0}}{\mu_{0}}} \sum_{l=1}^{+\infty} \sum_{m=-l}^{l} i \omega \frac{\alpha_{l}^{m}}{\gamma_{l}^{0}} \sum_{p=0}^{j} \delta_{l}^{p} \omega^{p} G_{l}^{m} \\
& +\frac{\beta_{l}^{m} \gamma_{l}^{0}}{i \omega} \sum_{p=0}^{j} \frac{\gamma_{l}^{p}}{\gamma_{l}^{0}} \omega^{p} R_{l}^{m}
\end{aligned}
$$

Proof. Let $g$ be in $T H^{-1 / 2}\left(\operatorname{curl}, S_{R}\right)$. We have

$$
\begin{aligned}
&\left\|T_{j}^{\omega}(g)\right\|_{T H-1 / 2}\left(\operatorname{div}, S_{R}\right) \\
&= \frac{\varepsilon_{0}}{\mu_{0}} \sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \sqrt{1+l(l+1)} \omega^{2}\left|\frac{\alpha_{l}^{m}}{\gamma_{l}^{0}}\right|^{2}\left|\sum_{p=0}^{j} \delta_{l}^{p} \omega^{p}\right|^{2} \\
&+\frac{1}{\sqrt{1+l(l+1)}}\left|\frac{\beta_{l}^{m} \gamma_{l}^{0}}{\omega}\right|^{2}\left|\sum_{p=0}^{j} \frac{\gamma_{l}^{p}}{\gamma_{l}^{0}} \omega^{p}\right|^{2}
\end{aligned}
$$

Therefore, from Lemmas 2.5 and 2.6 , we can show that there exists a constant $C_{j}$ such that

$$
\begin{aligned}
\left\|T_{j}^{\omega}(g)\right\|_{T H^{-1 / 2}\left(\operatorname{div}, S_{R}\right)}^{2} & \leq C_{j} \sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \frac{\sqrt{1+l(l+1)}}{l^{2}}\left|\alpha_{l}^{m}\right|^{2}+\frac{l^{2}}{\sqrt{1+l(l+1)}}\left|\beta_{l}^{m}\right|^{2} \\
& \leq 3 C_{j} \sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \frac{1}{\sqrt{1+l(l+1)}}\left|\alpha_{l}^{m}\right|^{2}+\sqrt{1+l(l+1)}\left|\beta_{l}^{m}\right|^{2} \\
& \leq 3 C_{j}\|g\|_{T H^{-1 / 2}\left(\operatorname{curl}, S_{R}\right)}^{2}
\end{aligned}
$$

and thus we have the claim.
3. The variational problem for Maxwell's equations. Several proofs of the existence of solutions to the scattering problem for nonhomogeneous Maxwell's equations in unbounded domains are now known. The proof of the existence and uniqueness of a solution for the case when $\varepsilon$ and $\mu$ are in $\mathcal{C}^{2}$ was first given by Müller [25]. Abboud and Nédélec [2] proved existence and uniqueness for Maxwell's equations under the same regularity assumptions on the dielectric coefficients $\varepsilon$ and $\mu$ but they are possibly discontinuous across the interface dielectric medium/exterior domain. They used the standard Sobolev space $H^{1}$ as a basis of their variational problem. Costabel [14] used another modified bilinear form coercive over $H^{1}$ to establish the existence of a solution in a bounded domain. Kirsch and Monk [17], [18] obtained a simple variational proof of the existence of a solution based on the use of the space $H$ (curl, $\Omega$ ) where $\Omega$ is a smooth bounded domain. The crucial points in their analysis are the Hodge decomposition of the space $H(\operatorname{curl}, \Omega)$ and the compact embedding of the set $\left\{u \in H(\operatorname{curl}, \Omega): \int_{\Omega} \varepsilon u \cdot \overrightarrow{\operatorname{grad}} \varphi=0 \quad \forall \varphi \in H^{1}(\Omega)\right\}$ into $\left(L^{2}(\Omega)\right)^{3}$. Note that the use of the Hodge decomposition of the space $H(\operatorname{curl}, \Omega)$ is a well-known idea for the study of Maxwell's equations in bounded domains (see Birman and Solomyak [5] and Leis [24]). Abboud [1] has analyzed the scattering of electromagnetic waves from periodic gratings in three dimensions. His method is very close to [17] but the compactness result that he used is quite different. More recently, Hazard and Lenoir [16] obtained by adding a regularizing term such as grad div in the time-harmonic Maxwell's equations an elliptic problem similar to the vector Helmholtz equation.

For the uniqueness of a solution to the scattering problem from inhomogeneities, several results are also known, but the list of such results is still incomplete. In fact, under certain regularity assumptions on $\varepsilon$ and $\mu$, namely $\varepsilon$ and $\mu$ are $\mathcal{C}^{1,1}$ in every subdomain of the dielectric medium, it can be shown that a principle of unique continuation is valid (see Vogelsang [36], Colton and Kress [12]). As a consequence we would have that any solution of Maxwell's equations is unique. For our purposes, since $\varepsilon$ and $\mu$ are assumed to be in $L^{\infty}\left(B_{R}\right)$, we have to suppose that the Maxwell system (1.1) has at most only one solution.

Now, following Kirsch and Monk [18], for instance, to obtain a variational formulation of the Maxwell system (1.1) in $H\left(\operatorname{curl}, B_{R}\right)$ we shall first eliminate the magnetic field $H^{\omega}$ from (1.1). We simply substitute $H^{\omega}=\frac{1}{i \omega \mu} \overrightarrow{\operatorname{curl}} E^{\omega}$ into $\overrightarrow{\operatorname{curl}} H^{\omega}=-i \omega \varepsilon E^{\omega}$ to obtain

$$
\begin{equation*}
\overrightarrow{\operatorname{curl}} \frac{1}{\mu} \overrightarrow{\operatorname{curl}} E^{\omega}-\omega^{2} \varepsilon E^{\omega}=0 \quad \text { in } B_{R} . \tag{3.1}
\end{equation*}
$$

If we multiply (3.1) by a test function $\Phi$ in $H\left(\operatorname{curl}, B_{R}\right)$, integrate over $B_{R}$, and using integration by parts, we obtain

$$
\begin{equation*}
\int_{B_{R}} \frac{1}{\mu} \overrightarrow{\operatorname{curl}} E^{\omega} \cdot \overrightarrow{\operatorname{curl}} \Phi-\omega^{2} \int_{B_{R}} \varepsilon E^{\omega} \cdot \Phi-\left(\overrightarrow{\operatorname{curl}} E^{\omega} \wedge n, \Phi_{S_{R}}\right)=0 \tag{3.2}
\end{equation*}
$$

where the last term in this equation is to take, in the sense of the duality $T H^{-1 / 2}\left(\operatorname{div}, S_{R}\right)$, $T H^{-1 / 2}$ (curl, $S_{R}$ ). Now, using the definition of the electromagnetic operator $T^{\omega}$, we may write

$$
\begin{align*}
& \int_{B_{R}} \frac{1}{\mu} \overrightarrow{\operatorname{curl}} E^{\omega} \cdot \overrightarrow{\operatorname{curl}} \Phi-\omega^{2} \int_{B_{R}} \varepsilon E^{\omega} \cdot \Phi  \tag{3.3}\\
& -i \omega \mu_{0}\left(T^{\omega}\left(E_{S_{R}}^{\omega}\right), \Phi_{S_{R}}\right)=i \omega \mu_{0}\left(g_{\omega}^{i n}, \Phi_{S_{R}}\right)
\end{align*}
$$

where

$$
\begin{equation*}
g_{\omega}^{i n}=T^{\omega}\left(E_{\omega, S_{R}}^{i n}\right)-H_{\omega}^{i n} \wedge n \tag{3.4}
\end{equation*}
$$

We have from [17] or [27] the following.
Lemma 3.1. Suppose that the Maxwell system (4.1) admits at most one solution. Then the variational equation (3.3) is uniquely solvable in $H\left(\operatorname{curl}, B_{R}\right)$.
4. The derivation of the higher-order terms. This section is probably the most important section of this article because essentially all of what follows is either based on or motivated by the results we are about to discuss. We proceed formally to reduce the calculation of higher-order terms to the solutions of certain canonical problems. Then we shall show that each of these problems admits a unique solution. This will be accomplished with the help of the lemmas given above. The convergence of the electric and magnetic fields with these higher-order terms is the basic aim of the next section. Let us first recall that the electric and magnetic fields are solutions of the following scattering problem:

$$
\left\{\begin{array}{l}
\overrightarrow{\operatorname{curl}} H^{\omega}=-i \omega \varepsilon E^{\omega} \quad \text { in } B_{R}  \tag{4.1}\\
\overrightarrow{\operatorname{curl}} E^{\omega}=i \omega \mu H^{\omega} \quad \text { in } B_{R} \\
T^{\omega}\left(E_{S_{R}}^{\omega}\right)-H^{\omega} \wedge n=T^{\omega}\left(E_{\omega, S_{R}}^{i n}\right)-H_{\omega}^{i n} \wedge n \quad \text { on } S_{R}
\end{array}\right.
$$

where we have replaced the Silver-Müller radiation condition by the exact nonlocal boundary condition

$$
\begin{equation*}
T^{\omega}\left(E_{S_{R}}^{\omega}\right)-H^{\omega} \wedge n=T^{\omega}\left(E_{\omega, S_{R}}^{i n}\right)-H_{\omega}^{i n} \wedge n \tag{4.2}
\end{equation*}
$$

on the artificial boundary $S_{R}$.
Let us now formally expand the electric and the magnetic fields $\left(E^{\omega}, H^{\omega}\right)$ in a power series of the frequency $\omega$ :

$$
\left\{\begin{align*}
E^{\omega} & =\sum_{j=0}^{+\infty} E^{j} \omega^{j}  \tag{4.3}\\
H^{\omega} & =\sum_{j=0}^{+\infty} H^{j} \omega^{j}
\end{align*}\right.
$$

where the fields $\left(E^{j}, H^{j}\right)$ are in $H\left(\operatorname{curl}, B_{R}\right) \times H\left(\operatorname{curl}, B_{R}\right)$. Therefore, the tangential component of the electric field on $S_{R}$ can be written in the form

$$
E_{S_{R}}^{\omega}=\sum_{l=1}^{+\infty} \sum_{m=-l}^{l} u_{l}^{m}(\omega) G_{l}^{m}+v_{l}^{m}(\omega) R_{l}^{m}
$$

where its expansion coefficients $u_{l}^{m, j}$ and $v_{l}^{m, j}$ have the following expansion forms with respect to the frequency $\omega$ :

$$
\left\{\begin{aligned}
u_{l}^{m}(\omega) & =\sum_{j=0}^{+\infty} u_{l}^{m, j} \omega^{j} \\
v_{l}^{m}(\omega) & =\sum_{j=0}^{+\infty} v_{l}^{m, j} \omega^{j}
\end{aligned}\right.
$$

From the exact nonlocal boundary condition (4.2) on $S_{R}$ we obtain that

$$
\begin{aligned}
& \sqrt{\frac{\varepsilon_{0}}{\mu_{0}}} \sum_{l=1}^{+\infty} \sum_{m=-l}^{l} i \omega \frac{1}{\gamma_{l}^{0}}\left(\sum_{j=0}^{+\infty} \delta_{l}^{j} \omega^{j}\right)\left(\sum_{j=0}^{+\infty} u_{l}^{m, j} \omega^{j}\right) G_{l}^{m} \\
& +\frac{\gamma_{l}^{0}}{i \omega}\left(\sum_{j=0}^{+\infty} \frac{\gamma_{l}^{j}}{\gamma_{l}^{0}} \omega^{j}\right)\left(\sum_{j=0}^{+\infty} v_{l}^{m, j} \omega^{j}\right) R_{l}^{m}-\sum_{j=0}^{+\infty}\left(H^{j} \wedge n\right) \omega^{j}=g_{\omega}^{i n}
\end{aligned}
$$

where $g_{\omega}^{i n}$ is defined by (3.4). Now, using the fact that

$$
\left(\sum_{j=0}^{+\infty} \delta_{l}^{j} \omega^{j}\right)\left(\sum_{j=0}^{+\infty} u_{l}^{m, j} \omega^{j}\right)=\sum_{j=0}^{+\infty}\left(\sum_{p=0}^{j} \delta^{j-p} u_{l}^{m, p}\right) \omega^{j}
$$

and

$$
\left(\sum_{j=0}^{+\infty} \frac{\gamma_{l}^{j}}{\gamma_{l}^{0}} \omega^{j}\right)\left(\sum_{j=0}^{+\infty} v_{l}^{m, j} \omega^{j}\right)=\sum_{j=0}^{+\infty}\left(\sum_{p=0}^{j} \frac{\gamma^{j-p}}{\gamma_{l}^{0}} v_{l}^{m, p}\right) \omega^{j}
$$

we obtain

$$
\begin{align*}
& \sqrt{\frac{\varepsilon_{0}}{\mu_{0}}} \sum_{l=1}^{+\infty} \sum_{m=-l}^{l} i \omega \frac{1}{\gamma_{l}^{0}} \sum_{j=0}^{+\infty}\left(\sum_{p=0}^{j} \delta_{l}^{j-p} u_{l}^{m, p}\right) \omega^{j} G_{l}^{m} \\
& +\frac{\gamma_{l}^{0}}{i \omega} \sum_{j=0}^{+\infty}\left(\sum_{p=0}^{j} \frac{\gamma_{l}^{j-p}}{\gamma_{l}^{0}} v_{l}^{m, p}\right) \omega^{j} R_{l}^{m}-\sum_{j=0}^{+\infty}\left(H^{j} \wedge n\right) \omega^{j}=g_{\omega}^{i n} \tag{4.4}
\end{align*}
$$

If we assume that the incident electric field $E_{\omega}^{i n}$ is analytic with respect to $\omega$, we can write the quantity $g_{\omega}^{i n}$ in the form

$$
g_{\omega}^{i n}=\frac{1}{\omega} g_{-1}^{i n}+\sum_{j=0}^{+\infty} g_{j}^{i n} \omega^{j}
$$

since $\gamma_{l}(\omega)$ is analytic with respect to $\omega$ in a real neighborhood of 0 .
Now we shall show how to obtain the fields $\left(E^{j}, H^{j}\right)$. Upon inserting the expansions (4.3) of $\left(E^{\omega}, H^{\omega}\right)$ in the system (4.1), we get

$$
\begin{cases}\overrightarrow{\operatorname{curl}} E^{0}=0 & \text { in } B_{R}  \tag{4.5}\\ \overrightarrow{\operatorname{curl}} H^{0}=0 & \text { in } B_{R} \\ \operatorname{div} \varepsilon E^{0}=0 & \text { in } B_{R} \\ \operatorname{div} \mu H^{0}=0 & \text { in } B_{R}\end{cases}
$$

and more generally

$$
\left\{\begin{array}{l}
\overrightarrow{\operatorname{curl}} E^{j+1}=i \mu H^{j} \quad \text { in } B_{R}  \tag{4.6}\\
\overrightarrow{\operatorname{curl}} H^{j+1}=-i \varepsilon E^{j} \quad \text { in } B_{R} \\
\operatorname{div} \varepsilon E^{j+1}=0 \quad \text { in } B_{R} \\
\operatorname{div} \mu H^{j+1}=0 \quad \text { in } B_{R}
\end{array}\right.
$$

To complete the derivation of the canonical problem satisfied by the field $E^{j}$ or the field $H^{j}$, we need to find a boundary condition satisfied by these fields on $S_{R}$. Identifying different terms in the identity (4.4) and by following increasing powers of the frequency $\omega$, we obtain

$$
\left\{\begin{array}{l}
-i \sqrt{\frac{\varepsilon_{0}}{\mu_{0}}} \sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \gamma_{l}^{0} v_{l}^{m, 0} R_{l}^{m}=g_{-1}^{i n}  \tag{4.7}\\
-i \sqrt{\frac{\varepsilon_{0}}{\mu_{0}}} \sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \gamma_{l}^{0}\left(\frac{\gamma_{l}^{1}}{\gamma_{l}^{0}} v_{l}^{m, 0}+v_{l}^{m, 1}\right) R_{l}^{m}-H^{0} \wedge n=g_{0}^{i n}
\end{array}\right.
$$

and more generally

$$
\begin{align*}
& i \sqrt{\frac{\varepsilon_{0}}{\mu_{0}}} \sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \frac{1}{\gamma_{l}^{0}}\left(\sum_{p=0}^{j} \delta_{l}^{j-p} u_{l}^{m, p}\right) G_{l}^{m}  \tag{4.8}\\
& -\gamma_{l}^{0}\left(\sum_{p=0}^{j+2} \frac{\gamma_{l}^{j+2-p}}{\gamma_{l}^{0}} v_{l}^{m, p}\right) R_{l}^{m}-H^{j+1} \wedge n=g_{j+1}^{i n}, \quad j \geq 0
\end{align*}
$$

We first derive a boundary condition on $S_{R}(R=1)$ satisfied by the field $E^{0}$. Since

$$
\left\{\begin{align*}
\operatorname{div}_{S_{R}} G_{l}^{m} & =-\sqrt{l(l+1)} Y_{l}^{m}  \tag{4.9}\\
\operatorname{div}_{S_{R}} R_{l}^{m} & =0
\end{align*}\right.
$$

then by taking the surface divergence of the identity (4.4) for $j=0$ we obtain

$$
\begin{equation*}
-\sqrt{\frac{\varepsilon_{0}}{\mu_{0}}} \sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \frac{i}{\gamma_{l}^{0}} u_{l}^{m, 0} \sqrt{l(l+1)} Y_{l}^{m}-\operatorname{div}_{S_{R}}\left(H^{1} \wedge n\right)=\operatorname{div}_{S_{R}}\left(g_{1}^{i n}\right) \tag{4.10}
\end{equation*}
$$

Here we have used the fact that $\delta_{l}^{0}=1$. However, from (4.1) we see that

$$
\operatorname{div}_{S_{R}}\left(H^{1} \wedge n\right)=\overrightarrow{\operatorname{curl}} H^{1} \cdot n=-i \varepsilon_{0} E^{0} \cdot n \quad \text { on } S_{R}
$$

Thus

$$
\begin{equation*}
-\sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \frac{1}{\gamma_{l}^{0}} u_{l}^{m, 0} \sqrt{l(l+1)} Y_{l}^{m}+E^{0} \cdot n=-\frac{i}{\varepsilon_{0}} \operatorname{div}_{S_{R}}\left(g_{1}^{i n}\right) \tag{4.11}
\end{equation*}
$$

Now, let the operator

$$
K: H^{s}\left(S_{R}\right) \mapsto H^{s+1}\left(S_{R}\right)
$$

(for our purposes $s=-3 / 2$ ) be defined by

$$
K(\varphi)=\sum_{l=1}^{+\infty} \sum_{m=-l}^{l}-\frac{1}{\gamma_{l}^{0}} \varphi_{l}^{m} Y_{l}^{m}
$$

$\left(\gamma_{l}^{0}=l\right)$ for $\varphi \in H^{s}\left(S_{R}\right)$ of the form $\varphi=\sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \varphi_{l}^{m} Y_{l}^{m}$. Using the fact that $u_{l}^{m, 0}=0 \forall l \geq 1$ and $m=-l$ to $l$, the definition of the operator $K$, and the boundary condition on $S_{R}(4.11)$, we obtain that $E^{0}$ satisfies on $S_{R}$

$$
\begin{equation*}
E^{0} \cdot n-K\left(\operatorname{div}_{S_{R}} E_{S_{R}}^{0}\right)=-\frac{i}{\varepsilon_{0}} \operatorname{div}_{S_{R}}\left(g_{1}^{i n}\right) \tag{4.12}
\end{equation*}
$$

Let us observe that the operator $K$ is related to the operator $D$ by

$$
D(g)=K\left(\operatorname{div}_{S_{R}} g\right) \quad \forall g \in T H^{-1 / 2}\left(\operatorname{curl}, S_{R}\right)
$$

Now, to derive a boundary condition on $S_{R}$ satisfied by the field $H^{0}$, we carry out the same procedure. Let us first observe that from (4.7) we can deduce that

$$
\begin{aligned}
\operatorname{div}_{S_{R}}\left(H_{S_{R}}^{0}\right)= & -i \sqrt{\frac{\varepsilon_{0}}{\mu_{0}}} \sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \sqrt{l(l+1)} \gamma_{l}^{0} v_{l}^{m, 1} Y_{l}^{m}-\operatorname{curl}_{S_{R}} g_{0}^{i n} \\
& -i \sqrt{\frac{\varepsilon_{0}}{\mu_{0}}} \sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \sqrt{l(l+1)} \gamma_{l}^{1} v_{l}^{m, 0} Y_{l}^{m}
\end{aligned}
$$

But

$$
-\sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \sqrt{l(l+1)} v_{l}^{m, 1} Y_{l}^{m}=\operatorname{div}_{S_{R}}\left(E^{1} \wedge n\right)=i \mu_{0} H^{0} \cdot n
$$

Thus,

$$
\begin{equation*}
i \mu_{0} H^{0} \cdot n+\sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \sqrt{l(l+1)} v_{l}^{m, 1} Y_{l}^{m}=0 \tag{4.13}
\end{equation*}
$$

Making use of the operator $K$, we can rewrite (4.13) in the more suitable form

$$
\begin{align*}
& H^{0} \cdot n-K\left(\operatorname{div}_{S_{R}} H_{S_{R}}^{0}\right)=-i \mu_{0} K\left(\operatorname{curl}_{S_{R}} g_{0}^{i n}\right) \\
& -\sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \frac{\sqrt{l(l+1)} \gamma_{l}^{1}}{\gamma_{l}^{0}} v_{l}^{m, 0} Y_{l}^{m} \tag{4.14}
\end{align*}
$$

More generally, assume that the fields $\left(E^{i}, H^{i}\right)$ are known for $i=0$ to $j$; we wish to derive boundary conditions satisfied by the fields $\left(E^{j+1}, H^{j+1}\right)$ on the fictive boundary $S_{R}$. From (4.8) it follows that

$$
\begin{aligned}
& \sqrt{\frac{\varepsilon_{0}}{\mu_{0}}} \sum_{l=1}^{+\infty} \sum_{m=-l}^{l} i \frac{1}{\gamma_{l}^{0}}\left(\sum_{p}^{j-1} \delta_{l}^{j-1-p} u_{l}^{m, p}\right) G_{l}^{m} \\
& -i \gamma_{l}^{0}\left(\sum_{p=0}^{j+1} \frac{\gamma_{l}^{j+1-p}}{\gamma_{l}^{0}} v_{l}^{m, p}\right) R_{l}^{m}-H^{j} \wedge n=g_{j}^{i n}
\end{aligned}
$$

and so

$$
\begin{align*}
-i \sqrt{\frac{\varepsilon_{0}}{\mu_{0}}} \sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \gamma_{l}^{0} v_{l}^{m, j+1} R_{l}^{m}= & g_{j}^{i n}+H^{j} \wedge n \\
& -i \sqrt{\frac{\varepsilon_{0}}{\mu_{0}}} \sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \frac{1}{\gamma_{l}^{0}}\left(\sum_{p=0}^{j-1} \delta_{l}^{j-1-p} u_{l}^{m, p}\right) G_{l}^{m}  \tag{4.15}\\
& +i \sqrt{\frac{\varepsilon_{0}}{\mu_{0}}} \sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \gamma_{l}^{0}\left(\sum_{p=0}^{j} \frac{\gamma_{l}^{j+1-p}}{\gamma_{l}^{0}} v_{l}^{m, p}\right) R_{l}^{m} .
\end{align*}
$$

Thus, the expansion coefficients $\left(v_{l}^{m, j+1}\right)_{l \geq 1,-l \leq m \leq l}$ are determined. Furthermore, it is easy to see that

$$
\begin{aligned}
& \operatorname{div}_{S_{R}}\left\{\sum_{l=1}^{+\infty} \sum_{m=-l}^{l}+i \frac{1}{\gamma_{l}^{0}}\left(\sum_{p=0}^{j+1} \delta_{l}^{j+1-p} u_{l}^{m, p}\right) G_{l}^{m}\right\} \\
& =\operatorname{div}_{S_{R}}\left(H^{j+2} \wedge n\right)+\operatorname{div}_{S_{R}}\left(g_{j+2}^{i n}\right) \\
& =-i \varepsilon_{0} E^{j+1} \cdot n+\operatorname{div}_{S_{R}}\left(g_{j+2}^{i n}\right)
\end{aligned}
$$

Thus,

$$
i \varepsilon_{0} E^{j+1} \cdot n+i \sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \frac{\sqrt{l(l+1)}}{\gamma_{l}^{0}}\left(\sum_{p=0}^{j+1} \delta_{l}^{j+1-p} u_{l}^{m, p}\right) Y_{l}^{m}=\operatorname{div}_{S_{R}}\left(g_{j+2}^{i n}\right)
$$

Finally, we obtain that $E^{j+1}$ satisfies on $S_{R}$ the following boundary condition:

$$
\begin{aligned}
& E^{j+1} \cdot n-K\left(\operatorname{div}_{S_{R}}\left(E_{S_{R}}^{j+1}\right)\right)=-\frac{i}{\varepsilon_{0}} \operatorname{div}_{S_{R}}\left(g_{j+2}^{i n}\right) \\
& +\sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \frac{\sqrt{l(l+1)}}{\gamma_{l}^{0}}\left(\sum_{p=0}^{j} \delta_{l}^{j+1-p} u_{l}^{m, p}\right) Y_{l}^{m} .
\end{aligned}
$$

Similarly, the following identity holds for the field $H^{j+1}$ :

$$
\begin{equation*}
\operatorname{div}_{S_{R}}\left(H_{S_{R}}^{j+1}\right)+i \sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \gamma_{l}^{0} \sqrt{l(l+1)} \sum_{p=0}^{j+2} \frac{\gamma_{l}^{j+2-p}}{\gamma_{l}^{0}} v_{l}^{m, p} Y_{l}^{m}=\operatorname{curl}_{S_{R}}\left(g_{j+1}^{i n}\right) \tag{4.16}
\end{equation*}
$$

which can be rewritten in the form

$$
\begin{aligned}
& \operatorname{div}_{S_{R}}\left(H_{S_{R}}^{j+1}\right)+i \sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \gamma_{l}^{0} \sqrt{l(l+1)} v_{l}^{m, j+2} Y_{l}^{m}=\operatorname{curl}_{S_{R}}\left(g_{j+1}^{i n}\right) \\
& +i \sqrt{\frac{\varepsilon_{0}}{\mu_{0}}} \sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \gamma_{l}^{0} \sqrt{l(l+1)} \sum_{p=0}^{j+1} \frac{\gamma_{l}^{j+2-p}}{\gamma_{l}^{0}} v_{l}^{m, p} Y_{l}^{m}
\end{aligned}
$$

where the expansion coefficients $\left(v_{l}^{m, j+1}\right)_{l \geq 1,-l \leq m \leq l}$ are known from the identity (4.15). Making use of the operator $K$, we see that

$$
\begin{aligned}
& K\left(\operatorname{div}_{S_{R}}\left(H_{S_{R}}^{j+1}\right)\right)-i \sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \sqrt{l(l+1)} v_{l}^{m, j+2} Y_{l}^{m}=K\left(\operatorname{curl}_{S_{R}}\left(g_{j+1}^{i n}\right)\right) \\
& -i \sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \sqrt{l(l+1)} \sum_{p=0}^{j+1} \frac{\gamma_{l}^{j+2-p}}{\gamma_{l}^{0}} v_{l}^{m, p} Y_{l}^{m} .
\end{aligned}
$$

But

$$
\begin{aligned}
-\sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \sqrt{l(l+1)} v_{l}^{m, j+2} Y_{l}^{m} & =\operatorname{div}_{S_{R}}\left(E^{j+2} \wedge n\right) \\
& =i \mu_{0} H^{j+1} \cdot n
\end{aligned}
$$

Thus

$$
\begin{aligned}
& K\left(\operatorname{div}_{S_{R}}\left(H_{S_{R}}^{j+1}\right)\right)-H^{j+1} \cdot n=i \mu_{0} K\left(\operatorname{curl}_{S_{R}}\left(g_{j+1}^{i n}\right)\right) \\
& -\sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \sqrt{l(l+1)} \sum_{p=0}^{j+1} \frac{\gamma_{l}^{j+2-p}}{\gamma_{l}^{0}} v_{l}^{m, p} Y_{l}^{m} \quad \text { on } S_{R}
\end{aligned}
$$

To summarize, we have the following lemma.
Lemma 4.1. Assume that the electric and magnetic fields $\left(E^{\omega}, H^{\omega}\right)$ admit the asymptotic expansions (4.3). Then we have

$$
\left\{\begin{array}{l}
\overrightarrow{\operatorname{curl}} E^{0}=0 \quad \text { in } B_{R}  \tag{4.17}\\
\operatorname{div} \varepsilon E^{0}=0 \quad \text { in } B_{R} \\
E^{0} \cdot n-K\left(\operatorname{div}_{S_{R}}\left(E_{S_{R}}^{0}\right)\right)=-\frac{i}{\varepsilon_{0}} \operatorname{div}_{S_{R}}\left(g_{1}^{i n}\right) \quad \text { on } S_{R},
\end{array}\right.
$$

$$
\begin{align*}
& \left\{\begin{array}{l}
\overrightarrow{\operatorname{curl}} H^{0}=0 \quad \text { in } B_{R}, \\
\operatorname{div} \mu H^{0}=0 \quad \text { in } B_{R}, \\
H^{0} \cdot n-K\left(\operatorname{div}_{S_{R}}\left(H_{S_{R}}^{0}\right)\right)=-i \mu_{0} K\left(\operatorname{curl}_{S_{R}}\left(g_{0}^{i n}\right)\right) \\
-\sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \sqrt{l(l+1)} \frac{\gamma_{l}^{1}}{\gamma_{l}^{0}} v_{l}^{m, 0} Y_{l}^{m} \quad \text { on } S_{R},
\end{array}\right.  \tag{4.18}\\
& \left\{\begin{array}{l}
\overrightarrow{\operatorname{curl}} E^{j+1}=i \mu H^{j} \quad \text { in } B_{R}, \\
\operatorname{div} \varepsilon E^{j+1}=0 \quad \text { in } B_{R}, \\
E^{j+1} \cdot n-K\left(\operatorname{div}_{S_{R}}\left(E_{S_{R}}^{j+1}\right)\right)=-\frac{i}{\varepsilon_{0}} \operatorname{div}_{S_{R}}\left(g_{j+2}^{i n}\right) \\
+\sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \frac{\sqrt{l(l+1)}}{\gamma_{l}^{0}}\left(\sum_{p=0}^{j} \delta_{l}^{j+1-p} u_{l}^{m, p}\right) Y_{l}^{m} \quad \text { on } S_{R},
\end{array}\right.
\end{align*}
$$

and

$$
\left\{\begin{array}{l}
\overrightarrow{\operatorname{curl}} H^{j+1}=-i \varepsilon E^{j} \quad \text { in } B_{R}  \tag{4.20}\\
\operatorname{div} \mu H^{j+1}=0 \quad \text { in } B_{R} \\
H^{j+1} \cdot n-K\left(\operatorname{div}_{S_{R}}\left(H_{S_{R}}^{j+1}\right)\right)=-i \mu_{0} K\left(\operatorname{curl}_{S_{R}}\left(g_{j+1}^{i n}\right)\right) \\
-\sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \sqrt{l(l+1)} \sum_{p=0}^{j+1} \frac{\gamma_{l}^{j+2-p}}{\gamma_{l}^{0}} v_{l}^{m, p} Y_{l}^{m} \quad \text { on } S_{R}
\end{array}\right.
$$

Now, in order to prove the existence of a solution to the boundary-value problems (4.19) and (4.20) we must analyze in some detail the boundary conditions satisfied by the fields $\left(E^{j}, H^{j}\right)$ on $S_{R}$. We shall prove the following lemma, which is essential to reduce the calculation of higher-order terms $\left(E^{j}, H^{j}\right)_{j \geq 1}$ to a certain canonical problem.

Lemma 4.2. (a) Assume that $E^{i}$ is in $H\left(\operatorname{curl}, B_{R}\right)$ for $i=1$ to $j$. Then the quantity

$$
-\frac{i}{\varepsilon_{0}} \operatorname{div}_{S_{R}}\left(g_{j+2}^{i n}\right)+\sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \frac{\sqrt{l(l+1)}}{\gamma_{l}^{0}}\left(\sum_{p=0}^{j} \delta_{l}^{j+1-p} u_{l}^{m, p}\right) Y_{l}^{m}
$$

is in $H^{-1 / 2}\left(S_{R}\right)$.
(b) Assume that $E^{i}$ is in $H\left(\operatorname{curl}, B_{R}\right)$ for $i=1$ to $j+1$. Then the quantity

$$
-i \mu_{0} K\left(\operatorname{curl}_{S_{R}}\left(g_{j+1}^{i n}\right)\right)-\sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \sqrt{l(l+1)} \sum_{p=0}^{j+1} \frac{\gamma_{l}^{j+2-p}}{\gamma_{l}^{0}} v_{l}^{m, p} Y_{l}^{m}
$$

is in $H^{-1 / 2}\left(S_{R}\right)$.
Proof. This lemma follows immediately from Lemma 2.8.
We also need the following results.

Lemma 4.3. The boundary-value problem

$$
\left\{\begin{array}{l}
\operatorname{div} \varepsilon \overrightarrow{\operatorname{grad}} \psi=0 \quad \text { in } B_{R}  \tag{4.21}\\
\partial_{n} \psi-K\left(\Delta_{S_{R}} \psi\right)=f \in H^{-1 / 2}\left(S_{R}\right)
\end{array}\right.
$$

is uniquely solvable in $H^{1}\left(B_{R}\right)$ within an additive constant.
Proof. It is easy to see that if $\psi \in H^{1}\left(B_{R}\right)$ satisfies (4.21), then it is solution of the variational equation
$a\left(\psi, \psi_{t}\right)=\int_{B_{R}} \varepsilon \overrightarrow{\operatorname{grad}} \psi \overrightarrow{\operatorname{grad}} \psi_{t}+\sum_{l=1}^{+\infty} \sum_{m=-l}^{l}(l+1) \psi_{l}^{m}\left(\psi_{t}\right)_{l}^{m}=\int_{S_{R}} f \psi_{t} \quad \forall \psi_{t} \in H^{1}\left(B_{R}\right)$,
where $\psi_{l}^{m}$ and $\left(\psi_{t}\right)_{l}^{m}$ are the expansion coefficents of $\psi$ and $\psi_{t}$ on $S_{R}$. Since

$$
a(\psi, \bar{\psi}) \geq \int_{B_{R}} \varepsilon|\overrightarrow{\operatorname{grad}} \psi|^{2}
$$

the lemma follows then from the Lax-Milgram theorem by using a version of Poincaré's inequality.

Next, we have to prove the following lemma.
Lemma 4.4. Let $f$ be in $H\left(\operatorname{curl}, B_{R}\right)$ such that div $f=0$ in $B_{R}, q \in L^{\infty}\left(B_{R}\right)$, and $\varphi \in H^{-1 / 2}\left(S_{R}\right)$. The boundary-value problem

$$
\left\{\begin{array}{l}
\overrightarrow{\operatorname{curl}} u=f \quad \text { in } B_{R}  \tag{4.22}\\
\operatorname{div} q u=0 \quad \text { in } B_{R} \\
u \cdot n-K\left(\operatorname{div}_{S_{R}} u_{S_{R}}\right)=\varphi \quad \text { on } S_{R}
\end{array}\right.
$$

is uniquely solvable in $H\left(\operatorname{curl}, B_{R}\right)$.
Proof. Since $f \in H\left(\right.$ curl, $\left.B_{R}\right)$ satisfies $\operatorname{div} f=0$ in $B_{R}$, we can find $v \in$ $H\left(\operatorname{curl}, B_{R}\right)$ such that $\operatorname{div} q v=0$ and $f=\overrightarrow{\operatorname{curl}} v$ in $B_{R}$. Put $\tilde{u}=u-v$; then $\tilde{u}$ satisfies

$$
\left\{\begin{array}{l}
\overrightarrow{\operatorname{curl}} \tilde{u}=0 \quad \text { in } B_{R} \\
\operatorname{div} q \tilde{u}=0 \quad \text { in } B_{R} \\
\tilde{u} \cdot n-K\left(\operatorname{div}_{S_{R}} \tilde{u}_{S_{R}}\right)=\tilde{\varphi} \quad \text { on } S_{R}
\end{array}\right.
$$

where

$$
\tilde{\varphi}=\varphi-v \cdot n+K\left(\operatorname{div}_{S_{R}} v_{S_{R}}\right)
$$

is in $H^{-1 / 2}\left(S_{R}\right)$. But $\overrightarrow{\operatorname{curl}} \tilde{u}=0$ in $B_{R}$ implies that $\tilde{u}=\overrightarrow{\operatorname{grad}} \psi$, where $\psi$ is in $H^{1}\left(B_{R}\right)$. Lemma 4.4 follows then immediately from Lemma 4.3.

We note that the operator $K\left(\Delta_{S_{R}}\right)$ is the Dirichlet-Neumann operator associated with the Laplace equation in $\mathbb{R}^{3} \backslash \frac{S_{R}}{B_{R}}$.

Finally, we can then state the following.
Theorem 4.5. Assume that the electric and magnetic fields $\left(E^{\omega}, H^{\omega}\right)$ admit the asymptotic expansions (4.3). Then the fields $\left(E^{j}, H^{j}\right)$ are determined as the unique solutions of the boundary-value problems (4.17)-(4.20) in $H\left(\operatorname{curl}, B_{R}\right)$.
5. Convergence result. Now let $M$ be an integer. Let $\left(E^{j}, H^{j}\right)$ for $j=0$ to $M$ be defined recursively as the unique solutions of the boundary-value problems (4.17)-(4.20). Our aim in this section is to prove that the quantities

$$
\left\|E^{\omega}-\sum_{j=0}^{M} E^{j} \omega^{j}\right\|_{\left(L^{2}\left(B_{R}\right)\right)^{3}}, \quad\left\|H^{\omega}-\sum_{j=0}^{M} H^{j} \omega^{j}\right\|_{\left(L^{2}\left(B_{R}\right)\right)^{3}}
$$

are of order $0\left(\omega^{M+1}\right)$ which justifies the asymptotic expansions (4.3) of the electric and magnetic fields with respect to $\omega$. The next theorem provides a new and simple proof of the convergence of the electric and magnetic fields solutions of scattering problems for Maxwell's equations as frequency tends to zero. In our proof of the convergence we shall need the following lemmas.

Lemma 5.1. The boundary-value problem

$$
\left\{\begin{array}{l}
\overrightarrow{\operatorname{curl}} v=0 \text { in } B_{R}  \tag{5.1}\\
\operatorname{div} \varepsilon v=0 \quad \text { in } B_{R} \\
v \cdot n-D\left(v_{S_{R}}\right)=0 \quad \text { on } S_{R}
\end{array}\right.
$$

has only the trivial solution in $H\left(\operatorname{curl}, B_{R}\right)$.
Proof. Since $D\left(v_{S_{R}}\right)=K\left(\operatorname{div}_{S_{R}} v_{S_{R}}\right)$ the result follows from Lemma 4.4.
Lemma 5.2. Assume that $q \in L^{\infty}\left(B_{R}\right)$ and $q=1$ in a neighborhood of $B_{R}$. Let

$$
V=\left\{w \in H\left(\operatorname{curl}, B_{R}\right), \operatorname{div} q w=0 \text { in } B_{R}, w \cdot n-D\left(w_{S_{R}}\right) \in H^{1 / 2}\left(S_{R}\right)\right\}
$$

Then the embedding $V \hookrightarrow\left(L^{2}\left(B_{R}\right)\right)^{3}$ is compact.
Proof. We first verify that the embedding

$$
\left\{w \in H\left(\operatorname{curl}, B_{R}\right), \operatorname{div} q w=0 \text { in } B_{R}, w \cdot n-D\left(w_{S_{R}}\right)=0\right\} \hookrightarrow\left(L^{2}\left(B_{R}\right)\right)^{3}
$$

is compact. Let $w$ be in this space. Since $\overrightarrow{\operatorname{curl}} w \in\left(L^{2}\left(B_{R}\right)\right)^{3}$ there exists $\tilde{w}$ such that $\overrightarrow{\operatorname{curl}} \tilde{w}=\overrightarrow{\operatorname{curl}} w, \operatorname{div} q w=0$, and $w \cdot n=0$ on $S_{R}$. Therefore, $w=\tilde{w}+\overrightarrow{\operatorname{grad}} \varphi$, where $\varphi$ satisfies

$$
\left\{\begin{array}{l}
\operatorname{div} \varepsilon \overrightarrow{\operatorname{grad}} \psi=0 \quad \text { in } B_{R} \\
\partial_{n} \psi-K\left(\Delta_{S_{R}} \psi\right) \in H^{1 / 2}\left(S_{R}\right) \quad \text { on } S_{R}
\end{array}\right.
$$

The boundary condition $\partial_{n} \psi-K\left(\Delta_{S_{R}} \psi\right) \in H^{1 / 2}\left(S_{R}\right)$ on $S_{R}$ shows that $\varphi \in$ $H^{3 / 2}\left(S_{R}\right)$ and so the claim is obtained from Weber's embedding theorems [37]. The lemma holds then from the fact that the embeddings $\left(H^{1}\left(B_{R}\right)\right)^{3} \hookrightarrow\left(L^{2}\left(B_{R}\right)\right)^{3}$ and

$$
\left\{w \in H\left(\operatorname{curl}, B_{R}\right), \operatorname{div} q w=0 \text { in } B_{R}, w \cdot n-D\left(w_{S_{R}}\right)=0\right\} \hookrightarrow\left(L^{2}\left(B_{R}\right)\right)^{3}
$$

are compact.
We can state the main result of this section.
Theorem 5.3. Let $M$ be an integer. Let $\left(E^{j}, H^{j}\right)$ for $j=0$ to $M$ be defined recursively as the unique solutions of the boundary-value problems (4.17)-(4.20). There
exists $\omega_{0}>0$ such that for $0<\omega<\omega_{0}$ the following estimates hold:

$$
\left\{\begin{array}{l}
\left\|E^{\omega}-\sum_{j=0}^{M} E^{j} \omega^{j}\right\|_{\left(L^{2}\left(B_{R}\right)\right)^{3}} \leq C \omega^{M+1}  \tag{5.2}\\
\left\|H^{\omega}-\sum_{j=0}^{M} H^{j} \omega^{j}\right\|_{\left(L^{2}\left(B_{R}\right)\right)^{3}} \leq C \omega^{M+1}
\end{array}\right.
$$

where the constant $C$ is independent of $\omega$.
Proof. It is easy to see that the field $E^{\omega}-E^{0}$ satisfies

$$
\left\{\begin{array}{l}
\overrightarrow{\operatorname{curl}} \frac{1}{\mu} \overrightarrow{\operatorname{curl}}\left(E^{\omega}-E^{0}\right)-\omega^{2} \varepsilon\left(E^{\omega}-E^{0}\right)=\omega^{2} \varepsilon E^{0} \quad \text { in } B_{R}  \tag{5.3}\\
\operatorname{div} \varepsilon\left(E^{\omega}-E^{0}\right)=0 \quad \text { in } B_{R} \\
\overrightarrow{\operatorname{curl}}\left(E^{\omega}-E^{0}\right) \wedge n=i \omega \mu_{0}\left(T^{\omega}\left(E_{S_{R}}^{\omega}-E_{S_{R}}^{0}\right)-g_{\omega}^{i n}\right) \\
+i \omega \mu_{0} T^{\omega}\left(E_{S_{R}}^{0}\right) \quad \text { on } S_{R}
\end{array}\right.
$$

If we multiply the Maxwell's equations by $\overline{\left(E^{\omega}-E^{0}\right)}$, integrate over $B_{R}$, and use integration by parts, we obtain

$$
\begin{align*}
& \int_{B_{R}} \frac{1}{\mu}\left|\overrightarrow{\operatorname{curl}}\left(E^{\omega}-E^{0}\right)\right|^{2}-\omega^{2} \int_{B_{R}} \varepsilon\left|E^{\omega}-E^{0}\right|^{2} \\
& -i \omega \mu_{0}\left(T^{\omega}\left(E_{S_{R}}^{\omega}-E_{S_{R}}^{0}\right), E_{S_{R}}^{\omega}-E_{S_{R}}^{0}\right)  \tag{5.4}\\
& =\omega^{2} \int_{B_{R}} \varepsilon E^{0} \cdot \overline{\left(E^{\omega}-E^{0}\right)}+i \omega \mu_{0}\left(g_{\omega}^{i n}-T^{\omega}\left(E_{S_{R}}^{0}\right), E_{S_{R}}^{\omega}-E_{S_{R}}^{0}\right)
\end{align*}
$$

Next, using the operator $D^{\omega}$, we may write

$$
\begin{align*}
\left(E^{\omega}-E^{0}\right) \cdot n= & D^{\omega}\left(E_{S_{R}}^{\omega}-E_{S_{R}}^{0}\right)+D^{\omega}\left(E_{S_{R}}^{0}\right)+K\left(\operatorname{div}_{S_{R}} E_{S_{R}}^{0}\right) \\
& -\frac{i}{\varepsilon_{0}} \operatorname{div}_{S_{R}}\left(g_{1}^{i n}\right)+E_{\omega}^{i n} \cdot n-D^{\omega}\left(E_{\omega, S_{R}}^{i n}\right) \tag{5.5}
\end{align*}
$$

We are now in position to prove Theorem 5.3. Let us first observe that

$$
T^{\omega}\left(E_{S_{R}}^{0}\right)-\frac{1}{\omega} g_{-1}^{i n}=\sqrt{\frac{\varepsilon_{0}}{\mu_{0}}} \sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \frac{1}{\gamma_{l}^{0}} v_{l}^{m, 0} G_{l}^{m}+0(\omega)
$$

where $0(\omega)$ is in $T H^{-1 / 2}\left(\operatorname{div}, S_{R}\right)$. If we assume that the quantity

$$
\frac{1}{\omega}\left\|E^{\omega}-E^{0}\right\|_{\left(L^{2}\left(B_{R}\right)\right)^{3}}
$$

is not bounded then from (5.4) we can deduce that

$$
v^{\omega}=\frac{E^{\omega}-E^{0}}{\left\|E^{\omega}-E^{0}\right\|_{\left(L^{2}\left(B_{R}\right)\right)^{3}}}
$$

is such that its curl is bounded (uniformly in $\omega$ ) in $\left(L^{2}\left(B_{R}\right)\right)^{3}$ and so it converges weakly in $\left\{w \in H\left(\operatorname{curl}, B_{R}\right)\right.$, $\operatorname{div} \varepsilon w=0$ in $\left.B_{R}\right\}$ to a certain $v$. It is easy to see that $\overrightarrow{\operatorname{curl}} v=0, \operatorname{div} \varepsilon v=0$ in $B_{R}$ and

$$
v^{\omega} \cdot n-D\left(v_{S_{R}}^{\omega}\right)=\left(D^{\omega}-D\right)\left(\frac{E^{\omega}}{\left\|E^{\omega}-E^{0}\right\|_{\left(L^{2}\left(B_{R}\right)\right)^{3}}}\right) .
$$

From Lemma 2.7, it follows that the following identity holds:

$$
\left\|\left(D^{\omega}-D\right)\left(\frac{E^{\omega}}{\left\|E^{\omega}-E^{0}\right\|_{\left(L^{2}\left(B_{R}\right)\right)^{3}}}\right)\right\|_{H^{1 / 2}\left(S_{R}\right)} \leq C \omega\left\|v^{\omega}\right\|_{H\left(\operatorname{curl}, B_{R}\right)}
$$

where $C$ is a constant independent of $\omega$ and then by Lemma 5.1 we obtain that $v=0$ and Lemma 5.2 implies that $v^{\omega} \rightarrow 0$ in $\left(L^{2}\left(B_{R}\right)\right)^{3}$, strongly. This leads to a contradiction. The quantity $\left\|E^{\omega}-E^{0}\right\|_{\left(L^{2}\left(B_{R}\right)\right)^{3}}$ is then of order $\omega$. Now, in order to prove that $\left\|H^{\omega}-H^{0}\right\|_{\left(L^{2}\left(B_{R}\right)\right)^{3}}$ is of order $\omega$ we observe that

$$
\begin{align*}
& \int_{B_{R}} \frac{1}{\mu}\left|\overrightarrow{\operatorname{cur}}\left(E^{\omega}-E^{0}-\omega E^{1}\right)\right|^{2}-\omega^{2} \int_{B_{R}} \varepsilon\left|E^{\omega}-E^{0}-\omega E^{1}\right|^{2} \\
& -i \omega \mu_{0}\left(T^{\omega}\left(E_{S_{R}}^{\omega}-E_{S_{R}}^{0}-\omega E_{S_{R}}^{1}\right), E_{S_{R}}^{\omega}-E_{S_{R}}^{0}-\omega E_{S_{R}}^{1}\right)  \tag{5.6}\\
& =\omega^{2} \int_{B_{R}} \varepsilon E^{0} \cdot \overline{\left(E^{\omega}-E^{0}-\omega E^{1}\right)} \\
& +i \omega \mu_{0}\left(g_{\omega}^{i n}-T^{\omega}\left(E_{S_{R}}^{0}\right)-\omega T^{\omega}\left(E_{S_{R}}^{1}\right), E_{S_{R}}^{\omega}-E_{S_{R}}^{0}-\omega E_{S_{R}}^{1}\right)
\end{align*}
$$

Since the quantity

$$
\begin{aligned}
& \left|\left(g_{\omega}^{i n}-T^{\omega}\left(E_{S_{R}}^{0}\right)-\omega T^{\omega}\left(E_{S_{R}}^{1}\right), E_{S_{R}}^{\omega}-E_{S_{R}}^{0}-\omega E_{S_{R}}^{1}\right)\right| \\
& =0(\omega) \| E_{S_{R}}^{\omega}-E_{S_{R}}^{0}-\left.\omega E_{S_{R}}^{1}\right|_{T H^{-1 / 2}\left(\operatorname{curl}, S_{R}\right)}
\end{aligned}
$$

it follows by the same argument that $\left\|E^{\omega}-E^{0}-\omega E^{1}\right\|_{\left(L^{2}\left(B_{R}\right)\right)^{3}}$ is of order $\omega^{2}$. But

$$
\frac{1}{\mu} \overrightarrow{\operatorname{curl}}\left(E^{\omega}-E^{0}-\omega E^{1}\right)=i \omega\left(H^{\omega}-H^{0}\right)
$$

Thus, from (5.6), we can deduce that $\omega^{2}\left\|H^{\omega}-H^{0}\right\|_{\left(L^{2}\left(B_{R}\right)\right)^{3}}^{2}$ is of order $\omega^{4}$ and then $\left\|H^{\omega}-H^{0}\right\|_{\left(L^{2}\left(B_{R}\right)\right)^{3}}$ is of order $\omega$. Now, since
$\overrightarrow{\operatorname{curl}} \frac{1}{\mu} \overrightarrow{\operatorname{curl}}\left(E^{\omega}-\sum_{j=0}^{M} E^{j} \omega^{j}\right)-\omega^{2} \varepsilon\left(E^{\omega}-\sum_{j=0}^{M} E^{j} \omega^{j}\right)=\omega^{M+1} \varepsilon\left(E^{M-1}+\omega E^{M}\right)$
in $B_{R}$, proceeding in a similar way, we obtain that the estimate

$$
\left\|E^{\omega}-\sum_{j=0}^{M} E^{j} \omega^{j}\right\|_{\left(L^{2}\left(B_{R}\right)\right)^{3}}=0\left(\omega^{M+1}\right)
$$

holds for any integer $M$. To complete the proof of Theorem 5.3, we see that from

$$
\left\|E^{\omega}-\sum_{j=0}^{M+1} E^{j} \omega^{j}\right\|_{\left(L^{2}\left(B_{R}\right)\right)^{3}}=0\left(\omega^{M+2}\right)
$$

the variational equation

$$
\begin{aligned}
& \int_{B_{R}} \frac{1}{\mu}\left|\overrightarrow{\operatorname{curl}}\left(E^{\omega}-\sum_{j=0}^{M+1} E^{j} \omega^{j}\right)\right|^{2}-\omega^{2} \int_{B_{R}} \varepsilon\left|E^{\omega}-\sum_{j=0}^{M+1} E^{j} \omega^{j}\right|^{2} \\
& -i \omega \mu_{0}\left(T^{\omega}\left(E_{S_{R}}^{\omega}-\sum_{j=0}^{M+1} E^{j} \omega^{j}\right), E_{S_{R}}^{\omega}-\sum_{j=0}^{M+1} E_{S_{R}}^{j} \omega^{j}\right) \\
& =\omega^{M+2} \int_{B_{R}} \varepsilon\left(E^{M}+\omega E^{M+1}\right) \cdot\left(\bar{E}^{\omega}-\sum_{j=0}^{M+1} \bar{E}^{j} \omega^{j}\right) \\
& +i \omega \mu_{0}\left(g_{\omega}^{i n}-T^{\omega}\left(\sum_{j=0}^{M+1} E_{S_{R}}^{j} \omega^{j}\right), E_{S_{R}}^{\omega}-\sum_{j=0}^{M+1} E_{S_{R}}^{j} \omega^{j}\right)
\end{aligned}
$$

and the fact that the quantity

$$
\left|\left(g_{\omega}^{i n}-\sum_{j=0}^{M} T^{\omega}\left(E_{S_{R}}^{j}\right) \omega^{j}, E_{S_{R}}^{\omega}-\sum_{j=0}^{M} E_{S_{R}}^{j} \omega^{j}\right)\right|
$$

is of order $0\left(\omega^{M}\right)\left\|E_{S_{R}}^{\omega}-\sum_{j=0}^{M} E_{S_{R}}^{j} \omega^{j}\right\|_{T H^{-1 / 2}\left(\operatorname{curl}, S_{R}\right)}$, we have

$$
\omega^{2} \int_{B_{R}} \mu\left|H^{\omega}-\sum_{j=0}^{M} H^{j} \omega^{j}\right|^{2}=0\left(\omega^{2 M+4}\right)
$$

Therefore, the quantity $\left\|H^{\omega}-\sum_{j=0}^{M} H^{j} \omega^{j}\right\|_{\left(L^{2}\left(B_{R}\right)\right)^{3}}$ is of order $0\left(\omega^{M+1}\right)$.

## Appendix A. The electromagnetic operator.

In this appendix, we give the explicit expression of the operator $T^{\omega}$. Let us recall the standard vector basis functions for Maxwell's equations

$$
\left\{\begin{aligned}
M_{l}^{m}(x) & =\overrightarrow{\operatorname{curl}}\left(x h_{l}^{(1)}\left(\omega \sqrt{\varepsilon_{0} \mu_{0}}\right) Y_{l}^{m}(x)\right) \\
N_{l}^{m}(x) & =\frac{1}{i \omega \sqrt{\varepsilon_{0} \mu_{0}}} \overrightarrow{\operatorname{curl}} M_{l}^{m}(x)
\end{aligned}\right.
$$

where $h_{l}^{(1)}$ denotes the spherical Hankel functions of the first kind and order $l$. From the definitions of $G_{l}^{m}$ and $R_{l}^{m}$, it is easy to see that

$$
\begin{aligned}
& -n \wedge\left(n \wedge N_{l}^{m}(x)\right) \\
& =-\frac{i}{\omega \sqrt{\varepsilon_{0} \mu_{0}}} \sqrt{l(l+1)}\left(h_{l}^{(1)}\left(\omega \sqrt{\varepsilon_{0} \mu_{0}}\right)+\omega \sqrt{\varepsilon_{0} \mu_{0}}\left(h_{l}^{(1)}\right)^{\prime}\left(\omega \sqrt{\varepsilon_{0} \mu_{0}}\right)\right) G_{l}^{m}(x)
\end{aligned}
$$

and

$$
-n \wedge\left(n \wedge M_{l}^{m}(x)\right)=-\sqrt{l(l+1)} h_{l}^{(1)}\left(\omega \sqrt{\varepsilon_{0} \mu_{0}}\right) R_{l}^{m}(x)
$$

on $S_{R}(R=1)$. Now, if we expand the tangential vector field $g^{\omega}$ in the form

$$
g^{\omega}=\sum_{l=1}^{+\infty} \sum_{m=-l}^{l} \alpha_{l}^{m}(\omega) G_{l}^{m}+\beta_{l}^{m}(\omega) R_{l}^{m}
$$

the solution of Maxwell's equations (2.2) satisfying the outgoing radiation condition can be written for $|x|>R=1$ in the form (see, for instance, [13])

$$
\mathcal{E}^{\omega}(x)=\sum_{l \geq 1} \sum_{m=-l}^{l}\left(\delta_{l}^{m}(\omega) M_{l}^{m}(x)+\theta_{l}^{m}(\omega) N_{l}^{m}(x)\right)
$$

with uniform convergence on compact subsets of $|x|>R$, where

$$
\delta_{l}^{m}(\omega)=-\frac{\beta_{l}^{m}(\omega)}{\sqrt{l(l+1)} h_{l}^{(1)}\left(\omega \sqrt{\varepsilon_{0} \mu_{0}}\right)}
$$

and

$$
\theta_{l}^{m}(\omega)=\frac{i \omega \sqrt{\varepsilon_{0} \mu_{0}} \alpha_{l}^{m}(\omega)}{\sqrt{l(l+1)}\left(h_{l}^{(1)}\left(\omega \sqrt{\varepsilon_{0} \mu_{0}}\right)+\omega \sqrt{\varepsilon_{0} \mu_{0}}\left(h_{l}^{(1)}\right)^{\prime}\left(\omega \sqrt{\varepsilon_{0} \mu_{0}}\right)\right)}
$$

Since

$$
\left\{\begin{array}{l}
\overrightarrow{\operatorname{curl}} M_{l}^{m}(x)=i \omega \sqrt{\varepsilon_{0} \mu_{0}} N_{l}^{m}(x) \\
\overrightarrow{\operatorname{curl}} N_{l}^{m}(x)=-i \omega \sqrt{\varepsilon_{0} \mu_{0}} M_{l}^{m}(x)
\end{array}\right.
$$

the magnetic field $\mathcal{H}^{\omega}$ is given by

$$
\mathcal{H}^{\omega}(x)=\frac{1}{\mu_{0}} \sum_{l \geq 1} \sum_{m=-l}^{l}\left(\delta_{l}^{m}(\omega) N_{l}^{m}(x)-\theta_{l}^{m}(\omega) M_{l}^{m}(x)\right)
$$

Therefore, we have the following explicit representation for the operator $T^{\omega}$ :

$$
T^{\omega}\left(g^{\omega}\right)=\sqrt{\frac{\varepsilon_{0}}{\mu_{0}}} \sum_{l=1}^{+\infty} \sum_{m=-l}^{l} i \omega \frac{\alpha_{l}^{m}(\omega)}{\gamma_{l}(\omega)} G_{l}^{m}+\frac{\beta_{l}^{m}(\omega) \gamma_{l}(\omega)}{i \omega} R_{l}^{m}
$$

where

$$
\gamma_{l}(\omega)=1+\omega \frac{\left(h_{l}^{(1)}\right)^{\prime}(\omega)}{h_{l}^{(1)}(\omega)}
$$

Appendix B. Proofs of Lemmas 2.3-2.6.
In this appendix we shall give the proofs of Lemmas 2.3-2.6.
Proof of Lemma 2.3. It is easy to see that

$$
\frac{l c_{l}^{l-1}}{c_{l}^{l}}<1 \text { and } \frac{c_{l}^{m}}{c_{l}^{m+1}}<1, \quad m=0 \text { to } l-1
$$

By rewriting the quantity

$$
\frac{(l+1-m) c_{l}^{l-m}}{c_{l}^{l}}=\frac{(l+1-m) c_{l}^{l-1}}{c_{l}^{l}} \frac{c_{l}^{l-2}}{c_{l}^{l-1}} \cdots \frac{c_{l}^{l-m}}{c_{l}^{l-m+1}}
$$

we obtain the claim.
Proof of Lemma 2.4. For $\omega$ small enough, combining

$$
\left|\frac{1}{\gamma_{l}(\omega)}+\frac{1}{l}\right| \leq \omega \sup _{0<\omega_{1}<\omega}\left|\frac{\gamma_{l}^{\prime}\left(\omega_{1}\right)}{\gamma_{l}^{2}\left(\omega_{1}\right)}\right|
$$

and the following identity, which follows from the explicit form (2.12) of $\gamma_{l}$ and Lemma 2.3, we obtain

$$
\sup _{0<\omega_{1}<\omega}\left|\frac{\gamma_{l}^{\prime}\left(\omega_{1}\right)}{\gamma_{l}^{2}\left(\omega_{1}\right)}\right| \leq \frac{C}{l^{2}} \omega
$$

where $l \geq 1$ and the constant $C$ is independent of $\omega$ and $l$, which thus gives the claim.
Next, from (2.12) and (2.13), we shall prove Lemma 2.5.
Proof of Lemma 2.5. Let

$$
Q_{l}(t)=t^{2 l} q_{l}(t)=c_{l}^{l}\left(1+\cdots+\frac{c_{l}^{0}}{c_{l}^{l}} t^{2 l}\right)
$$

From Lemma 2.3, it follows that there exists a complex neighborhood $V$ of zero such that for any $l \geq 1, Q_{l}(t)$ does not have a zero in $V$. We can deduce that there exists a ball $B_{r}(r>0)$ such that the function $\omega \mapsto \gamma_{l}(\omega)$ is analytic in $B_{r}$. (2.15) follows from the fact that there exists a constant $C$ independent of $\omega$ such that

$$
\left|\gamma_{l}(\omega)\right| \leq C\left|\gamma_{l}^{0}\right| \quad \forall \omega \in \partial B_{r}
$$

Proof of Lemma 2.6. By using the fact that there exists a complex neighborhood $V$ of zero such that

$$
P_{l}(t)=t^{2 l} p_{l}(t)+i t^{2 l}
$$

does not have a zero in $V$, the identity (2.16) holds. (2.17) is easily deduced from (2.14).
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#### Abstract

The paper concerns the radially symmetric Cauchy-Dirichlet and Cauchy-Neumann problems for the porous media equation in the domain comprising the spatial variable and the temporal variable $t$ in the exterior of the unit ball in $\mathbb{R}^{n}$ and the bounded interval $(0, T)$, respectively. The subject of study is the behavior of solutions when the initial data are compactly supported and the boundary data become unbounded as $t \uparrow T$. Necessary and sufficient conditions for localization, estimates of the size of the blow-up set, and a number of allied results are obtained.
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1. Statement of problems and results. We consider two problems for the nonlinear partial differential equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}=r^{1-n} \frac{\partial}{\partial r}\left(r^{n-1} \frac{\partial u^{m}}{\partial r}\right) \tag{1.1}
\end{equation*}
$$

where

$$
n \geq 1 \quad \text { and } \quad m>1
$$

are real parameters, for $(r, t)$ in the domain

$$
Q:=(1, \infty) \times(0, T) \quad \text { with } \quad 0<T<\infty .
$$

Both problems have the initial condition

$$
\begin{equation*}
u(r, 0)=u_{0}(r) \quad \text { for } 1<r<\infty \tag{1.2}
\end{equation*}
$$

where $u_{0}$ is a bounded, nonnegative, measurable function defined on the interval $(1, \infty)$ which vanishes for large $r$.

Problem 1.1. Equation (1.1) in $Q$ subject to (1.2) and the Dirichlet boundary condition

$$
u(1, t)=f(t) \quad \text { for } 0<t<T .
$$

[^41]Problem 1.2. Equation (1.1) in $Q$ subject to (1.2) and the Neumann boundary condition

$$
-\frac{\partial u^{m}}{\partial r}(1, t)=g(t) \quad \text { for } 0<t<T
$$

In these problems $f$ and $g$ are nonnegative, measurable functions defined on the interval $(0, T)$ which are bounded on every interval $(0, \tau)$ with $0<\tau<T$.

Problems 1.1 and 1.2 are prompted by the study of the porous media equation $\partial u / \partial t=\Delta u^{m}$ in which $t$ denotes time and $\Delta$ the Laplace operator in $\mathbb{R}^{n}$. This equation is well known as an outstanding benchmark for the study of quasilinear degenerate parabolic equations of second order. In contrast to a nondegenerate parabolic equation, when $m>1$ this equation displays finite speed of propagation. This is to say that in an unbounded spatial domain with initial data possessing compact support, the solution retains compact support with respect to the spatial variable at all later times. The boundary of the support of the solution constitutes an interface with some established regularity. Simultaneously the solution may fail to solve the equation classically at this free boundary. It is known that the support of the solution cannot shrink in time and in an infinite time-span will eventually fill the whole spatial domain $[3,4,23,27,36]$. The present interest is in the solution of the porous media equation in the spatial domain comprising the exterior of the unit ball in $\mathbb{R}^{n}$ with Dirichlet or Neumann boundary conditions on the surface of the ball. Specifically, the interest is in the behavior of the solution and its support when the boundary data become unbounded as some critical finite time $T$ is approached. A pertinent question, in this case, is whether or not the support of the solution may fill the whole domain at the critical time. If it does not, and the support of the solution remains bounded, the solution is said to exhibit localization. A closely related question is whether or not the volume of the subdomain in which the solution itself becomes unbounded as the critical time is approached is bounded. If this volume is bounded, the solution is said to display effective localization [31]. As a foundation for analyzing these questions we shall consider the restriction to radially symmetric solutions of the problems. In this event one arrives at Problems 1.1 and 1.2, with $r$ denoting radius and $n$ a positive integer.

The last thirty years have seen considerable advances in the understanding of the phenomena of localization and effective localization of solutions of initial-boundaryvalue problems for degenerate and nondegenerate quasilinear parabolic equations of second order (which include the porous media equation as a special case) and in domains of one or more spatial dimensions with diverse geometries. In particular, much knowledge has been acquired from the investigation of self-similar and "approximately self-similar" solutions of the equation in hand. For an encyclopedic and instructive overview of the study of the phenomena of localization and effective localization, including an exhaustive survey of antecedent literature, we recommend to the reader the monograph [31].

Notwithstanding the above remarks, excepting in recent papers of Shishkov [32] and Shishkov and Shchelkov [33], the questions of localization for Problems 1.1 and 1.2 for $n>1$ do not appear to have been treated previously in the literature. Analysis has concentrated on the Cauchy-Dirichlet problem in rectangular spatial domains with convenient conditions on the boundary data, and especially on the Cauchy-Dirichlet problem in the case $n=1$ under the assumption that the boundary data function $f$
is continuous and increasing. In this context it has been said that solutions are in a peaking regime and $T$ is called the peaking time [15, 30].

To clarify our study further, let us state what is understood by a solution of Problems 1.1 and 1.2.

Definition 1.3. A real function $u$ defined on $Q$ is said to be a weak solution of Problem 1.1 if, for any $0<\tau<T$, $u$ is nonnegative, bounded, and continuous in $(1, \infty) \times(0, \tau]$ and $u$ satisfies the identity

$$
\begin{aligned}
& \int_{0}^{\tau} \int_{1}^{\infty}\left\{r^{n-1} u \frac{\partial \varphi}{\partial t}+u^{m} \frac{\partial}{\partial r}\left(r^{n-1} \frac{\partial \varphi}{\partial r}\right)\right\} d r d t \\
& \quad+\int_{1}^{\infty} r^{n-1} u_{0}(r) \varphi(r, 0) d r+\int_{0}^{\tau} f^{m}(t) \frac{\partial \varphi}{\partial r}(1, t) d t=0
\end{aligned}
$$

for all nonnegative $\varphi \in C^{2,1}([1, \infty) \times[0, \tau])$ which vanish for $t=\tau, r=1$, and large $r$.

Definition 1.4. A real function $u$ defined on $Q$ is said to be a weak solution of Problem 1.2 if, for any $0<\tau<T$, u is nonnegative, bounded, and continuous in $(1, \infty) \times(0, \tau]$ and $u$ satisfies the identity

$$
\begin{aligned}
& \int_{0}^{\tau} \int_{1}^{\infty}\left\{r^{n-1} u \frac{\partial \varphi}{\partial t}+u^{m} \frac{\partial}{\partial r}\left(r^{n-1} \frac{\partial \varphi}{\partial r}\right)\right\} d r d t \\
& \quad+\int_{1}^{\infty} r^{n-1} u_{0}(r) \varphi(r, 0) d r+\int_{0}^{\tau} g(t) \varphi(1, t) d t=0
\end{aligned}
$$

for all nonnegative $\varphi \in C^{2,1}([1, \infty) \times[0, \tau])$ which vanish for $t=\tau$ and large $r$ and are such that $\partial \varphi / \partial r$ vanishes for $r=1$.

The theory developed for initial-boundary-value problems for the porous media equation in one spatial dimension [3, 4, 23, 27] readily extends to Problems 1.1 and 1.2. This can be explained formally by the observation that (1.1) can be written as $\partial u / \partial t=\partial^{2} u^{m} / \partial r^{2}+(n-1) r^{-1} \partial u^{m} / \partial r$, which differs from the porous media equation in one spatial dimension merely by an extra term containing a first order derivative preceded by a coefficient of fixed sign which is not singular for $r>1$. Correspondingly, Problems 1.1 and 1.2 each admit a unique weak solution $u$ which has a derivative $\partial u^{m} / \partial r$ in $C(Q)$, is such that $\left(\partial u^{m} / \partial r\right)(r, \cdot) \in L^{1}(0, t)$ for every $(r, t) \in Q$, and is a classical solution of (1.1) at any point in $Q$ where it is positive. For details, see [19].

Set

$$
\zeta_{0}:=\sup \left\{r \in(1, \infty): \int_{r}^{\infty} u_{0}(x) d x>0\right\}
$$

with the convention that this is equal to 1 if the supremum is taken over the empty set. Since $u_{0}$ vanishes for large $r$, this quantity is finite. Furthermore, by results in [18], if one defines

$$
\zeta(t):=\sup \{r \in(1, \infty): u(r, t)>0\} \quad \text { for } 0<t<T
$$

with the convention that this variable is equal to 1 if the supremum is taken over the empty set, then $\zeta$ is a nondecreasing continuous function on $(0, T)$ such that $\zeta(t) \rightarrow \zeta_{0}$ as $t \downarrow 0$. Thus one can define

$$
\begin{equation*}
\zeta(T):=\sup \{\zeta(t): 0<t<T\} \tag{1.3}
\end{equation*}
$$

Following [11, 15, 31], $u$ will be said to be localized if $\zeta(T)<\infty$.
For a weak solution $u$ of Problem 1.1 or 1.2 we define the blow-up set

$$
\begin{equation*}
\Omega:=\left\{r \in(1, \infty): \limsup _{t \uparrow T} u(r, t)=\infty\right\} \tag{1.4}
\end{equation*}
$$

In applications where the porous media equation is considered as a nonlinear model of heat conduction, this blow-up set is sometimes referred to as the zone of heat intensification. An alternative definition for such a set is

$$
\begin{equation*}
\Omega^{*}:=\left\{r \in(1, \infty): \limsup _{t \uparrow T} \int_{r}^{\infty} x^{n-1} u(x, t) d x=\infty\right\} \tag{1.5}
\end{equation*}
$$

Considering (1.1) once more as a model of nonlinear heat conduction, this set represents the complement of the region in which the total energy remains finite. Under our standing convention that the supremum of the empty set is 1 , let

$$
\begin{equation*}
\omega:=\sup \Omega \quad \text { and } \quad \omega^{*}:=\sup \Omega^{*} \tag{1.6}
\end{equation*}
$$

In view of a comparison principle for solutions of Problems 1.1 and 1.2, which is the natural extension of a similar principle for solutions of the porous media equation in one spatial dimension (details of which can be found in [19]), both of the blow-up sets $\Omega$ and $\Omega^{*}$ are either empty or an interval with infimum 1, i.e.,

$$
(1, \omega) \subseteq \Omega \subseteq \overline{(1, \omega)} \quad \text { and } \quad\left(1, \omega^{*}\right) \subseteq \Omega^{*} \subseteq \overline{\left(1, \omega^{*}\right)}
$$

Furthermore, $u$ and $\partial u^{m} / \partial r$ are continuous in $(\omega, \infty) \times(0, T]$,

$$
\zeta(T)<\infty \quad \text { if and only if } \quad \omega<\infty
$$

and

$$
\begin{equation*}
\Omega^{*} \subseteq \Omega \subseteq(1, \zeta(T)) \tag{1.7}
\end{equation*}
$$

Following [30,31], it will be said that $u$ is effectively localized if $\omega<\infty$, and metastably localized if $\omega^{*}<\infty$.

In the case $n=1$, a definitive characterization of the occurrence of localization under the assumption that $u_{0}$ is continuous on $[1, \infty)$ and that $f$ is continuous and monotonic increasing on $[0, T)$ and satisfies the compatibility condition $f(0)=u_{0}(1)$ was published in [15]. It was proven that localization occurs if and only if

$$
\begin{equation*}
\mathcal{C}^{*}:=\limsup _{t \uparrow T} \frac{\int_{0}^{t} f^{m}(s) d s}{f(t)} \tag{1.8}
\end{equation*}
$$

is finite. Moreover, defining

$$
\begin{equation*}
\ell(r):=\limsup _{t \uparrow T}(T-t)^{1 /(m-1)} u(r, t) \quad \text { for } r>1 \tag{1.9}
\end{equation*}
$$

for a weak solution $u$ of Problem 1.1, if localization occurs then $\ell(r)<\infty$ for all $r>1$, whereas if localization does not occur then $\ell(r)=\infty$ for all $r>1$. Furthermore, it was shown that if $r \in \Omega$ then $u(r, t) \rightarrow \infty$ as $t \uparrow T$. Finally in [15], estimates of the size of the blow-up set $\Omega$ were derived.

Shortly after the article [15] was published, another paper [11] in which localization for Problem 1.1 with $n=1$ was characterized appeared. This article, by Cortazar and Elgueta, examined the problem under the assumption that $u_{0}$ is continuous on $(1, \infty)$ and that $f$ is continuous on $(0, T)$. The result established was that Problem 1.1 exhibits localization if and only if

$$
\begin{equation*}
\mathcal{C}:=\limsup _{t \uparrow T}(T-t)^{1 /(m-1)} \int_{0}^{t} f^{m}(s) d s \tag{1.10}
\end{equation*}
$$

is finite. It turns out that this criterion of Cortazar and Elgueta [11] represents the superior result, since it does not rely on the assumption that $f$ is monotonic, and, as we shall see in an appendix, if $f$ is continuous and nondecreasing, the conditions $\mathcal{C}<\infty$ and $\mathcal{C}^{*}<\infty$ are equivalent. The Cauchy-Neumann problem with $n=1$ was also examined by Cortazar and Elgueta, under the assumption that $u_{0}$ is Lipschitz continuous on $[1, \infty)$. For this problem, they showed that localization occurs if and only if

$$
\begin{equation*}
\mathcal{C}:=\limsup _{t \uparrow T}(T-t)^{1 /(m-1)} \int_{0}^{t} g(s) d s \tag{1.11}
\end{equation*}
$$

is finite.
The first contribution of the present paper will be to demonstrate the following.
Theorem 1.5. For any weak solution $u$ of Problem 1.1 or Problem 1.2 there holds $\omega^{*}=\omega$.

It follows that for a solution of Problem 1.1 or 1.2 the concepts of localization, effective localization, and metastable localization are all equivalent. Moreover, with the possible exception $\Omega^{*}=(1, \omega)$ and $\Omega=(1, \omega]$ with $1<\omega<\infty$, the blow-up sets $\Omega$ and $\Omega^{*}$ coincide.

Specifically concerning the Cauchy-Dirichlet problem, we prove the next result.
Theorem 1.6. Let u be a weak solution of Problem 1.1 and let $\mathcal{C}$ be defined by (1.10). Then $\omega<\infty$ if and only if $\mathcal{C}<\infty$.

Thus the result of Cortazar and Elgueta [11] can be obtained under weaker assumptions on the initial and boundary data. Moreover, this result extends from $n=1$ to every $n \geq 1$.

We shall also extend the results on the nature of blow-up which were obtained in [15] by demonstrating the following two theorems. The extension represents a weakening of the assumptions on the initial and boundary data, an enlargement on the conclusions, and, last but not least, a generalization from $n=1$ to $n \geq 1$. By the statement that $f$ is nondecreasing, we mean that ess $\sup \{f(s): 0<s<t\} \leq$ $\operatorname{ess} \inf \{f(s): t<s<T\}$ for all $0<t<T$.

THEOREM 1.7. Let $u$ be a weak solution of Problem 1.1 and $\mathcal{C}$ be specified by (1.10). Define $\ell(r)$ by (1.9) and

$$
L(r):= \begin{cases}\mathcal{C} & \text { for } r=1  \tag{1.12}\\ \lim \sup _{t \uparrow T}(T-t)^{1 /(m-1)} \int_{0}^{t} u^{m}(r, s) d s & \text { for } r>1\end{cases}
$$

(i) Suppose that $\mathcal{C}<\infty$. Then $\ell^{m-1}, L \in C(1, \infty) \cap W_{\mathrm{loc}}^{1, \infty}(1, \infty)$, $\ell$ and $L$ are strictly decreasing on $(1, \omega]$ and $[1, \omega]$, respectively, and $\ell \equiv L \equiv 0$ on $(\omega, \infty)$.
(ii) Suppose that $\mathcal{C}=\infty$. Then $\ell(r)=L(r)=\infty$ for all $r>1$.

Furthermore, if $f$ is nondecreasing, then $u(\cdot, t) \rightarrow \infty$ as $t \uparrow T$ uniformly on $(1, r)$ for every $1<r<\omega$.

Theorem 1.8. Let $u_{1}$ and $u_{2}$ be two weak solutions of Problem 1.1 with corresponding initial data functions $u_{0, i}$, boundary data functions $f_{i}$, parameters $\mathcal{C}_{i}$ defined by (1.10), and functions $\ell_{i}$ and $L_{i}$ defined by (1.9) and (1.12) for $i=1,2$. If

$$
\begin{equation*}
\underset{t \uparrow T}{\limsup }(T-t)^{1 /(m-1)} \int_{0}^{t}\left\{f_{1}^{m}(s)-f_{2}^{m}(s)\right\} d s \leq 0 \tag{1.13}
\end{equation*}
$$

then $L_{1}(r) \leq L_{2}(r)$ for all $r \geq 1$. Moreover, if

$$
\begin{equation*}
(T-t)^{1 /(m-1)} \int_{0}^{t} \max \left\{f_{1}^{m}(s)-f_{2}^{m}(s), 0\right\} d s \rightarrow 0 \quad \text { as } t \uparrow T, \tag{1.14}
\end{equation*}
$$

then $\ell_{1}(r) \leq \ell_{2}(r)$ for all $r>1$.
Regarding the size of the blow-up sets, we establish the next estimate.
THEOREM 1.9. Let $u$ be a weak solution of Problem 1.1 for which $\mathcal{C}<\infty$, where $\mathcal{C}$ is defined by (1.10). Then

$$
1+\mu\{\sigma(\mathcal{C})\}^{(m-1) / 2 m} \leq \omega \leq 1+\nu\{\sigma(\mathcal{C})\}^{(m-1) / 2 m}
$$

where $\mu$ and $\nu$ are positive constants which depend only on $m$ and $n$, and

$$
\sigma(\mathcal{C}):= \begin{cases}\mathcal{C} & \text { for } n<2  \tag{1.15}\\ \mathcal{C}\{1+\ln (1+\mathcal{C})\}^{-1} & \text { for } n=2 \\ \mathcal{C}(1+\mathcal{C})^{-(m-1)(n-2) /\{(m-1) n+2\}} & \text { for } n>2\end{cases}
$$

It follows that the size of the blow-up sets $\Omega$ and $\Omega^{*}$ may be estimated solely in terms of the critical parameter $\mathcal{C}$. Specifically, if $\mathcal{C}>0$ then $\omega=\omega^{*}>1$, while if $\mathcal{C}=0$ then $\omega=\omega^{*}=1$. This improves results in [15] where, in the case $n=1$ and under the more restrictive assumptions on the initial and boundary data, estimates of the size of the blow-up set $\Omega$ in terms of the parameter defined by (1.8) and kindred parameters were obtained.

Concerning the Cauchy-Neumann problem, our main results on localization and blow-up are as follows.

Theorem 1.10. Let $u$ be a weak solution of Problem 1.2 and let $\mathcal{C}$ be defined by (1.11). Then $\omega<\infty$ if and only if $\mathcal{C}<\infty$.

Theorem 1.11. Let $u$ be a weak solution of Problem 1.2 and $\mathcal{C}$ be specified by (1.11). Define $\ell(r)$ by (1.9) and

$$
L(r):= \begin{cases}\mathcal{C} & \text { for } r=1  \tag{1.16}\\ \lim \sup _{t \uparrow T}(T-t)^{1 /(m-1)}\left(-r^{n-1} \int_{0}^{t} \frac{\partial u^{m}}{\partial r}(r, s) d s\right) & \text { for } r>1\end{cases}
$$

Then, verbatim, conclusions (i) and (ii) of Theorem 1.7 hold. Furthermore, if $g$ is nondecreasing, then $u(\cdot, t) \rightarrow \infty$ as $t \uparrow T$ uniformly on $(1, r)$ for every $1<r<\omega$.

THEOREM 1.12. Let $u_{1}$ and $u_{2}$ be two weak solutions of Problem 1.2 with corresponding initial data functions $u_{0, i}$, boundary data functions $g_{i}$, parameters $\mathcal{C}_{i}$ defined by (1.11), and functions $\ell_{i}$ and $L_{i}$ defined by (1.9) and (1.16) for $i=1,2$. If

$$
\limsup _{t \uparrow T}(T-t)^{1 /(m-1)} \int_{0}^{t}\left\{g_{1}(s)-g_{2}(s)\right\} d s \leq 0
$$

then $L_{1}(r) \leq L_{2}(r)$ for all $r \geq 1$. Moreover, if

$$
(T-t)^{1 /(m-1)} \int_{0}^{t} \max \left\{g_{1}(s)-g_{2}(s), 0\right\} d s \rightarrow 0 \quad \text { as } t \uparrow T
$$

then $\ell_{1}(r) \leq \ell_{2}(r)$ for all $r>1$.
THEOREM 1.13. Let $u$ be a weak solution of Problem 1.2 for which $\mathcal{C}<\infty$, where $\mathcal{C}$ is defined by (1.11). Then

$$
1+\mu\{\sigma(\mathcal{C})\}^{(m-1) /(m+1)} \leq \omega \leq 1+\nu\{\sigma(\mathcal{C})\}^{(m-1) /(m+1)},
$$

where $\mu$ and $\nu$ are positive constants which depend only on $m$ and $n$, and

$$
\begin{equation*}
\sigma(\mathcal{C}):=\mathcal{C}(1+\mathcal{C})^{-(m-1)(n-1) /\{(m-1) n+2\}} \tag{1.17}
\end{equation*}
$$

Theorem 1.10 shows that the result of Cortazar and Elgueta [11] for Problem 1.2 in the case $n=1$ holds for arbitrary $n \geq 1$. Also in the case $n=1$ it can be obtained under less restrictive assumptions on the boundary and initial data functions. Concurrently, Theorem 1.13 states that the size of the blow-up sets $\Omega$ and $\Omega^{*}$ can be estimated solely in terms of the critical parameter $\mathcal{C}$ given by (1.11). As a matter of fact, taking Theorems 1.5, 1.10, and 1.13 together, we see that $\omega=\omega^{*}=\infty$ when $\mathcal{C}=\infty, 1<\omega=\omega^{*}<\infty$ if $0<\mathcal{C}<\infty$, and $\omega=\omega^{*}=1$ if $\mathcal{C}=0$. Theorem 1.11 provides the extension of the results in [15] on the behavior of $\ell$ for the CauchyDirichlet problem in the case $n=1$ to the Cauchy-Neumann problem and to every $n \geq 1$.

This paper is organized as follows. After this introduction, we present the major tools which we use to prove our theorems. These are special comparison principles, which we establish in section 2, particular self-similar solutions of the porous media equation, whose existence we justify in section 3 , and regularity estimates for solutions of (1.1), which we derive in section 4 . Since Theorem 1.5 is an easy consequence of one of these estimates, we shall also prove this theorem in section 4. Thereafter, in section 5 we present the bulk of our analysis for Problem 1.1. In a sequence of subsections, we prove, in the following order, Theorem 1.6, Theorem 1.8, Theorem 1.7, Theorem 1.9, and an additional result (Theorem 5.17) on the magnitude of the variables $\ell$ and $L$ defined by (1.9) and (1.12) for a solution $u$ of the Cauchy-Dirichlet problem. In section 6 , we repeat the story for the Cauchy-Neumann problem, treating successively Theorem 1.10, Theorem 1.12, Theorem 1.11 (dependent upon a lemma whose proof we postpone), Theorem 1.13, and a result (Theorem 6.11) on the magnitude of the variables $\ell$ and $L$ defined by (1.9) and (1.16) for a solution $u$ of Problem 1.2. Finally, in section 7, we comment on the results which can be obtained for the Cauchy-Neumann problem when $g$ is not necessarily nonnegative, and complete the proof of the lemma postponed from section 6.

Using the group-invariance properties of the porous media equation, by a rescaling argument our results also apply to the analogous problems for (1.1) in the domain $\left(r_{0}, \infty\right) \times(0, T)$ for any $r_{0}>0$. One may wonder what is to be expected for the limiting situation with $r_{0}=0$. "Back of an envelope" calculations which we have carried out indicate that the problem of solving (1.1) in $(0, \infty) \times(0, T)$ with the boundary condition $u(0, t)=f(t)$ for $0<t<T$ and the initial condition $u(r, 0)=u_{0}(r)$ for $r>0$ is ill posed when $n>1$. In particular, if $n>1$ is an integer then as $r_{0} \downarrow 0$, solutions of
the problem of (1.1) in $\left(r_{0}, \infty\right) \times(0, T)$ with the boundary condition $u\left(r_{0}, t\right)=f(t)$ for $0<t<T$ and the initial condition $u(r, 0)=u_{0}(r)$ for $r>r_{0}$ for a function $u_{0}$ defined on $(0, \infty)$ converge to the radially symmetric solution of the Cauchy problem for the porous media equation in $\mathbb{R}^{n} \times(0, T)$ with initial data $u(\boldsymbol{x}, 0)=u_{0}(|\boldsymbol{x}|)$. The same destiny appears to await solutions of the problem of $(1.1)$ in $\left(r_{0}, \infty\right) \times(0, T)$ with the boundary condition $-\left(\partial u^{m} / \partial r\right)\left(r_{0}, t\right)=g(t)$ for $0<t<T$ and the initial condition $u(r, 0)=u_{0}(r)$ for $r>r_{0}$. However, solutions of this problem with the boundary condition $-r_{0}^{n-1}\left(\partial u^{m} / \partial r\right)\left(r_{0}, t\right)=g(t)$ will converge formally to the solution of the equation $\partial u / \partial t=\Delta u^{m}+\chi g(t) \delta(\boldsymbol{x})$ in $\mathbb{R}^{n} \times(0, T)$ with initial data $u(\boldsymbol{x}, 0)=u_{0}(|\boldsymbol{x}|)$, where $\chi$ is the $(n-1)$-dimensional measure of the surface of the unit ball in $\mathbb{R}^{n}$.

Our results can also be invoked to study the localization and effective localization of solutions of initial-boundary-value problems for the porous media equation in arbitrary spatial domains in $\mathbb{R}^{n}$. The only tool needed is an adequate comparison principle. Consider, for instance, the equation $\partial u / \partial t=\Delta u^{m}$ in $\mathcal{Q}:=D \times(0, T)$ subject to the initial condition $u(\boldsymbol{x}, 0)=u_{0}(\boldsymbol{x})$ for $\boldsymbol{x} \in D$ and the boundary condition $u(\boldsymbol{x}, t)=f(\boldsymbol{x}, t)$ for $(\boldsymbol{x}, t) \in \partial D \times(0, T)$, where $D$ is an open subset of $\mathbb{R}^{n}$, and the complement of $\bar{D}$ is bounded, simply connected, and not empty. By analysis in [12, 13, 29], under the hypotheses that $\partial D$ is smooth, $u_{0}$ is a nonnegative function in $L^{\infty}(D) \cap L^{1}(D)$, and $f$ is a nonnegative function in $C(\partial D \times[0, T)$ ), this problem has a unique weak solution, $u \in C(\bar{D} \times(0, \tau]) \cap L^{\infty}(D \times(0, \tau])$ for every $0<\tau<T$, which satisfies a comparison principle. Furthermore, if $\mathbf{0} \notin \bar{D}$ and there exists a finite $\zeta_{0}$ such that $u_{0}(\boldsymbol{x})=0$ for all $\boldsymbol{x} \in D$ with $|\boldsymbol{x}| \geq \zeta_{0}$, then one can define a nondecreasing function $\zeta(t):=\inf \{r: u(\boldsymbol{x}, t)=0$ for all $\boldsymbol{x} \in D$ with $|\boldsymbol{x}| \geq r\}$ for $0<t<T, \zeta(T)$ by (1.3), and the blow-up set $\Omega:=\left\{\boldsymbol{x} \in D: \lim \sup _{t \uparrow T} u(\boldsymbol{x}, t)=\infty\right\}$. Let $M:=\operatorname{ess} \sup \left\{u_{0}(\boldsymbol{x}): \boldsymbol{x} \in D\right\}, r_{1}:=\min \{|\boldsymbol{x}|: \boldsymbol{x} \in \partial D\}$, and $r_{2}:=\max \{|\boldsymbol{x}|:$ $\boldsymbol{x} \in \partial D\}$. Define $u_{0,1}(r):=0$ for $r>r_{1}, u_{0,2}(r):=M$ for $r_{2}<r<\zeta_{0}$, and $u_{0,2}(r):=0$ for $r \geq \zeta_{0}, f_{1}(t):=\inf \{f(\boldsymbol{x}, s):(\boldsymbol{x}, s) \in \partial D \times[t, T)\}$, and $f_{2}(t):=$ $\max \{\max \{f(\boldsymbol{x}, s), M\}:(\boldsymbol{x}, s) \in \partial D \times[0, t]\}$ for $0 \leq t<T$. In this case, setting $D_{i}:=\left\{\boldsymbol{x} \in \mathbb{R}^{n}:|\boldsymbol{x}|>r_{i}\right\}$, there is a radially symmetric solution $u_{i}$ of the porous media equation in $\mathcal{Q}_{i}:=D_{i} \times(0, T)$ satisfying $u_{i}(\boldsymbol{x}, 0)=u_{0, i}(|\boldsymbol{x}|)$ for $\boldsymbol{x} \in D_{i}$, and $u_{i}(\boldsymbol{x}, t)=f_{i}(t)$ for $(\boldsymbol{x}, t) \in \partial D_{i} \times(0, T)$, for $i=1,2$. Employing the available comparison principle to compare each solution with constant solutions, it can be deduced that $u(\boldsymbol{x}, t) \leq f_{2}(t)$ for all $(\boldsymbol{x}, t) \in \mathcal{Q}$ and $u_{1}(\boldsymbol{x}, t) \leq f_{1}(t)$ for all $(\boldsymbol{x}, t) \in \mathcal{Q}_{1}$; cf. [15]. Subsequently, using the principle to compare the solutions with one another, it can be concluded that $u_{1} \leq u$ in $\mathcal{Q}$ and $u \leq u_{2}$ in $\mathcal{Q}_{2}$. If, by the way, $r_{1}=r_{2}$, it suffices to define $f_{1}(t):=\min \{f(\boldsymbol{x}, t): \boldsymbol{x} \in \partial D\}$ and $f_{2}(t):=\max \{f(\boldsymbol{x}, t): \boldsymbol{x} \in \partial D\}$, and the first comparison argument in the foregoing discussion can be skipped. Now, subject to the scaling mentioned above, $u_{1}$ and $u_{2}$ fall within the scope of our results. Defining $\mathcal{C}_{i}$ by (1.10) with $f$ replaced by $f_{i}$ for $i=1,2$ and recalling the notation $\mu$, $\nu$, and $\sigma$ from Theorem 1.9, we find the following. If $\mathcal{C}_{2}<\infty$, then $\zeta(T)<\infty$ and $\Omega \subseteq\left\{\boldsymbol{x} \in D:|\boldsymbol{x}| \leq \varpi_{2}\right\}$, where

$$
\varpi_{2}:=r_{2}\left(1+\nu\left\{\sigma\left(r_{2}^{-2 m /(m-1)} \mathcal{C}_{2}\right)\right\}^{(m-1) / 2 m}\right)
$$

If $\mathcal{C}_{1}<\infty$, then $\left\{\boldsymbol{x} \in D:|\boldsymbol{x}|<\varpi_{1}\right\} \subseteq \Omega$, where

$$
\varpi_{1}:=r_{1}\left(1+\mu\left\{\sigma\left(r_{1}^{-2 m /(m-1)} \mathcal{C}_{1}\right)\right\}^{(m-1) / 2 m}\right)
$$

while $\zeta(T)=\infty$ and $\Omega=D$ if $\mathcal{C}_{1}=\infty$. Similar arguments can be applied to CauchyNeumann problems and to problems involving spatial domains which are the exterior
of a cylinder and spatial domains which are wedge-shaped. See, for instance, [31] for a discussion of how a solution dependent on a single spatial variable can be deployed to study localization for a problem in a spatial domain given in two dimensions by a quarter-plane.
2. Comparison principles. The principal key to our results is a comparison principle of a kind, first exposed and referred to as a "shifting-comparison principle" by Vázquez [34, 35]. This kind of comparison principle has been further developed in $[1,11,16]$. The comparison principle does not so much concern a solution of the equation but an integral expression involving a solution.

For a solution $u$ of Problem 1.1 this is the variable defined by

$$
\begin{equation*}
z(r, t):=\int_{r}^{\infty} \kappa(x, r) u(x, t) d x \quad \text { for }(r, t) \in[1, \infty) \times(0, T) \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
z(r, 0):=\int_{r}^{\infty} \kappa(x, r) u_{0}(x) d x \quad \text { for } r \in[1, \infty) \tag{2.2}
\end{equation*}
$$

where

$$
\kappa(x, r):= \begin{cases}\left(x^{n-1} r^{2-n}-x\right) /(n-2) & \text { if } n \neq 2  \tag{2.3}\\ x \ln (x / r) & \text { if } n=2\end{cases}
$$

The function $\kappa$ satisfies the equation

$$
\begin{equation*}
x^{n-1} \frac{\partial}{\partial x}\left(x^{1-n} \kappa\right)=1 \tag{2.4}
\end{equation*}
$$

with $\kappa(r, r)=0$.
LEMMA 2.1. Let $z$ be defined by (2.1)-(2.3). Then $z \in C([1, \infty) \times[0, T)) \cap C^{2,1}(Q)$ and

$$
\begin{equation*}
z(1, t)=z(1,0)+\int_{0}^{t} f^{m}(s) d s \quad \text { for all } 0<t<T \tag{2.5}
\end{equation*}
$$

Furthermore,

$$
\begin{gather*}
\frac{\partial z}{\partial r}=-r^{1-n} \int_{r}^{\infty} x^{n-1} u(x, t) d x \leq 0  \tag{2.6}\\
\frac{\partial}{\partial r}\left(r^{n-1} \frac{\partial z}{\partial r}\right)=r^{n-1} u(r, t) \geq 0 \tag{2.7}
\end{gather*}
$$

and

$$
\begin{equation*}
\frac{\partial z}{\partial t}=u^{m}(r, t) \geq 0 \quad \text { for all }(r, t) \in Q \tag{2.8}
\end{equation*}
$$

Proof. The equality (2.5) follows from the definition of a weak solution of Problem 1.1. The proof of this is identical to the proof of the first lemma in [14] and we omit it. Also let us note that for any $r_{0}>1$ the function

$$
\begin{equation*}
\widetilde{u}(r, t):=r_{0}^{-2 /(m-1)} u\left(r_{0} r, t\right) \tag{2.9}
\end{equation*}
$$

is a weak solution of Problem 1.1 with correspondingly scaled initial data and with boundary data

$$
\begin{equation*}
\widetilde{f}(t):=r_{0}^{-2 /(m-1)} u\left(r_{0}, t\right) \tag{2.10}
\end{equation*}
$$

Whence, applying (2.5) to the corresponding variable $\widetilde{z}$, reformulating the resulting equality in terms of the original variable, and finally writing $r$ instead of $r_{0}$, we deduce

$$
\begin{equation*}
z(r, t)=z(r, 0)+\int_{0}^{t} u^{m}(r, s) d s \quad \text { for all }(r, t) \in Q \tag{2.11}
\end{equation*}
$$

Clearly then, $z$ is continuous in $[1, \infty) \times[0, T)$. Differentiating (2.1) we find (2.6) and (2.7), while differentiating (2.11) yields (2.8).

It follows that when $n$ is a positive integer, $z$ is a radially symmetric solution of the equation $\partial z / \partial t=|\Delta z|^{m-1} \Delta z$ in $\left\{\boldsymbol{x} \in \mathbb{R}^{n}:|\boldsymbol{x}|>1\right\} \times(0, T)$. This equation has been called the dual porous medium equation and has been studied in [9, 20]. The relations (2.5) and (2.11) can be interpreted as a principle of conservation of momentum.

The comparison principle involving the variable $z$ is the following.
Proposition 2.2 (comparison principle). Let $u_{1}$ and $u_{2}$ be two weak solutions of Problem 1.1 with corresponding functions $z_{i}$ defined by (2.1)-(2.3) for $i=1,2$. Let

$$
\begin{equation*}
Q_{\tau}:=(1, \infty) \times(0, \tau] \quad \text { for } 0<\tau<T \tag{2.12}
\end{equation*}
$$

Then

$$
\begin{equation*}
z_{1}(r, \tau)-z_{2}(r, \tau) \leq \max \left\{z_{1}(x, t)-z_{2}(x, t):(x, t) \in \overline{Q_{\tau}} \backslash Q_{\tau}\right\} \tag{2.13}
\end{equation*}
$$

for all $(r, \tau) \in Q$.
Proof. To begin with, suppose that $u_{1}$ and $u_{2}$ are bounded classical solutions of (1.1) in the closure of $Q_{\tau}$ such that $u_{i}(r, t) \geq \varepsilon$ for all $(r, t) \in \overline{Q_{\tau}}$ and $u_{i}(r, 0)=\varepsilon$ for large enough $r$, for $i=1,2$, and some $\varepsilon>0$. In this case, following the discussion above, it can be shown that

$$
\begin{equation*}
w(r, t):=\int_{r}^{\infty} \kappa(x, r)\left(u_{1}-u_{2}\right)(x, t) d x \tag{2.14}
\end{equation*}
$$

is a well-defined bounded $C^{2,1}\left(\overline{Q_{\tau}}\right)$ function satisfying the equation

$$
\begin{equation*}
\frac{\partial w}{\partial t}=\gamma \frac{\partial^{2} w}{\partial r^{2}}+(n-1) \frac{\gamma}{r} \frac{\partial w}{\partial r} \tag{2.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma(r, t):=m \int_{0}^{1}\left\{\theta u_{1}(r, t)+(1-\theta) u_{2}(r, t)\right\}^{m-1} d \theta \tag{2.16}
\end{equation*}
$$

in $Q_{\tau}$. Subsequently, applying the classical maximum principle [37] to (2.15),

$$
\begin{equation*}
w(r, t) \leq \sup \left\{w(x, s):(x, s) \in \overline{Q_{\tau}} \backslash Q_{\tau}\right\} \quad \text { for all }(r, t) \in Q_{\tau} \tag{2.17}
\end{equation*}
$$

Now, the original weak solutions $u_{1}$ and $u_{2}$ may be constructed in $Q_{\tau}$ as the limit of a sequence of bounded classical solutions of (1.1) with the previously described
properties [18]. Hence, utilizing this construction process, one may obtain (2.17) with $w$ defined by (2.14) for the original solutions. Rewriting (2.17) for this $w$ yields $\left(z_{1}-z_{2}\right)(r, t) \leq \max \left\{\left(z_{1}-z_{2}\right)(x, s):(x, s) \in \overline{Q_{\tau}} \backslash Q_{\tau}\right\}$ for all $(r, t) \in Q_{\tau}$. This gives the desired result.

For a weak solution $u$ of Problem 1.2 the role of the variable $z$ defined above is filled by

$$
\begin{equation*}
z(r, t):=\int_{r}^{\infty} x^{n-1} u(x, t) d x \quad \text { for }(r, t) \in[1, \infty) \times(0, T) \tag{2.18}
\end{equation*}
$$

with

$$
\begin{equation*}
z(r, 0):=\int_{r}^{\infty} x^{n-1} u_{0}(x) d x \quad \text { for } r \in[1, \infty) \tag{2.19}
\end{equation*}
$$

This variable has the following properties.
Lemma 2.3. Let $z$ be defined by (2.18) and (2.19). Then $z \in C([1, \infty) \times[0, T)) \cap$ $C^{1,1}(Q)$ and

$$
\begin{equation*}
z(1, t)=z(1,0)+\int_{0}^{t} g(s) d s \quad \text { for all } 0<t<T \tag{2.20}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
\frac{\partial z}{\partial r}=-r^{n-1} u(r, t) \leq 0 \tag{2.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial z}{\partial t}=-r^{n-1} \frac{\partial u^{m}}{\partial r} \quad \text { for all }(r, t) \in Q \tag{2.22}
\end{equation*}
$$

Proof. The proof of this lemma is similar to the proof of Lemma 2.1. The identity (2.20) may be obtained from the definition of a solution. Moreover, it may be derived under the assumption that

$$
\begin{equation*}
g \in L^{1}(0, \tau) \quad \text { for every } 0<\tau<T \tag{2.23}
\end{equation*}
$$

and irrespective of the assumption that $g$ is nonnegative. Consequently, since it is known that $\partial u^{m} / \partial r \in C(Q)$ and $\left(\partial u^{m} / \partial r\right)(r, \cdot) \in L^{1}(0, \tau)$ for every $(r, \tau) \in Q$, applying a scaling argument similar to that in the proof of Lemma 2.1, we may deduce that

$$
\begin{equation*}
z(r, t)=z(r, 0)-r^{n-1} \int_{0}^{t} \frac{\partial u^{m}}{\partial r}(r, s) d s \quad \text { for all } 0<t<T \tag{2.24}
\end{equation*}
$$

The rest of the lemma then follows straightforwardly analogous to Lemma 2.1.
When $n=1$ the function $z$ is a solution of $\partial z / \partial t=\nabla \cdot\left(|\nabla z|^{m-1} \nabla z\right)$ in $\{x \in \mathbb{R}$ : $|x|>1\} \times(0, T)$. The identities (2.20) and (2.24) can be interpreted as a principle of conservation of mass.

Proposition 2.4 (comparison principle). Let $u_{1}$ and $u_{2}$ be two weak solutions of Problem 1.2 with corresponding functions $z_{i}$ defined by (2.18) and (2.19) for $i=1,2$. Then (2.13) holds for all $(r, \tau) \in Q$, with $Q_{\tau}$ defined by (2.12).

Proof. If $u_{1}$ and $u_{2}$ are classical solutions of (1.1) in the closure of some domain $Q_{\tau}$ and have the other properties stated at the start of the proof of Proposition 2.2, then it can be verified that

$$
w(r, t):=\int_{r}^{\infty} x^{n-1}\left(u_{1}-u_{2}\right)(x, t) d x
$$

is a classical solution of the equation

$$
\frac{\partial w}{\partial t}=\gamma \frac{\partial^{2} w}{\partial r^{2}}+\left\{(1-n) \frac{\gamma}{r}+\frac{\partial \gamma}{\partial r}\right\} \frac{\partial w}{\partial r}
$$

where $\gamma$ is once more defined by (2.16) in $Q_{\tau}$. The proof of this theorem may be subsequently completed similarly to that of the previous one.
3. Self-similar solutions. The second major tool which we use in our analysis is the existence of self-similar solutions of (1.1).

The first class of self-similar solutions of (1.1) which we consider is the generalization of the waiting-time solution of the one-dimensional porous media equation discovered by Kalashnikov [21].

Proposition 3.1. There exists a strictly decreasing, continuous function $\rho$ defined on $(0,1]$ with $\rho(1)=0$, such that for any $a>0$ and $\tau \geq T$ the function

$$
U(r, t ; a, \tau):= \begin{cases}(\tau-t)^{-1 /(m-1)} a^{2 /(m-1)} \rho(r / a) & \text { for } r<a  \tag{3.1}\\ 0 & \text { otherwise }\end{cases}
$$

is a weak solution of Problems 1.1 and 1.2 with appropriate initial and boundary data.
Proof. Making the formal substitution of (3.1) into (1.1), one finds that $\rho$ satisfies the ordinary differential equation

$$
\begin{equation*}
(m-1) x^{1-n}\left(x^{n-1}\left(\rho^{m}\right)^{\prime}\right)^{\prime}=\rho \tag{3.2}
\end{equation*}
$$

Correspondingly, the existence of the self-similar solution (3.1) can be proven by manipulation in the definition of a weak solution of Problems 1.1 and 1.2 once the next lemma is established.

Lemma 3.2. Equation (3.2) has a unique positive solution $\rho$ for $x<1$ satisfying

$$
\begin{equation*}
\rho(1)=\left(\rho^{m}\right)^{\prime}(1)=0 \tag{3.3}
\end{equation*}
$$

which is extendible onto $(0,1)$ and strictly decreasing in this interval. Furthermore,

$$
\begin{equation*}
\left(\rho^{m}\right)^{\prime}(x) \sim-\lambda_{0} x^{1-n} \quad \text { as } x \downarrow 0 \tag{3.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho^{(m-1) / 2}(x) \sim \lambda_{1}(1-x) \quad \text { as } x \uparrow 1 \tag{3.5}
\end{equation*}
$$

where $\lambda_{0}$ is a positive number and $\lambda_{1}:=\{(m-1) / 2 m(m+1)\}^{1 / 2}$.
Proof. To prove the existence, we shall use a contraction mapping argument which is commonly applied for treating this kind of initial-value problem [5, 6, 17, 24, 28]. Multiplying (3.2) by $2 x^{2(n-1)}\left(\rho^{m}\right)^{\prime}(x)$, integrating from $x$ to 1 , and using (3.3) gives

$$
\begin{aligned}
\left\{x^{n-1}\left(\rho^{m}\right)^{\prime}(x)\right\}^{2}= & \frac{2 m}{(m-1)(m+1)} x^{2(n-1)} \rho^{m+1}(x) \\
& +\frac{4 m(n-1)}{(m-1)(m+1)} \int_{x}^{1} y^{2 n-3} \rho^{m+1}(y) d y
\end{aligned}
$$

Hence a solution $\rho$ of (3.2), (3.3) satisfies $\left(\rho^{m}\right)^{\prime}(x)<0$ and

$$
\left(\rho^{(m-1) / 2}\right)^{\prime}(x)=-\lambda_{1}\left\{1+2(n-1) x^{2(1-n)} \int_{x}^{1} y^{2 n-3}\left(\frac{\rho(y)}{\rho(x)}\right)^{m+1} d y\right\}^{1 / 2}
$$

for all $x<1$. Subsequently, integrating from $x$ to 1 a second time,

$$
\begin{align*}
& \rho^{(m-1) / 2}(x)  \tag{3.6}\\
& \quad=\lambda_{1} \int_{x}^{1}\left\{1+2(n-1) y^{2(1-n)} \int_{y}^{1} \eta^{2 n-3}\left(\frac{\rho(\eta)}{\rho(y)}\right)^{m+1} d \eta\right\}^{1 / 2} d y
\end{align*}
$$

It follows that

$$
\begin{align*}
\lambda_{1}(1-x) & \leq \rho^{(m-1) / 2}(x)  \tag{3.7}\\
& \leq \lambda_{1} \int_{x}^{1}\left\{1+2(n-1) y^{2(1-n)} \int_{y}^{1} \eta^{2 n-3} d \eta\right\}^{1 / 2} d y \\
& =\lambda_{1} \int_{x}^{1} y^{1-n} d y \leq \lambda_{1}(1-x) x^{1-n}
\end{align*}
$$

for all $x<1$. Now let $\mathcal{S}$ denote the set of functions $\phi \in C([1-\delta, 1])$ such that $\lambda_{1} \leq \phi(x) \leq \lambda_{1}(1-\delta)^{1-n}$ for all $1-\delta \leq x \leq 1$ for some $0<\delta<1$, and define the mapping $M$ on $\mathcal{S}$ by

$$
\begin{aligned}
& M(\phi)(x) \\
& :=\frac{\lambda_{1}}{1-x} \int_{x}^{1}\left\{1+2(n-1) y^{2(1-n)} \int_{y}^{1} \eta^{2 n-3}\left(\frac{(1-\eta) \phi(\eta)}{(1-y) \phi(y)}\right)^{2(m+1) /(m-1)} d \eta\right\}^{1 / 2} d y
\end{aligned}
$$

for all $1-\delta \leq x<1$. It is possible to show that if $\delta$ is chosen small enough, $M$ maps $\mathcal{S}$ into itself and moreover is a contraction with respect to the $C([1-\delta, 1])$-norm. Therefore, since $\mathcal{S}$ is closed with respect to this norm, $M$ has a unique fixed point $\phi \in \mathcal{S}$ by the contraction mapping principle. Setting $\rho(x)=(1-x)^{2 /(m-1)} \phi^{2 /(m-1)}(x)$, it follows that there is a unique function $\rho$ satisfying (3.6) for $1-\delta<x<1$ for small enough $\delta$. Whence, retracing the above argument, problem (3.2), (3.3) has a unique positive solution $\rho$ for $1-\delta<x<1$ for small enough $\delta$. In view of the a priori estimate (3.7), this solution is continuously and uniquely extendible onto ( 0,1 ), by standard theory for ordinary differential equations.

To prove (3.4) we multiply (3.2) by $x^{n-1} /(m-1)$ and integrate from $x$ to 1 , to obtain

$$
\begin{equation*}
-\left(\rho^{m}\right)^{\prime}(x)=\frac{1}{m-1} x^{1-n} \int_{x}^{1} y^{n-1} \rho(y) d y \tag{3.8}
\end{equation*}
$$

Consequently, if we can show that

$$
\begin{equation*}
\int_{0}^{1} y^{n-1} \rho(y) d y<\infty \tag{3.9}
\end{equation*}
$$

then (3.4) is proven. To verify (3.9) in the case $n \leq 2$, we use the monotonicity of $\rho$. Substituting $\rho(y)<\rho(x)$ in (3.8) yields

$$
-\left(\rho^{m-1}\right)^{\prime}(x)<\frac{1}{m} x^{1-n} \int_{x}^{1} y^{n-1} d y<x^{-1}
$$

for any $0<x<1$. Hence, integrating from $y$ to 1 , we deduce that $\rho(y)<|\ln y|^{1 /(m-1)}$ for every $0<y<1$. This is sufficient to confirm (3.9) when $n \leq 2$. To verify (3.9) in the case $n>2$ we have to work a little harder. Fix $0<x<1$, and define $A:=\sup \left\{y^{(n-2) / m} \rho(y): x<y<1\right\}$. Substituting $\rho(y) \leq A y^{(2-n) / m}$ in the righthand side of (3.8) and integrating give

$$
\rho^{m}(y)<\frac{m}{(m-1)(n-2)\{(m-1) n+2\}} y^{2-n} A
$$

for any $x<y<1$. Hence, multiplying this inequality by $y^{n-2} / A$ and subsequently optimizing the left-hand side of the resulting expression, we obtain $A^{m-1} \leq m /(m-$ 1) $(n-2)\{(m-1) n+2\}$. We therefore conclude that

$$
\rho(y) \leq\left(\frac{m}{(m-1)(n-2)\{(m-1) n+2\}}\right)^{1 /(m-1)} y^{(2-n) / m}
$$

for all $x<y<1$, irrespective of the value of $x>0$. This provides (3.9) when $n>2$. The relation (3.5) follows from (3.7).

In the case $n=1$, the expression (3.6) gives the function $\rho$ explicitly as

$$
\begin{equation*}
\rho(x)=\left\{\frac{m-1}{2 m(m+1)}(1-x)^{2}\right\}^{1 /(m-1)} \tag{3.10}
\end{equation*}
$$

This gives rise to the waiting-time solution of the porous media equation documented in [21].

The second self-similar solution of (1.1) which we consider is the instantaneous point-source solution. This solution was discovered in the cases $n=1$ and $n=3$ by Zel'dovich and Kompaneets [38] and in the general case by Barenblatt [7] and Pattle [25]. It is often referred to as the Barenblatt-Pattle or Barenblatt solution [3, 4, 27, 36].

Proposition 3.3. For any $a>0$ and $\tau$ the function
(3.11) $U(r, t ; a, \tau)$

$$
:= \begin{cases}(t-\tau)^{-1 /(m-1)} \xi(t)^{2 /(m-1)} \rho(r / \xi(t)) & \text { for } t>\tau \text { and } r<\xi(t) \\ 0 & \text { otherwise }\end{cases}
$$

where

$$
\begin{equation*}
\xi(t):=a(t-\tau)^{1 /\{(m-1) n+2\}} \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho(x):=\left[\frac{m-1}{2 m\{(m-1) n+2\}}\left(1-x^{2}\right)\right]^{1 /(m-1)} \tag{3.13}
\end{equation*}
$$

is a weak solution of Problems 1.1 and 1.2 with appropriate initial and boundary data.
In the case that $n$ is a positive integer, $U$ is formally a radially symmetric solution of

$$
\frac{\partial u}{\partial t}=\Delta u^{m}+\chi a^{\{(m-1) n+2\} /(m-1)} \delta(\boldsymbol{x}) \delta(t-\tau)
$$

where

$$
\chi:=\int_{\left\{\boldsymbol{x} \in \mathbb{R}^{n}:|\boldsymbol{x}|<1\right\}} \rho(|\boldsymbol{y}|) d \boldsymbol{y}
$$

in $\mathbb{R}^{n} \times \mathbb{R}$. The function $U$ is correspondingly singular for $(r, t)=(0, \tau)$. However, since this point lies outside our study domain $Q$, this is of no consequence for our analysis.
4. Regularity estimates. Our final principal tool comprises two estimates of the regularity of solutions of Problems 1.1 and 1.2. The first of these is an elaboration of a well-known regularity result for the porous media equation in one spatial dimension due to Aronson [2]. Corresponding results for more general quasilinear parabolic equations of second order have been derived in $[8,16,22]$.

Proposition 4.1. Given any $1 \leq r_{0}<r_{1}$ there exists a constant $K$ which depends only on $m$, $n$, and $\delta:=\left(r_{1}-r_{0}\right) / r_{0}$ such that for any weak solution $u$ of Problem 1.1 or 1.2 there holds

$$
\left|u^{m-1}(x, \tau)-u^{m-1}(y, \tau)\right| \leq K\left(\tau^{-1} M^{m-1}+r_{0}^{-2} M^{2(m-1)}\right)^{1 / 2}|x-y|
$$

for all $x \geq r_{1}, y \geq r_{1}$ and $0<\tau<T$, where $M:=\sup \left\{u(r, t):(r, t) \in\left(r_{0}, \infty\right) \times\right.$ $(0, \tau]\}$.

This result may be obtained by following the method used in [2]. Full documentation is supplied in [19]. The only embellishment on the result appearing in [19] is the stated dependence on $r_{0}$ and $M$. This may be obtained from the invariance of (1.1) under scaling; see, for instance, the proof of the next result.

Proposition 4.2. Given any $1 \leq r_{0}<r_{1}$ there exists a constant $K$ which depends only on $m$, $n$, and $\delta:=\left(r_{1}-r_{0}\right) / r_{0}$ such that for any weak solution $u$ of Problem 1.1 or 1.2 there holds

$$
u(r, \tau) \leq K r^{-q}\left(\tau^{-1} N^{2}+r_{0}^{-\{(m-1) n+2\}} N^{m+1}\right)^{1 /(m+1)}
$$

for all $r \geq r_{1}$ and $0<\tau<T$, where

$$
q:=2(n-1) /(m+1)
$$

and $N:=\max \left\{z\left(r_{0}, t\right): 0 \leq t \leq \tau\right\}$ with $z$ defined by (2.18).
Proof. We adapt the Bernstein argument as applied in [2, 16]. Fix $1 \leq r_{0}<$ $r_{1}<r_{2}$ and $0<\tau<T$. Recall the definition of $Q_{\tau}$ by (2.12). Since any weak solution of Problem 1.1 or 1.2 may be constructed in $Q_{\tau}$ as the limit of a sequence of positive classical $C\left(\overline{Q_{\tau}}\right)$ solutions of (1.1), without loss of generality we may suppose that $u$ is as such. Moreover, because (1.1) is invariant under the transformation $u(r, t) \mapsto a u\left(b r, a^{m-1} b^{2} t\right)$ for any positive numbers $a$ and $b$, without loss of generality we may suppose that $r_{0}=1$ and $N=1$. Note that by (2.21) the latter means that $z(r, t) \leq 1$ for all $(r, t) \in Q_{\tau}$. Consider now the function

$$
\begin{equation*}
p(r, t):=u(r, t) / \psi(z(r, t)) \tag{4.1}
\end{equation*}
$$

where $\psi \in C^{2}([0,1])$ is such that $\psi(\eta)>0$ and $\left(\psi^{m}\right)^{\prime \prime}(\eta)<0$ for all $0 \leq \eta \leq 1$; for instance, $\psi(\eta):=\{(1+\eta)(2-\eta)\}^{1 / m}$. Differentiating (4.1) with respect to $t$ and successively using (1.1) to eliminate $\partial u / \partial t$, (2.22) to eliminate $\partial z / \partial t$, (4.1) to eliminate $u$, and (2.21) to eliminate $\partial z / \partial r$, it can be verified that $p$ satisfies

$$
\begin{align*}
\frac{\partial p}{\partial t}= & \psi^{m-1} \frac{\partial^{2} p^{m}}{\partial r^{2}}+\left\{(n-1) r^{-1} \psi^{m-1}-2 r^{n-1}\left(\psi^{m}\right)^{\prime} p\right\} \frac{\partial p^{m}}{\partial r}  \tag{4.2}\\
& -2(n-1) r^{n-2}\left(\psi^{m}\right)^{\prime} p^{m+1}+r^{2 n-2} \psi\left(\psi^{m}\right)^{\prime \prime} p^{m+2}
\end{align*}
$$

in $Q_{\tau}$. Set $r_{3}:=r_{2}+\delta$ and consider next the function

$$
\begin{equation*}
w(r, t):=t^{1 /(m+1)} r^{q} \xi(r) p(r, t) \tag{4.3}
\end{equation*}
$$

where $\xi \in C^{2}\left(\left[r_{0}, r_{3}\right]\right)$ is such that $\xi\left(r_{0}\right)=\xi\left(r_{3}\right)=0,0<\xi(r) \leq 1$ for $r_{0}<r<r_{3}$, and $\xi(r)=1$ for $r_{1} \leq r \leq r_{2}$. By this construction, $w$ is positive in $\left(r_{0}, r_{3}\right) \times(0, \tau]$ and vanishes on $\left[r_{0}, r_{3}\right] \times[0, \tau] \backslash\left(r_{0}, r_{3}\right) \times(0, \tau]$. Hence, a maximum of $w$ in $\left[r_{0}, r_{3}\right] \times[0, \tau]$ must lie in $\left(r_{0}, r_{3}\right) \times(0, \tau]$, and at such a point

$$
\begin{equation*}
\frac{\partial w^{m}}{\partial r}=0, \quad \frac{\partial w}{\partial t} \geq 0, \quad \text { and } \quad \frac{\partial^{2} w^{m}}{\partial r^{2}} \leq 0 \tag{4.4}
\end{equation*}
$$

Setting (4.3) in (4.4), this implies

$$
\begin{gather*}
\frac{\partial p^{m}}{\partial r}=-m \xi^{-1} p^{m}\left\{q r^{-1} \xi+\xi^{\prime}\right\}  \tag{4.5}\\
\frac{\partial p}{\partial t} \geq-\frac{1}{m+1} t^{-1} p \tag{4.6}
\end{gather*}
$$

and

$$
\begin{equation*}
\frac{\partial^{2} p^{m}}{\partial r^{2}} \leq m \xi^{-2}\left\{q(m q+1) r^{-2} \xi^{2}+2 m q r^{-1} \xi \xi^{\prime}+(m+1)\left(\xi^{\prime}\right)^{2}-\xi \xi^{\prime \prime}\right\} p^{m} \tag{4.7}
\end{equation*}
$$

Thus, substituting (4.5)-(4.7) in (4.2) and thereafter using (4.3) to eliminate $p$, at a maximum of $w$ in $\left[r_{0}, r_{3}\right] \times[0, \tau]$ there holds

$$
-\psi\left(\psi^{m}\right)^{\prime \prime} w^{m+1} \leq\left(\psi^{m}\right)^{\prime} \Xi_{1} t^{1 /(m+1)} w^{m}+\psi^{m-1} \Xi_{2} t^{2 /(m+1)} w^{m-1}+\Xi_{3}
$$

where

$$
\Xi_{1}:=2 r^{-(m-1) q / 2}\left\{(m q-n+1) r^{-1} \xi+m \xi^{\prime}\right\}
$$

$\Xi_{2}:=m r^{-(m-1) q}\left\{q(m q-n+2) r^{-2} \xi^{2}+(2 m q-n+1) r^{-1} \xi \xi^{\prime}+(m+1)\left(\xi^{\prime}\right)^{2}-\xi \xi^{\prime \prime}\right\}$,
and

$$
\Xi_{3}:=\xi^{m+1} /(m+1)
$$

It follows that there are positive constants $K_{1}, K_{2}$, and $K_{3}$ which depend only on $m$, $n$, and $\delta=r_{1}-r_{0}=r_{3}-r_{2}$ such that

$$
\begin{equation*}
W^{m+1} \leq K_{1} \tau^{1 /(m+1)} W^{m}+K_{2} \tau^{2 /(m+1)} W^{m-1}+K_{3} \tag{4.8}
\end{equation*}
$$

where $W$ denotes the maximal value of $w$ in $\left[r_{0}, r_{3}\right] \times[0, \tau]$. Now, by Young's inequality, there is a constant $K_{4}$ which depends only on $m$ and $K_{1}$ such that

$$
\begin{equation*}
K_{1} \tau^{1 /(m+1)} W^{m} \leq W^{m+1} / 4+K_{4} \tau \tag{4.9}
\end{equation*}
$$

and there is a constant $K_{5}$ which depends only on $m$ and $K_{2}$ such that

$$
\begin{equation*}
K_{2} \tau^{2 /(m+1)} W^{m-1} \leq W^{m+1} / 4+K_{5} \tau \tag{4.10}
\end{equation*}
$$

Plugging (4.9) and (4.10) into (4.8) yields $W \leq K_{6}(1+\tau)^{1 /(m+1)}$ with $K_{6}^{m+1}:=$ $2 \max \left\{K_{3}, K_{4}+K_{5}\right\}$. This means that $w(r, t) \leq K_{6}(1+\tau)^{1 /(m+1)}$ for all $(r, t) \in$ $\left[r_{0}, r_{3}\right] \times[0, \tau]$. Hence, in particular, by (4.3) and the properties of $\xi, p(r, \tau) \leq$ $K_{6} r^{-q}\left(\tau^{-1}+1\right)^{1 /(m+1)}$ for all $r_{1} \leq r \leq r_{2}$. Using (4.1), this gives

$$
u(r, \tau) \leq K r^{-q}\left(\tau^{-1}+1\right)^{1 /(m+1)} \quad \text { for all } r_{1} \leq r \leq r_{2}
$$

with $K:=K_{6} \max \{\psi(\eta): 0 \leq \eta \leq 1\}$. In view of the arbitrariness of $r_{2}$, this provides the required result.

Note that it follows from Proposition 4.2 that for a radially symmetric solution $u$ of the porous media equation in $\mathbb{R}^{n} \times(0, T)$ we have the estimate

$$
\|u(\cdot, t)\|_{L^{\infty}\left(E_{2 R}\right)} \leq K\left(R^{-n}\|u\|_{L^{\infty}\left(0, t ; L^{1}\left(E_{R}\right)\right)}+R^{-q} t^{-1 /(m+1)}\|u\|_{L^{\infty}\left(0, t ; L^{1}\left(E_{R}\right)\right)}^{2 /(m+1)}\right),
$$

where $E_{R}:=\left\{\boldsymbol{x} \in \mathbb{R}^{n}:|\boldsymbol{x}|>R\right\}$, for any $R>0$ and $0<t<T$, with a constant $K$ which depends only on $m$ and $n$.

As well as being of some interest in its own right, Proposition 4.2 provides a means to prove Theorem 1.5.

Proof of Theorem 1.5. Suppose that $r \in \Omega$. Then, by definition, $\sup \{u(r, t)$ : $0<t<T\}=\infty$. Let $1<r_{0}<r$. Proposition 4.2 subsequently implies that $\sup \left\{z\left(r_{0}, t\right): 0 \leq t<T\right\}=\infty$, where $z$ is defined by (2.18). Hence, $r_{0} \in \Omega^{*}$ by definition. This means that $(1, r) \subseteq \Omega^{*}$ for all $r \in \Omega$. Combining this deduction with (1.6) and (1.7) gives the theorem.

## 5. The Cauchy-Dirichlet problem.

5.1. Notation. Let $u$ denote a given weak solution of Problem 1.1 with initial data function $u_{0}$ and boundary data function $f$. Note the next result which can be proven following analysis in [15] or alternatively, by adapting the proof of the analogous result for the Cauchy-Neumann problem presented in section 6 .

Lemma 5.1. Suppose that $f$ is nondecreasing and $u_{0} \equiv 0$. Then $u(r, t) \geq u\left(r_{0}, t_{0}\right)$ for all $1<r \leq r_{0}$ and $0<t_{0} \leq t<T$.

Recall the definitions (1.4)-(1.6) and (1.9) and, for the Cauchy-Dirichlet problem, the definition of $\mathcal{C}$ by (1.10), $L$ by (1.12), and $z$ by (2.1)-(2.3). For completeness, define

$$
\begin{equation*}
z(r, T):=\lim _{t \uparrow T} z(r, t) \tag{5.1}
\end{equation*}
$$

for $r \geq 1$, which limit exists by (2.5) and (2.11). By (2.5) and (2.11) the definition of $L$ is equivalent to

$$
\begin{equation*}
L(r)=\underset{t \uparrow T}{\limsup }(T-t)^{1 /(m-1)} z(r, t) \quad \text { for } r \geq 1 . \tag{5.2}
\end{equation*}
$$

Let

$$
\begin{equation*}
v(r, t):=(T-t)^{1 /(m-1)} u(r, t) \quad \text { for }(r, t) \in Q, \tag{5.3}
\end{equation*}
$$

and note that

$$
\ell(r)=\underset{t \uparrow T}{\limsup } v(r, t) \quad \text { for } r>1 .
$$

For convenience we shall denote the variable $z$ defined for an arbitrary solution of the Cauchy-Dirichlet problem for (1.1) by (2.1)-(2.3) and (5.1) with a capital letter when it applies to a self-similar solution. Thus we set

$$
\begin{equation*}
Z(r, t ; a, \tau):=\int_{r}^{\infty} \kappa(x, r) U(x, t ; a, \tau) d x \tag{5.4}
\end{equation*}
$$

for any $(r, t) \in[1, \infty) \times[0, T)$. Furthermore, we shall introduce a subscript $w$ to indicate when this concerns the self-similar solution of waiting-time type. Substituting (2.3) and (3.1) in (5.4), using (3.2), and thereafter applying partial integration to simplify the resulting expression reveal that

$$
Z_{w}(r, t ; a, \tau)=(m-1) a^{2 m /(m-1)}(\tau-t)^{-1 /(m-1)} \rho^{m}(r / a)
$$

for all $t<\tau$ and $r<a$. Let

$$
\begin{equation*}
\mathcal{A}(c):=(m-1) c^{2 m /(m-1)} \rho^{m}(1 / c) \tag{5.5}
\end{equation*}
$$

Since $\rho$ has the properties stated in Lemma 3.2, this defines an unbounded, strictly increasing, continuously differentiable function $\mathcal{A}$ on $[1, \infty)$ with $\mathcal{A}(1)=0$. Subsequently we can state that

$$
Z_{w}(r, t ; a, \tau)= \begin{cases}(\tau-t)^{-1 /(m-1)} r^{2 m /(m-1)} \mathcal{A}(a / r) & \text { if } r<a \\ 0 & \text { otherwise }\end{cases}
$$

for any $(r, t) \in[1, \infty) \times[0, T)$.
Analogous to what we have done for the waiting-time solution, we define the variable $Z_{s}(r, t ; a, \tau)$ for the instantaneous point-source solution. Substituting (2.3), (3.11), and (3.13) in (5.4), noting that $\rho=-\{(m-1) n+2\} x^{-1}\left(\rho^{m}\right)^{\prime}$, and thereafter applying partial integration yield

$$
\begin{aligned}
& Z_{s}(r, t ; a, \tau) \\
& \quad=\{(m-1) n+2\}(t-\tau)^{-1 /(m-1)} \xi(t)^{\{(m-1) n+2\} /(m-1)} r^{2-n} \int_{r / \xi(t)}^{1} x^{n-3} \rho^{m}(x) d x
\end{aligned}
$$

for all $t>\tau$ and $r<\xi(t)$, where $\xi(t)$ is given by (3.12). Hence, if we define

$$
\begin{equation*}
\mathcal{B}(c):=\{(m-1) n+2\} c^{\{(m-1) n+2\} /(m-1)} \int_{1 / c}^{1} x^{n-3} \rho^{m}(x) d x \tag{5.6}
\end{equation*}
$$

we can state that

$$
Z_{s}(r, t ; a, \tau)= \begin{cases}(t-\tau)^{-1 /(m-1)} r^{2 m /(m-1)} \mathcal{B}(\xi(t) / r) & \text { if } t>\tau \text { and } r<\xi(t) \\ 0 & \text { otherwise }\end{cases}
$$

for all $(r, t) \in \bar{Q}$, where $\mathcal{B}$ is defined, continuously differentiable, strictly increasing, and unbounded on $[1, \infty)$ and such that $\mathcal{B}(1)=0$.

Let $\beta$ and $\alpha$ denote the inverse of the functions $\mathcal{A}$ and $\mathcal{B}$, respectively. Thus $\alpha$ and $\beta$ are strictly increasing, continuous, and unbounded functions on $[0, \infty)$ such that $\alpha(0)=\beta(0)=1$. Finally, define the strictly increasing function $\gamma \in C([0, \infty))$ with $\gamma(0)=1$ by

$$
\begin{equation*}
\{\gamma(\mathcal{C})\}^{2 m /(m-1)} \mathcal{A}(\alpha(\mathcal{C}) / \gamma(\mathcal{C}))=2^{-1 /(m-1)} \mathcal{C} \tag{5.7}
\end{equation*}
$$

These functions have the following property.
LEMMA 5.2. There are positive constants $\mu$ and $\nu$ such that $\max \{\beta(\mathcal{C}), \gamma(\mathcal{C})\} \geq$ $1+\mu\{\sigma(\mathcal{C})\}^{(m-1) / 2 m}$ and $\alpha(\mathcal{C}) \leq 1+\nu\{\sigma(\mathcal{C})\}^{(m-1) / 2 m}$ for all $\mathcal{C} \geq 0$, where $\sigma$ is defined by (1.15).

Proof. In view of the known properties of $\alpha, \beta$, and $\gamma$, to prove the lemma it is enough to show that

$$
\begin{align*}
& \alpha(\mathcal{C})-1 \sim \alpha_{0}\{\sigma(\mathcal{C})\}^{(m-1) / 2 m} \quad \text { as } \mathcal{C} \downarrow 0,  \tag{5.8}\\
& \alpha(\mathcal{C})-1 \sim \alpha_{1}\{\sigma(\mathcal{C})\}^{(m-1) / 2 m} \quad \text { as } \mathcal{C} \rightarrow \infty,  \tag{5.9}\\
& \beta(\mathcal{C})-1 \sim \beta_{1}\{\sigma(\mathcal{C})\}^{(m-1) / 2 m} \quad \text { as } \mathcal{C} \rightarrow \infty, \tag{5.10}
\end{align*}
$$

and

$$
\begin{equation*}
\gamma(\mathcal{C})-1 \sim \gamma_{0}\{\sigma(\mathcal{C})\}^{(m-1) / 2 m} \quad \text { as } \mathcal{C} \downarrow 0 \tag{5.11}
\end{equation*}
$$

for some positive numbers $\alpha_{0}, \alpha_{1}, \beta_{1}$, and $\gamma_{0}$. To verify (5.8), note that combining (5.5) and (3.5) there holds

$$
\begin{equation*}
\mathcal{A}(c) \sim \mathcal{A}_{0}(c-1)^{2 m /(m-1)} \quad \text { as } c \downarrow 1 \tag{5.12}
\end{equation*}
$$

for some constant $\mathcal{A}_{0}>0$. This readily yields (5.8) with $\alpha_{0}=\mathcal{A}_{0}^{(1-m) / 2 m}$. Next, with regard to (5.9), we see that combination of (5.5) and (3.4) implies

$$
\mathcal{A}(c) \sim \mathcal{A}_{1} c^{2 m /(m-1)} \int_{1 / c}^{1} x^{1-n} d x \quad \text { as } c \rightarrow \infty
$$

for some constant $\mathcal{A}_{1}>0$, whence, by a change of variables,

$$
\begin{equation*}
\mathcal{C} \sim \mathcal{A}_{1}\{\alpha(\mathcal{C})\}^{2 m /(m-1)} \int_{1}^{\alpha(\mathcal{C})} y^{n-3} d y \quad \text { as } \mathcal{C} \rightarrow \infty \tag{5.13}
\end{equation*}
$$

After suitable manipulation this shows that $\alpha(\mathcal{C}) \sim \alpha_{1} \mathcal{C}^{(m-1) / 2 m}$ with $\alpha_{1}=\{(2-$ $\left.n) / \mathcal{A}_{1}\right\}^{(m-1) / 2 m}$ when $n<2, \alpha(\mathcal{C}) \sim \alpha_{1}(\mathcal{C} / \ln \mathcal{C})^{(m-1) / 2 m}$ with $\alpha_{1}=\{2 m /(m-$ 1) $\left.\mathcal{A}_{1}\right\}^{(m-1) / 2 m}$ when $n=2$, and $\alpha(\mathcal{C}) \sim \alpha_{1} \mathcal{C}^{(m-1) /\{(m-1) n+2\}}$ with $\alpha_{1}=\{(n-$ 2) $\left./ \mathcal{A}_{1}\right\}^{(m-1) /\{(m-1) n+2\}}$ when $n>2$. Together this is equivalent to (5.9). To verify (5.10), observe that substituting (3.13) in (5.6) there holds

$$
\mathcal{B}(c) \sim \mathcal{B}_{1} c^{\{(m-1) n+2\} /(m-1)} \int_{1 / c}^{1} x^{n-3} d x \quad \text { as } c \rightarrow \infty
$$

for some constant $\mathcal{B}_{1}>0$, whence, changing variables,

$$
\mathcal{C} \sim \mathcal{B}_{1}\{\beta(\mathcal{C})\}^{\{(m-1) n+2\} /(m-1)} \int_{1}^{\beta(\mathcal{C})} y^{1-n} d y \quad \text { as } \mathcal{C} \rightarrow \infty
$$

The relation (5.10) subsequently follows by a similar argument to that used to deduce (5.9) from (5.13). One finds $\beta_{1}=\left\{(2-n) / \mathcal{B}_{1}\right\}^{(m-1) / 2 m}$ when $n<2, \beta_{1}=$ $\left\{2 m /(m-1) \mathcal{B}_{1}\right\}^{(m-1) / 2 m}$ when $n=2$, and $\beta_{1}=\left\{(n-2) / \mathcal{B}_{1}\right\}^{(m-1) /\{(m-1) n+2\}}$ when $n>2$. Finally, to obtain (5.11), we observe that by (5.7) and (5.12), $\mathcal{A}_{0}\{\alpha(\mathcal{C})-$ $\gamma(\mathcal{C})\}^{2 m /(m-1)} \sim 2^{-1 /(m-1)} \mathcal{C}$ as $\mathcal{C} \downarrow 0$. Together with (5.8) this gives (5.11) with $\gamma_{0}=\left(1-2^{-1 / 2 m}\right) \alpha_{0}$.
5.2. The proof of Theorem 1.6. In this subsection we essentially prove that localization, effective localization, and metastable localization occur if and only if $\mathcal{C}<\infty$. We use the next five lemmas.

Lemma 5.3. Let $u_{1}$ and $u_{2}$ be any two weak solutions of Problem 1.1 with corresponding functions $u_{0, i}, f_{i}, L_{i}$, and $z_{i}$ for $i=1,2$. Suppose that (1.13) holds. Then $L_{1}(r) \leq L_{2}(r)$ for all $r \geq 1$. Moreover, if $\sup \left\{z_{1}(1, t)-z_{2}(1, t): 0 \leq t<T\right\}<\infty$, then $z_{1}(r, T)<\infty$ for all $r \geq 1$ such that $z_{2}(r, T)<\infty$.

Proof. By Proposition 2.2 and Lemma 2.1,

$$
\begin{equation*}
z_{1}(r, t) \leq z_{2}(r, t)+z_{1}(1, \tau)+\max \left\{\left(z_{1}-z_{2}\right)(1, s): \tau \leq s \leq t\right\} \tag{5.14}
\end{equation*}
$$

for all $r \geq 1$ and $0<\tau<t<T$. As a consequence,

$$
\begin{align*}
& (T-t)^{1 /(m-1)} z_{1}(r, t) \leq(T-t)^{1 /(m-1)} z_{2}(r, t)+(T-t)^{1 /(m-1)} z_{1}(1, \tau)  \tag{5.15}\\
& \quad+\max \left\{\max \left\{(T-s)^{1 /(m-1)}\left(z_{1}-z_{2}\right)(1, s): \tau \leq s \leq t\right\}, 0\right\}
\end{align*}
$$

for all $r \geq 1$ and $0<\tau<t<T$. Letting $t \uparrow T$ and thereafter $\tau \uparrow T$ in (5.15) yields the main conclusion of the lemma. The subsidiary conclusion may be obtained by passing to the limit $t \uparrow T$ in (5.14). $\quad \square$

Lemma 5.4. If $c>1$ is such that $\mathcal{A}(c)>\mathcal{C}$, then

$$
L(r) \leq r^{2 m /(m-1)} \mathcal{A}(\max \{c / r, 1\}) \quad \text { for all } r \geq 1
$$

and $z(r, T)<\infty$ for all $r \geq c$.
Proof. Taking $z_{1}=\bar{z}$ and $z_{2}=Z_{w}(\cdot, \cdot ; c, T)$, this lemma is a corollary of the previous one.

Lemma 5.5. If $c>1$ is such that $\mathcal{B}(c)<\mathcal{C}$, then $z(r, T)=\infty$ for all $1<r<c$.
Proof. By definition, there exists a sequence of values $\left\{t_{i}\right\}_{i=1}^{\infty} \subset(0, T)$ such that $t_{i} \rightarrow T$ as $i \rightarrow \infty$, and $\left(T-t_{i}\right)^{1 /(m-1)} z\left(1, t_{i}\right)>\mathcal{B}(c)$ for any $i \geq 1$. Fix $i$ and set $a_{i}:=c\left(T-t_{i}\right)^{-1 /\{(m-1) n+2\}}$. Then $z(1, t) \geq z\left(1, t_{i}\right)>\left(T-t_{i}\right)^{-1 /(m-1)} \mathcal{B}(c)=$ $Z_{s}\left(1, T ; a_{i}, t_{i}\right) \geq Z_{s}\left(1, t ; a_{i}, t_{i}\right)$ for all $t_{i}<t<T$, while $z(r, t) \geq 0=Z_{s}\left(r, t ; a_{i}, t_{i}\right)$ for all $r \geq 1$ and $0 \leq t \leq t_{i}$. Proposition 2.2 subsequently states that $z(r, t) \geq$ $Z_{s}\left(r, t ; a_{i}, t_{i}\right)$ for all $(r, t) \in Q$. This gives

$$
z(r, T) \geq Z_{s}\left(r, T ; a_{i}, t_{i}\right)=\left(T-t_{i}\right)^{-1 /(m-1)} r^{2 m /(m-1)} \mathcal{B}(c / r)
$$

for all $1<r<c$. Letting $i \rightarrow \infty$ yields the lemma.
LEmma 5.6. Suppose that $L\left(r_{0}\right)<\infty$ for some $r_{0} \geq 1$. Then for any $r>r_{0}$,

$$
\sup \left\{\int_{r}^{\infty} x^{n-1} v(x, t) d x: 0<t<T\right\}<\infty
$$

Moreover, if $z\left(r_{0}, T\right)<\infty$, then $r \notin \Omega^{*}$.
Proof. By (2.4),

$$
\begin{align*}
z\left(r_{0}, t\right) & =\int_{r_{0}}^{r} \kappa\left(x, r_{0}\right) u(x, t) d x+\int_{r}^{\infty}\left\{x^{1-n} \kappa\left(x, r_{0}\right)\right\} x^{n-1} u(x, t) d x  \tag{5.16}\\
& \geq r^{1-n} \kappa\left(r, r_{0}\right) \int_{r}^{\infty} x^{n-1} u(x, t) d x
\end{align*}
$$

for all $0<t<T$. Multiplying (5.16) by $(T-t)^{1 /(m-1)}$ and letting $t \uparrow T$ yields the first conclusion of the lemma, while letting $t \uparrow T$ in (5.16) directly gives the second conclusion.

Lemma 5.7. If $z(r, T)=\infty$ for some $r>1$, then $r \in \Omega$.
Proof. This follows immediately from (2.11).
With the last four lemmas it is easy to prove Theorem 1.6. Suppose that $\mathcal{C}<\infty$. Then by Lemma 5.4, $z(r, T)<\infty$ for all $r>\alpha(\mathcal{C})$. This implies that $\omega^{*}<\infty$ by Lemma 5.6 and (1.6). On the other hand, if $\mathcal{C}=\infty$, then by Lemma 5.5, $z(r, T)=\infty$ for all $r>1$. Thus, by Lemma 5.7 and (1.6), $\omega=\infty$. Recalling Theorem 1.5 gives the required result.
5.3. The proof of Theorem 1.8. To establish our fourth theorem, we employ four more lemmas.

LEmmA 5.8. Suppose that $L\left(r_{0}\right)<\infty$ for some $r_{0} \geq 1$. Then

$$
\begin{equation*}
L(r) \leq r^{2 m /(m-1)} \mathcal{A}\left(\max \left\{r_{1} / r, 1\right\}\right) \quad \text { for all } r \geq r_{0} \tag{5.17}
\end{equation*}
$$

and $z(r, T)<\infty$ for all $r>r_{1}$, where

$$
\begin{equation*}
r_{1}:=r_{0} \alpha\left(r_{0}^{-2 m /(m-1)} L\left(r_{0}\right)\right) \tag{5.18}
\end{equation*}
$$

Proof. We apply the scaling technique employed in the proof of Lemma 2.1. The function $\widetilde{u}$ given by (2.9) is a weak solution of Problem 1.1 with correspondingly scaled initial values, with boundary values (2.10), and with the parameter defined by (1.10) taking the value $r_{0}^{-2 m /(m-1)} L\left(r_{0}\right)$. The present lemma may subsequently be obtained by applying Lemma 5.4 to $\widetilde{u}$ and interpreting the conclusions in terms of the original solution.

Lemma 5.9. If $\mathcal{C}=\infty$, then $L(r)=\ell(r)=\infty$ for all $r>1$.
Proof. If $\mathcal{C}=\infty$, then $z(r, T)=\infty$ for all $r>1$ by Lemma 5.5. Subsequently, by Lemma 5.8, $L(r)=\infty$ for all $r>1$. However, by the definition of $\ell$ and $L$,

$$
\begin{equation*}
L(r) \leq(m-1) \ell^{m}(r) \quad \text { for every } r>1 \tag{5.19}
\end{equation*}
$$

Lemma 5.10. If $\mathcal{C}<\infty$ then $v^{m-1} \in L^{\infty}\left(\tau, T ; W^{1, \infty}\left(r_{0}, \infty\right)\right)$ for every $\left(r_{0}, \tau\right) \in$ $Q$.

Proof. Fix $1<r_{0}<r_{1}<r_{2}$ and $0<\tau<T$. By Proposition 4.2,

$$
u(r, t) \leq K_{0}\left\{t^{-1} N_{0}^{2}(t)+N_{0}^{m+1}(t)\right\}^{1 /(m+1)}
$$

for all $r \geq r_{1}$ and $0<t<T$, where $K_{0}$ is some constant which depends only on $m$, $n, r_{0}$, and $r_{1}$, and

$$
N_{0}(t):=\sup \left\{\int_{r_{0}}^{\infty} x^{n-1} u(x, s) d x: 0<s \leq t\right\}
$$

Hence,

$$
\begin{equation*}
v(r, t) \leq K_{0}\left\{\tau^{-1} T N_{1}^{2}(t)+N_{1}^{m+1}(t)\right\}^{1 /(m+1)} \tag{5.20}
\end{equation*}
$$

for all $r \geq r_{1}$ and $\tau \leq t<T$, where

$$
N_{1}(t):=\sup \left\{(T-s)^{1 /(m-1)} \int_{r_{0}}^{\infty} x^{n-1} u(x, s) d x: 0<s \leq t\right\}
$$

Simultaneously, by Proposition 4.1,

$$
\left|u^{m-1}(x, t)-u^{m-1}(y, t)\right| \leq K_{1}\left\{t^{-1} M_{0}^{m-1}(t)+M_{0}^{2(m-1)}(t)\right\}^{1 / 2}|x-y|
$$

for all $x \geq r_{2}, y \geq r_{2}$, and $0<t<T$, where $K_{1}$ is some constant which depends only on $m, n, r_{1}$, and $r_{2}$ and

$$
M_{0}(t):=\sup \left\{u(r, s): r \geq r_{1}, 0<s \leq t\right\}
$$

Hence,

$$
\begin{equation*}
\left|v^{m-1}(x, t)-v^{m-1}(y, t)\right| \leq K_{1}\left\{\tau^{-1} T M_{1}^{m-1}(t)+M_{1}^{2(m-1)}(t)\right\}^{1 / 2}|x-y| \tag{5.21}
\end{equation*}
$$

for all $x \geq r_{2}, y \geq r_{2}$, and $\tau \leq t<T$, where

$$
M_{1}(t):=\sup \left\{v(r, s): r \geq r_{1}, 0<s \leq t\right\}
$$

Now, since $L(1)=\mathcal{C}<\infty, N_{1}$ is bounded on $(0, T)$ by Lemma 5.6. Thus, from (5.20), we deduce that $v^{m-1} \in L^{\infty}\left(\left(r_{1}, \infty\right) \times(\tau, T)\right)$. In turn, because $u$ itself is bounded in $(1, \infty) \times(0, \tau]$, this means that $M_{1}$ is bounded on $(0, T)$. Subsequently from (5.21) we deduce that $v^{m-1} \in L^{\infty}\left(\tau, T ; W^{1, \infty}\left(r_{2}, \infty\right)\right)$. These deductions provide the lemma, in the light of the arbitrariness of $r_{0}, r_{1}$, and $r_{2}$.

LEMMA 5.11. Let $u_{1}$ and $u_{2}$ be any two weak solutions of Problem 1.1 with corresponding functions $u_{0, i}, f_{i}, \ell_{i}$, and $z_{i}$, and parameters $\mathcal{C}_{i}$ for $i=1,2$. Suppose that (1.14) holds. Then $\ell_{1}(r) \leq \ell_{2}(r)$ for all $r>1$.

Proof. We borrow ideas from $[14,26]$. Since when $\mathcal{C}_{2}=\infty$ the result is immediate from Lemma 5.9, without loss of generality we may assume that $\mathcal{C}_{2}<\infty$. Define $u_{0,3}(r):=\max \left\{u_{0,1}(r), u_{0,2}(r)\right\}$ for $r>1$, and $f_{3}(t):=\max \left\{f_{1}(t), f_{2}(t)\right\}$ for $0<$ $t<T$. Denote by $u_{3}$ the solution of Problem 1.1 with initial data function $u_{0,3}$ and boundary data function $f_{3}$. Let $\ell_{3}, \mathcal{C}_{3}, z_{3}$, and $v_{3}$ be defined in the obvious way. Note that $\mathcal{C}_{3}=\mathcal{C}_{2}$ by hypothesis (1.14). Now, by the comparison principle for solutions of Problem 1.1 [18, 19], $u_{i}(r, t) \leq u_{3}(r, t)$ for all $(r, t) \in Q$ and $i=1,2$. Hence, $\ell_{1}(r) \leq \ell_{3}(r)$ for all $r>1$. Subsequently, it suffices to show that

$$
\begin{equation*}
\ell_{3}(r) \leq \ell_{2}(r) \quad \text { for all } r>1 \tag{5.22}
\end{equation*}
$$

To do this, note that Lemma 5.10 can be applied to both $u_{2}$ and $u_{3}$ since $\mathcal{C}_{2}=\mathcal{C}_{3}<\infty$. Applying an argument in $[2,14,26]$, this lemma means that for every $\left(r_{0}, \tau\right) \in Q$ each of the functions $v_{i}(r, t)$ with $i=2,3$ is uniformly Hölder continuous with respect to $r$ with exponent

$$
\iota:=\min \{1,1 /(m-1)\}
$$

in $\left[r_{0}, \infty\right) \times[\tau, T)$. Subsequently, for fixed $r_{0}>1$ and $0<\tau<T$, the function $v_{3}-v_{2}$ is uniformly Hölder continuous with respect to $r$ with exponent $\iota$ in $\left[r_{0}, \infty\right) \times[\tau, T)$. In particular, this means that

$$
\begin{equation*}
\left(v_{3}-v_{2}\right)(x, t) \geq\left(v_{3}-v_{2}\right)\left(r_{0}, t\right)-K\left(x-r_{0}\right)^{\iota} \tag{5.23}
\end{equation*}
$$

for all $x \geq r_{0}$ and $\tau \leq t<T$, for some positive constant $K$. Now, by (2.1), the nonnegativity of $v_{3}-v_{2}$, and (2.4),

$$
\begin{align*}
(T-t)^{1 /(m-1)}\left(z_{3}-z_{2}\right)(1, t) & =\int_{1}^{\infty} \kappa(x, 1)\left(v_{3}-v_{2}\right)(x, t) d x  \tag{5.24}\\
& \geq \int_{r_{0}}^{r} \kappa(x, 1)\left(v_{3}-v_{2}\right)(x, t) d x \\
& \geq \kappa\left(r_{0}, 1\right) \int_{r_{0}}^{r}\left(v_{3}-v_{2}\right)(x, t) d x
\end{align*}
$$

for any $r \geq r_{0}$ and $\tau \leq t<T$. Subsequently, choosing $r:=r_{0}+K^{-1 / \iota}\left(v_{3}-v_{2}\right)^{1 / \iota}\left(r_{0}, t\right)$ and substituting $(5.23)$ in (5.24), we deduce that

$$
\left\{\frac{\iota+1}{\iota} \frac{K}{\kappa\left(r_{0}, 1\right)}(T-t)^{1 /(m-1)}\left(z_{3}-z_{2}\right)(1, t)\right\}^{\iota /(\iota+1)} \geq\left(v_{3}-v_{2}\right)\left(r_{0}, t\right)
$$

for all $\tau \leq t<T$. Passing to the limit $t \uparrow T$, using (5.2), (1.12), and (1.14), this inequality implies $\ell_{3}\left(r_{0}\right) \leq \ell_{2}\left(r_{0}\right)$, whence, because, $r_{0}>1$ was arbitrary, (5.22) is obtained.

Lemmas 5.3 and 5.11 together constitute Theorem 1.8.
5.4. The proof of Theorem 1.7. We build up the proof of Theorem 1.7 from the analysis so far in five steps. We make each step the content of a lemma. The first two are concerned with the properties of $L$ and the others with the properties of $\ell$.

LEMMA 5.12. If $\mathcal{C}<\infty$, then (i) $L\left(r_{0}\right) \geq r_{0}^{2 m /(m-1)} \mathcal{A}\left(\omega / r_{0}\right)$ for all $1 \leq r_{0} \leq \omega$, (ii) $L\left(r_{0}\right)>L(r)$ for all $1 \leq r_{0}<r \leq \omega$, and (iii) $L(r)=0$ for all $r>\omega$.

Proof. Fix $1 \leq r_{0} \leq \omega$ and define $r_{1}$ by (5.18). By Lemma 5.8, $z(r, T)<\infty$ for all $r>r_{1}$. Thus, by Lemma 5.6 and Theorem 1.5, $r_{1} \geq \omega$. Rewriting $r_{1} \geq \omega$ provides part (i). Next, substituting (5.5) in (5.17), there holds

$$
L(r) \leq(m-1) r_{1}^{2 m /(m-1)} \rho^{m}\left(r / r_{1}\right) \quad \text { for any } r_{0} \leq r \leq r_{1}
$$

where $\rho$ is the function from Lemma 3.2. Hence, because $\rho$ is strictly decreasing on $(0,1]$,

$$
L(r)<(m-1) r_{1}^{2 m /(m-1)} \rho^{m}\left(r_{0} / r_{1}\right)=r_{0}^{2 m /(m-1)} \mathcal{A}\left(r_{1} / r_{0}\right)=L\left(r_{0}\right)
$$

for any $r_{0}<r \leq r_{1}$. Thus, since $r_{1} \geq \omega$, part (ii) is proven. Part (iii) is a simple consequence of (5.2) and Lemma 5.7.

Lemma 5.13. If $\mathcal{C}<\infty$ then $L \in C(1, \infty) \cap W_{\mathrm{loc}}^{1, \infty}(1, \infty)$.
Proof. Integrating (2.7) we determine that

$$
\begin{equation*}
z\left(r_{1}, t\right) \int_{r_{0}}^{r_{2}} x^{1-n} d x \leq z\left(r_{0}, t\right) \int_{r_{1}}^{r_{2}} x^{1-n} d x+z\left(r_{2}, t\right) \int_{r_{0}}^{r_{1}} x^{1-n} d x \tag{5.25}
\end{equation*}
$$

for any $1 \leq r_{0}<r_{1}<r_{2}$ and $0<t<T$. Hence, multiplying by $(T-t)^{1 /(m-1)}$ and then letting $t \uparrow T$, (5.25) holds with $L\left(r_{i}\right)$ in lieu of $z\left(r_{i}, t\right)$ for $i \in\{0,1,2\}$. This means that subject to a transformation of its argument, the function $L$ is convex in $[1, \infty)$. The stated regularity follows from this.

Lemma 5.14. Let $\rho$ be the function from Lemma 3.2. If $c>1$ is such that for some $0<\tau<T$ there holds $f(t) \leq(T-t)^{-1 /(m-1)} c^{2 /(m-1)} \rho(1 / c)$ for almost all $\tau<t<T$, then $v$ is bounded in $Q$, and $\ell(r) \leq c^{2 m /(m-1)} \rho(\min \{r / c, 1\})$ for all $r>1$.

Proof. Let $U(\cdot, \cdot ; a, T)$ be the solution of (1.1) defined in Proposition 3.1. By hypothesis, $U(1, t ; c, T) \geq f(t)$ for almost all $\tau<t<T$. Consequently, we can choose an $a$ so large that $U(1, t ; a, T) \geq f(t)$ for almost all $0<t<T$ and $U(r, 0 ; a, T) \geq u_{0}(r)$ for almost all $r>1$. The comparison principle [18, 19] for solutions of Problem 1.1 then says that $U(r, t ; a, T) \geq u(r, t)$ for all $(r, t) \in Q$. This gives the first conclusion of the lemma. The second one is a corollary of Lemma 5.11 taking $u_{1}=u$ and $u_{2}=U(\cdot, \cdot ; c, T)$.

LEMMA 5.15. Let $\rho$ be the function from Lemma 3.2. If $\mathcal{C}<\infty$ then (i) $\ell\left(r_{0}\right) \geq$ $\omega^{2 /(m-1)} \rho\left(r_{0} / \omega\right)$ for all $1<r_{0} \leq \omega$, (ii) $\ell\left(r_{0}\right)>\ell(r)$ for all $1<r_{0}<r \leq \omega$, and (iii) $\ell(r)=0$ for all $r>\omega$.

Proof. Fix $r_{0}>1$, and note that $\ell\left(r_{0}\right)<\infty$ by Lemma 5.10. Applying the scaling trick used to obtain Lemma 5.8 from Lemma 5.4. Lemma 5.14 yields

$$
\begin{equation*}
\ell(r) \leq r_{1}^{2 /(m-1)} \rho\left(\min \left\{r / r_{1}, 1\right\}\right) \quad \text { for all } r>r_{0}, \tag{5.26}
\end{equation*}
$$

where $r_{1} \geq r_{0}$ is such that

$$
\begin{equation*}
\ell\left(r_{0}\right)=r_{1}^{2 /(m-1)} \rho\left(r_{0} / r_{1}\right) . \tag{5.27}
\end{equation*}
$$

In particular this means that $\ell\left(r_{1}\right)=0$. By (5.19) this in turn implies that $L\left(r_{1}\right)=0$. Therefore, by Lemma 5.12 part (ii), $r_{1} \geq \omega$. Substituting this estimate in (5.27) gives part (i). On the other hand, in view of the monotonicity of $\rho$, (5.26) and (5.27) imply that $\ell(r) \leq \ell\left(r_{0}\right)$ for all $r>r_{0}$ with equality only if $\min \left\{r / r_{1}, 1\right\}=r_{0} / r_{1}$, i.e., $r_{1}=r_{0}$. However, by (5.27), the latter is the case if and only if $\ell\left(r_{0}\right)=0$. Thus, we deduce that $\ell(r)<\ell\left(r_{0}\right)$ for all $r>r_{0}$ such that $\ell\left(r_{0}\right)>0$. Recalling part (i), this yields part (ii). Part (iii) follows immediately from the definitions of $\ell$ and $\omega$.

The assertions of Theorem 1.7 concerning $\ell$ and $L$ can be distilled from Lemmas 5.9, 5.10, 5.12, 5.13, and 5.15. To prove Theorem 1.7 it therefore remains to show that when $f$ is nondecreasing, $u(\cdot, t) \rightarrow \infty$ as $t \uparrow T$ uniformly on $(1, r)$ for every $1<r<\omega$. However, since for this purpose, without loss of generality we may suppose that $u_{0} \equiv 0$, this follows from Lemma 5.1.
5.5. The proof of Theorem 1.9. To prove Theorem 1.9 we shall use one additional lemma.

Lemma 5.16. If $a>1$ is such that $\mathcal{A}(a)<\mathcal{C}$ then $z(r, T)=\infty$ for all $1<r<a$ for which $r^{2 m /(m-1)} \mathcal{A}(a / r)>2^{-1 /(m-1)} \mathcal{A}(a)$.

Proof. The proof of this lemma is rather similar to that of Lemma 5.5. By definition, there exists a sequence of values $\left\{t_{i}\right\}_{i=1}^{\infty} \subset(0, T)$ such that $t_{i} \rightarrow T$ as $i \rightarrow \infty$, and $\left(T-t_{i}\right)^{1 /(m-1)} z\left(1, t_{i}\right)>\mathcal{A}(a)$ for any $i \geq 1$. Fix $i$ and set $\tau_{i}:=2 T-t_{i}$. Then $z(1, t) \geq z\left(1, t_{i}\right)>\left(T-t_{i}\right)^{-1 /(m-1)} \mathcal{A}(a)=Z_{w}\left(1, T ; a, \tau_{i}\right) \geq Z_{w}\left(1, t ; a, \tau_{i}\right)$ for all $t_{i}<t<T$. Proposition 2.2 subsequently states that $z(r, t) \geq Z_{w}\left(r, t ; a, \tau_{i}\right)-$ $\max \left\{Z_{w}\left(1, s ; a, \tau_{i}\right): 0 \leq s \leq t_{i}\right\}=Z_{w}\left(r, t ; a, \tau_{i}\right)-Z_{w}\left(1, t_{i} ; a, \tau_{i}\right)$ for all $(r, t) \in Q$. Hence, $z(r, T) \geq Z_{w}\left(r, T ; a, \tau_{i}\right)-Z_{w}\left(1, t_{i} ; a, \tau_{i}\right)=\left(T-t_{i}\right)^{-1 /(m-1)}\left\{r^{2 m /(m-1)} \mathcal{A}(a / r)-\right.$ $\left.2^{-1 /(m-1)} \mathcal{A}(a)\right\}$ for all $1<r<a$. Letting $i \rightarrow \infty$ yields the result.

Now, Lemmas 5.4, 5.5, and 5.16 imply that $z(r, T)<\infty$ for all $r>\alpha(\mathcal{C}), z(r, T)=$ $\infty$ for all $1<r<\beta(\mathcal{C})$, and $z(r, T)=\infty$ for all $1<r<\gamma(\mathcal{C})$, respectively. While, by Lemmas 5.7 and $5.6, z(r, T)<\infty$ for all $r>\omega$, and $z(r, T)=\infty$ for all $1<r<\omega^{*}$. Combining these conclusions with Theorem 1.5 yields

$$
\begin{equation*}
\max \{\beta(\mathcal{C}), \gamma(\mathcal{C})\} \leq \omega \leq \alpha(\mathcal{C}) . \tag{5.28}
\end{equation*}
$$

Theorem 1.9 is subsequently an immediate consequence of Lemma 5.2.
5.6. On the size of $\boldsymbol{\ell}$ and $\boldsymbol{L}$. Our last result on Problem 1.1 provides some quantitative information on the way blow-up occurs.

Theorem 5.17. Let $u$ be a weak solution of Problem 1.1 for which $0<\mathcal{C}<\infty$ where $\mathcal{C}$ is defined by (1.10). Let $\ell$ and $L$ be defined by (1.9) and (1.12). Also, let $\rho$ be the function from Lemma 3.2 and let $\alpha$ be the inverse of the function $\mathcal{A}$ defined by (5.5). Then

$$
\begin{align*}
\omega & \leq \alpha(\mathcal{C}),  \tag{5.29}\\
\mathcal{A}(\omega / r) \leq r^{-2 m /(m-1)} L(r) & \leq \mathcal{A}(\alpha(\mathcal{C}) / r) \quad \text { for all } 1 \leq r \leq \omega, \tag{5.30}
\end{align*}
$$

and

$$
\begin{equation*}
\ell(r) \geq \omega^{2 /(m-1)} \rho(r / \omega) \quad \text { for all } 1<r \leq \omega \tag{5.31}
\end{equation*}
$$

(a) If furthermore

$$
(T-t)^{1 /(m-1)} \int_{0}^{t} f^{m}(s) d s \rightarrow \mathcal{C} \quad \text { as } t \uparrow T
$$

then (5.29) and (5.30) hold with equality.
(b) If furthermore

$$
\operatorname{ess} \sup \left\{(T-s)^{1 /(m-1)} f(s): t<s<T\right\} \rightarrow(m-1)^{-1 / m} \mathcal{C}^{1 / m} \quad \text { as } t \uparrow T
$$

then (5.29)-(5.31) hold with equality.
Proof. The main assertions have virtually been established already. The inequality (5.29), the left-hand inequality in (5.30), and (5.31) are restatements of (5.28), Lemma 5.12 part (i), and Lemma 5.15 part (i). The remaining inequality in (5.30) may be obtained by letting $c \downarrow \alpha(\mathcal{C})$ in Lemma 5.4. Moreover, under the additional hypothesis of part (a), applying Lemma 5.3 with $z_{1}=Z_{w}(\cdot, \cdot ; \alpha(\mathcal{C}), T)$ and $z_{2}=z$ yields

$$
\begin{equation*}
L(r) \geq r^{2 m /(m-1)} \mathcal{A}(\alpha(\mathcal{C}) / r)>0 \quad \text { for all } 1 \leq r<\alpha(\mathcal{C}) \tag{5.32}
\end{equation*}
$$

Hence, by Lemma 5.12 part (iii), equality in (5.29) is obtained, and part (a) is proven. Let us therefore assume that the hypothesis of part (b) holds. In this case, Lemma 5.14 gives

$$
\begin{equation*}
\ell(r) \leq\{\alpha(\mathcal{C})\}^{2 /(m-1)} \rho(r / \alpha(\mathcal{C})) \quad \text { for all } 1<r \leq \alpha(\mathcal{C}) \tag{5.33}
\end{equation*}
$$

Simultaneously, integrating (2.7), there holds

$$
\begin{aligned}
& z\left(r_{0}, t\right) \int_{r_{1}}^{r_{2}} x^{1-n} d x+z\left(r_{2}, t\right) \int_{r_{0}}^{r_{1}} x^{1-n} d x \\
& \quad=z\left(r_{1}, t\right) \int_{r_{0}}^{r_{2}} x^{1-n} d x+\int_{r_{0}}^{r_{1}} \int_{r_{1}}^{r_{2}} \int_{x}^{y} x^{1-n} y^{1-n} \eta^{n-1} u(\eta, t) d \eta d y d x
\end{aligned}
$$

for any $1 \leq r_{0}<r_{1}<r_{2}$ and $0<t<T$. Taking $r_{0}=1, r_{1}=r$, and $r_{2}=\alpha(\mathcal{C})$, multiplying by $(T-t)^{1 /(m-1)}$, letting $t \uparrow T$ in an appropriate fashion, using (5.2) and (1.10), and employing Fatou's lemma which is justified by Lemma 5.14, this gives

$$
\begin{align*}
\mathcal{C} \int_{r}^{\alpha(\mathcal{C})} & x^{1-n} d x \leq L(r) \int_{1}^{\alpha(\mathcal{C})} x^{1-n} d x  \tag{5.34}\\
& +\int_{1}^{r} \int_{r}^{\alpha(\mathcal{C})} \int_{x}^{y} x^{1-n} y^{1-n} \eta^{n-1} \ell(\eta) d \eta d y d x
\end{align*}
$$

for all $1<r<\alpha(\mathcal{C})$. Repeating the above calculation with the solution $U(\cdot, \cdot ; \alpha(\mathcal{C}), T)$ from Proposition 3.1 instead of $u$, one obtains

$$
\begin{align*}
& \mathcal{C} \int_{r}^{\alpha(\mathcal{C})} x^{1-n} d x=r^{2 m /(m-1)} \mathcal{A}(\alpha(\mathcal{C}) / r) \int_{1}^{\alpha(\mathcal{C})} x^{1-n} d x  \tag{5.35}\\
& \quad+\int_{1}^{r} \int_{r}^{\alpha(\mathcal{C})} \int_{x}^{y} x^{1-n} y^{1-n} \eta^{n-1}\{\alpha(\mathcal{C})\}^{2 /(m-1)} \rho(\eta / \alpha(\mathcal{C})) d \eta d y d x
\end{align*}
$$

for all $1<r<\alpha(\mathcal{C})$. Combining (5.33), (5.34), and (5.35) yields (5.32). This once again implies equality in (5.29) and (5.30). The outstanding conclusion subsequently follows from (5.31) and (5.33).

In the case $n=1$, the functions $\mathcal{A}$ and $\alpha$ can be computed explicitly from the function $\rho$ given by (3.10).

## 6. The Cauchy-Neumann problem.

6.1. Notation. We shall retain the conventions used in the study of the CauchyDirichlet problem in the previous section. We let $u$ denote a given weak solution of Problem 1.2 with initial data function $u_{0}$ and boundary data function $g$. We have the following result in lieu of Lemma 5.1.

Lemma 6.1. Suppose that $g$ is nondecreasing and $u_{0} \equiv 0$. Then $u(r, t) \geq u\left(r_{0}, t_{0}\right)$ for all $1<r \leq r_{0}$ and $0<t_{0} \leq t<T$.

Proof. We use a technique applied in [10]. Pick $0<\tau<T$ and $0<\varepsilon<T-\tau$. Define $u_{0, \varepsilon}(r):=u(r, \varepsilon)$ for $r>1$, and $g_{\varepsilon}(t):=g(t+\varepsilon)$ for $0<t<\tau$. Consider Problem 1.2 restricted to the domain $Q_{\tau}$ with initial data $u_{0, \varepsilon}$ and boundary data $g_{\varepsilon}$. By the general theory, this problem admits a unique weak solution $u_{\varepsilon}(r, t)=u(r, t+\varepsilon)$. Furthermore, since $u_{0, \varepsilon}(r) \geq 0=u_{0}(r)$ for all $r>1$ and $g_{\varepsilon}(t)=g(t+\varepsilon) \geq g(t)$ for almost all $0<t<\tau$, there holds $u_{\varepsilon}(r, t) \geq u(r, t)$ for all $(r, t) \in Q_{\tau}$. Thus $u(r, t+\varepsilon) \geq u(r, t)$ for all $(r, t) \in Q_{\tau}$. In view of the arbitrariness of $\varepsilon$ and $\tau$, this yields the monotonicity of $u$ with respect to $t$. In fact, since $u$ is a classical solution of (1.1) at any point in $Q$ where it is positive, it yields $(\partial u / \partial t)(r, t) \geq 0$ for all $(r, t) \in Q$ such that $u(r, t)>0$. Hence, by (1.1), $\left(\partial\left(r^{n-1} \partial u^{m} / \partial r\right) / \partial r\right)(r, t) \geq 0$ for all such points. Recalling that $\partial u^{m} / \partial r \in C(Q)$, noting that as a consequence of the nonnegativity of $u$ there holds $\left(\partial u^{m} / \partial r\right)(r, t)=0$ for all $(r, t) \in Q$ such that $u(r, t)=0$, and recalling that $u(r, t)=0$ for all $r>\zeta(t)$ and $0<t<T$, this implies that $\left(\partial u^{m} / \partial r\right)(r, t) \leq 0$ for all $(r, t) \in Q$. Hence, we also have the monotonicity of $u$ with respect to $r$.

We employ the notation (1.5), (1.6), (1.9), and (5.3). We define $\mathcal{C}$ by (1.11), $L$ by (1.16), and $z$ by (2.18) and (2.19) and for completeness set

$$
z(r, T):=\limsup _{t \uparrow T} z(r, t)
$$

We let

$$
Z(r, t ; a, \tau):=\int_{r}^{\infty} x^{n-1} U(x, t ; a, \tau) d x
$$

for any $(r, t) \in[1, \infty) \times[0, T)$ for one of the self-similar solutions $U$ of the equation, and add a subscript $w$ if the self-similar solution is that of waiting-time type and a subscript $s$ if it is that of instantaneous point-source type. Performing calculations analogous to those we have carried in section 5 we obtain

$$
Z_{w}(r, t ; a, \tau)= \begin{cases}(\tau-t)^{-1 /(m-1)} r^{\{(m-1) n+2\} /(m-1)} \mathcal{A}(a / r) & \text { if } r<a \\ 0 & \text { otherwise }\end{cases}
$$

for all $(r, t) \in[1, \infty) \times[0, T)$, where now

$$
\begin{equation*}
\mathcal{A}(c):=c^{\{(m-1) n+2\} /(m-1)} \int_{1 / c}^{1} x^{n-1} \rho(x) d x \tag{6.1}
\end{equation*}
$$

for $c \geq 1$, with $\rho$ constructed in Lemma 3.2. Similarly

$$
\begin{aligned}
& Z_{s}(r, t ; a, \tau) \\
& \quad= \begin{cases}(t-\tau)^{-1 /(m-1)} r\{(m-1) n+2\} /(m-1) \mathcal{B}(\xi(t) / r) & \text { if } t>\tau \text { and } r<\xi(t) \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

for all $(r, t) \in \bar{Q}$, where

$$
\mathcal{B}(c):=c^{\{(m-1) n+2\} /(m-1)} \int_{1 / c}^{1} x^{n-1} \rho(x) d x
$$

for $c \geq 1$, with $\xi$ and $\rho$ defined by (3.12) and (3.13). The functions $\mathcal{A}$ and $\mathcal{B}$ are unbounded, strictly increasing, and continuously differentiable on $[1, \infty)$ and are such that $\mathcal{A}(1)=\mathcal{B}(1)=0$. We shall denote by $\alpha$ and $\beta$ the inverse of the functions $\mathcal{A}$ and $\mathcal{B}$, respectively. Finally, define the function $\gamma \in C([0, \infty))$ with $\gamma(0)=1$ by

$$
\{\gamma(\mathcal{C})\}^{\{(m-1) n+2\} /(m-1)} \mathcal{A}(\alpha(\mathcal{C}) / \gamma(\mathcal{C}))=2^{-1 /(m-1)} \mathcal{C}
$$

The proof of the following is similar to the proof of Lemma 5.2 and we omit it.
LEMMA 6.2. There are positive constants $\mu$ and $\nu$ such that $\max \{\beta(\mathcal{C}), \gamma(\mathcal{C})\} \geq$ $1+\mu\{\sigma(\mathcal{C})\}^{(m-1) /(m+1)}$ and $\alpha(\mathcal{C}) \leq 1+\nu\{\sigma(\mathcal{C})\}^{(m-1) /(m+1)}$ for all $\mathcal{C} \geq 0$, where $\bar{\sigma}$ is defined by (1.17).
6.2. The proof of Theorem 1.10. The proofs of the next two lemmas are almost identical to those of their counterparts Lemmas 5.4 and 5.5 in the previous section, and will be omitted. The third lemma below is a consequence of the definitions of $\Omega^{*}$ and $z$.

Lemma 6.3. If $c>1$ is such that $\mathcal{A}(c)>\mathcal{C}$ then

$$
L(r) \leq r^{\{(m-1) n+2\} /(m-1)} \mathcal{A}(\max \{c / r, 1\}) \quad \text { for all } r \geq 1
$$

and $z(r, T)<\infty$ for all $r \geq c$.
Lemma 6.4. If $c>1$ is such that $\mathcal{B}(c)<\mathcal{C}$, then $z(r, T)=\infty$ for all $1<r<c$.
Lemma 6.5. There holds $z(r, T)=\infty$ for some $r>1$ if and only if $r \in \Omega^{*}$.
With these lemmas we may complete the proof of Theorem 1.10. Suppose that $\mathcal{C}<\infty$, then by Lemma 6.3, $z(r, T)<\infty$ for all $r>\alpha(\mathcal{C})$. Hence, by Lemma 6.5, $\omega^{*}<\infty$. On the other hand if $\mathcal{C}=\infty$, then by Lemma 6.4, $z(r, T)=\infty$ for all $r>1$. Whence, by Lemma $6.5, \omega^{*}=\infty$. The desired result consequently follows from Theorem 1.5.
6.3. The proof of Theorem 1.12. Comparing the Cauchy-Neumann and Cau-chy-Dirichlet problems, Theorem 1.12 is the counterpart of Theorem 1.8. The lastmentioned theorem was proven in two steps, viz., Lemma 5.3 and Lemma 5.11. The analogous lemmas for the Cauchy-Neumann problem can be formulated and proven without any extra difficulty. Details will not be presented.
6.4. The proof of Theorem 1.11. The proof of Theorem 1.11 can be completed similarly to the proof of Theorem 1.7 once we have established Lemmas 6.7-6.9 below. Therefore, we shall not dwell on any details beyond the proofs of these lemmas. As a means to obtaining Lemma 6.7, we use Lemma 6.6 below. This plays the role for Problem 1.2 which Lemma 5.8 does for Problem 1.1. However, for technical reasons, we defer the proof of this lemma until the next section.

Lemma 6.6. Suppose that $L\left(r_{0}\right)<\infty$ for some $r_{0}>1$. Then

$$
L(r) \leq r^{\{(m-1) n+2\} /(m-1)} \mathcal{A}\left(\max \left\{r_{1} / r, 1\right\}\right) \quad \text { for all } r \geq r_{0}
$$

and $z(r, T)<\infty$ for all $r>r_{1}$, where $r_{1}:=r_{0} \alpha\left(r_{0}^{-\{(m-1) n+2\} /(m-1)} L\left(r_{0}\right)\right)$.
Lemma 6.7. If $\mathcal{C}<\infty$ then (i) $L(r) \geq r^{\{(m-1) n+2\} /(m-1)} \mathcal{A}(\omega / r)$ for all $1 \leq r \leq$ $\omega$, (ii) $L\left(r_{0}\right)>L(r)$ for all $1 \leq r_{0}<r \leq \omega$, and (iii) $L(r)=0$ for all $r>\omega$. On the other hand if $\mathcal{C}=\infty$, then $L(r)=\infty$ for all $r>1$.

Proof. This lemma follows from Lemma 6.6 in the same way as Lemmas 5.9 and 5.12 follow from Lemma 5.8.

Lemma 6.8. Let $\rho$ be the function from Lemma 3.2. If $\mathcal{C}<\infty$ then (i) $v^{m-1} \in$ $L^{\infty}\left(\tau, T ; W^{1, \infty}\left(r_{1}, \infty\right)\right)$ for every $\left(r_{1}, \tau\right) \in Q$, (ii) $\ell(r) \geq \omega^{2 /(m-1)} \rho(r / \omega)$ for all $1<$ $r \leq \omega$, (iii) $\ell\left(r_{1}\right)>\ell(r)$ for all $1<r_{1}<r \leq \omega$, and (iv) $\ell(r)=0$ for all $r>\omega$. On the other hand if $\mathcal{C}=\infty$, then $\ell(r)=\infty$ for all $r>1$.

Proof. Fix $r_{0}>1$. Then the function $\widetilde{u}$ defined by (2.9) is a solution of Problem 1.1 with correspondingly scaled initial data and boundary data given by (2.10). Denote, associated with $\widetilde{u}$, the parameter $\widetilde{\mathcal{C}}$ defined by (1.10). By Theorem $1.10, u$ is effectively localized if and only if $\mathcal{C}<\infty$. However, by Theorem $1.6, \widetilde{u}$ is effectively localized if and only if $\widetilde{\mathcal{C}}<\infty$. Consequently, $\widetilde{\mathcal{C}}<\infty$ if and only if $\mathcal{C}<\infty$. The present lemma may now be deduced by applying Lemmas $5.9,5.10$, and 5.15 to $\widetilde{u}$, transferring the conclusions to $u$, and finally, letting $r_{0} \downarrow 1$.

Lemma 6.9. If $\mathcal{C}<\infty$ then $L \in C(1, \infty) \cap W_{\text {loc }}^{1, \infty}(1, \infty)$.
Proof. By (2.18) there holds

$$
z\left(r_{0}, t\right)=z(r, t)+\int_{r_{0}}^{r} x^{n-1} u(x, t) d x \quad \text { for all } 1<r_{0}<r
$$

and $0<t<T$. Multiplying this inequality by $(T-t)^{1 /(m-1)}$, letting $t \uparrow T$, and employing Fatou's lemma which is justified by the previous lemma give

$$
L\left(r_{0}\right) \leq L(r)+\int_{r_{0}}^{r} x^{n-1} \ell(x) d x \quad \text { for all } 1<r_{0}<r
$$

In light of Lemmas 6.7 and 6.8, this provides the stated regularity.
6.5. The proof of Theorem $\mathbf{1 . 1 3}$. With regard to Theorem 1.13 we employ one more lemma. Its proof is almost a facsimile of the proof of Lemma 5.16 and is not included.

Lemma 6.10. If $a>1$ is such that $\mathcal{A}(a)<\mathcal{C}$ then $z(r, T)=\infty$ for all $1<r<a$ for which $r^{\{(m-1) n+2\} /(m-1)} \mathcal{A}(a / r)>2^{-1 /(m-1)} \mathcal{A}(a)$.

Now, suppose that $\mathcal{C}<\infty$. Then by Lemma 6.3, there holds $z(r, T)<\infty$ for all $r>\alpha(\mathcal{C})$, while by Lemmas 6.4 and 6.10 , there holds $z(r, T)=\infty$ for all $1<r<\max \{\beta(\mathcal{C}), \gamma(\mathcal{C})\}$. Recalling Lemma 6.5 and Theorem 1.5, this gives (5.28). Theorem 1.13 follows from Lemma 6.2.
6.6. On the size of $\ell$ and $L$. Analogous to Theorem 5.17 for the CauchyDirichlet problem, the next result can be obtained for Problem 1.2, where, in the case $n=1$, the functions $\mathcal{A}$ and $\alpha$ can be computed explicitly from the function $\rho$ given by (3.10).

ThEOREM 6.11. Let $u$ be a weak solution of Problem 1.2 for which $0<\mathcal{C}<\infty$ where $\mathcal{C}$ is defined by (1.11). Let $\ell$ and $L$ be defined by (1.9) and (1.16). Also, let $\rho$
be the function from Lemma 3.2 and let $\alpha$ be the inverse of the function $\mathcal{A}$ defined by (6.1). Then

$$
\begin{gather*}
\omega \leq \alpha(\mathcal{C})  \tag{6.2}\\
\mathcal{A}(\omega / r) \leq r^{-\{(m-1) n+2\} /(m-1)} L(r) \leq \mathcal{A}(\alpha(\mathcal{C}) / r) \quad \text { for all } 1<r \leq \omega \tag{6.3}
\end{gather*}
$$

and

$$
\begin{equation*}
\ell(r) \geq \omega^{2 /(m-1)} \rho(r / \omega) \quad \text { for all } 1<r \leq \omega \tag{6.4}
\end{equation*}
$$

(a) If furthermore

$$
(T-t)^{1 /(m-1)} \int_{0}^{t} g(s) d s \rightarrow \mathcal{C} \quad \text { as } t \uparrow T
$$

then (6.2) and (6.3) hold with equality.
(b) If furthermore

$$
\operatorname{ess} \sup \left\{(T-s)^{m /(m-1)} g(s): t<s<T\right\} \rightarrow(m-1)^{-1} \mathcal{C} \quad \text { as } t \uparrow T
$$

then (6.2)-(6.4) hold with equality.
7. The remaining details. Without the assumption that $g$ is nonnegative and bounded on every interval $(0, \tau)$ with $0<\tau<T$, it is a priori unclear whether the Cauchy-Neumann problem (Problem 1.2) admits a nonnegative solution. Notwithstanding, if we suppose that the problem has a nonnegative solution which can be constructed as the limit of a sequence of positive solutions of (1.1), a number of our results can still be shown to hold. In particular, under the assumption (2.23), Lemma 2.3 remains true. Consequently, mutatis mutandi, it is also possible to obtain Proposition 2.4, and Lemmas 6.3 and 6.5. It follows that with $\mathcal{C}$ defined by (1.11), as long as (2.23) holds, even if $g$ changes sign and is unbounded, the criterion $\mathcal{C}<\infty$ remains sufficient for the localization, effective localization, and metastable localization of a nonnegative solution of Problem 1.2 which can be constructed as the limit of a sequence of positive solutions of (1.1).

It is this observation which enables us to prove Lemma 6.6.
Proof of Lemma 6.6. We apply the scaling technique used in the proof of Lemmas 2.1 and 5.8. The function $\widetilde{u}$ given by (2.9) is a weak solution of Problem 1.2 with correspondingly scaled initial data, and with boundary data

$$
\begin{equation*}
\widetilde{g}(t):=r_{0}^{-(m+1) /(m-1)} \frac{\partial u^{m}}{\partial r}\left(r_{0}, t\right) \tag{7.1}
\end{equation*}
$$

for which the parameter defined by (1.11) takes the value $r_{0}^{-\{(m-1) n+2\} /(m-1)} L\left(r_{0}\right)$. Applying Lemma 6.3 to the rescaled problem, which can now be justified with the help of the above remarks, gives that which is required.

As a consequence of Lemma 6.6, for any solution $u$ of Problem 1.2 which can be constructed as the limit of a sequence of positive solutions of (1.1) and whose boundary data satisfy (2.23), with the variables otherwise as defined in Theorem 1.11, we can still obtain Theorems 1.11 and 6.11.

Appendix. For the one-dimensional case, under appropriate assumptions on $u_{0}$ and $f$, it was shown in [15] that Problem 1.1 displays localization if and only if the
parameter $\mathcal{C}^{*}$ defined by (1.8) is finite. On the other hand, in [11] it was shown that this problem displays localization if and only if the parameter $\mathcal{C}$ defined by (1.10) is finite. This naturally raises the question if there is a discrepancy in these criteria, and if not, which is to be preferred. In both [15] and [11] it was hypothesized that $f$ is continuous. The key to resolving the question of the relation between the criteria is the observation that in [15] the additional hypothesis that $f$ is nondecreasing was imposed. In this appendix we show that with this additional hypothesis the two criteria are equivalent. Thus, also being applicable when $f$ is not monotonic, the criterion of Cortazar and Elgueta [11] constitutes the superior result.

Let $f \in C(0, T)$ be nondecreasing. Fix $0<t<T$ and set

$$
\begin{equation*}
\tau:=\{t+(m-1) T\} / m \tag{A.1}
\end{equation*}
$$

Then, noting that $t<\tau<T$, there holds

$$
\begin{aligned}
f(t) & =(\tau-t)^{-1 / m}\left\{\int_{t}^{\tau} f^{m}(t) d s\right\}^{1 / m} \\
& \leq(\tau-t)^{-1 / m}\left\{\int_{t}^{\tau} f^{m}(s) d s\right\}^{1 / m} \\
& \leq(\tau-t)^{-1 / m}\left\{\int_{0}^{\tau} f^{m}(s) d s\right\}^{1 / m}
\end{aligned}
$$

Subsequently multiplying both sides of this last inequality by $(T-t)^{1 /(m-1)}$ and using (A.1) we deduce

$$
(T-t)^{1 /(m-1)} f(t) \leq m^{1 /(m-1)}(m-1)^{-1 / m}\left\{(T-\tau)^{1 /(m-1)} \int_{0}^{\tau} f^{m}(s) d s\right\}^{1 / m}
$$

This means that

$$
\begin{equation*}
\underset{t \uparrow T}{\limsup }(T-t)^{1 /(m-1)} f(t) \leq m^{1 /(m-1)}(m-1)^{-1 / m} \mathcal{C}^{1 / m} \tag{A.2}
\end{equation*}
$$

However, if (A.2) holds, by Lemma A2 in [15] with $\phi(t)=(T-t)^{-1 /(m-1)}$ we have

$$
\begin{equation*}
\mathcal{C}^{*} \leq m\left\{m^{1 /(m-1)}(m-1)^{-1 / m} \mathcal{C}^{1 / m}\right\}^{m-1} \tag{A.3}
\end{equation*}
$$

On the other hand, by Lemma 5 in [15] there holds

$$
\begin{equation*}
\mathcal{C} \leq(m-1)^{-1 /(m-1)}\left\{\mathcal{C}^{*}\right\}^{m /(m-1)} \tag{A.4}
\end{equation*}
$$

Combining (A.3) and (A.4) yields

$$
(m-1)^{1 / m} \mathcal{C}^{(m-1) / m} \leq \mathcal{C}^{*} \leq m^{2}(m-1)^{(1-m) / m} \mathcal{C}^{(m-1) / m}
$$

This shows that under the hypothesis that $f$ is nondecreasing and continuous, the criteria of [15] and [11] are equivalent.
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# BLOWUP FOR SYSTEMS OF CONSERVATION LAWS* 

HELGE KRISTIAN JENSSEN ${ }^{\dagger}$


#### Abstract

We give examples of finite time blowup in sup-norm and total variation for $3 \times 3$ systems of strictly hyperbolic conservation laws. The exact solutions are explicitly constructed. In the case of sup-norm blowup we also provide an example where all other $p$-norms, $1 \leq p<\infty$, remain uniformly bounded. Finally we consider appropriate rescalings for the different types of blowup.
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1. Introduction. We consider systems of conservation laws of the form

$$
\begin{equation*}
U_{t}+F(U)_{x}=0 \tag{1.1}
\end{equation*}
$$

with initial data

$$
\begin{equation*}
U(x, 0)=U_{0}(x) \tag{1.2}
\end{equation*}
$$

where $U(x, t)=(u(x, t), v(x, t), w(x, t)) \in \mathbb{R}^{3}$ and $F: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ is smooth and strictly hyperbolic; i.e., the Jacobian $D F$ has real and distinct eigenvalues. We assume that each characteristic field is either genuinely nonlinear or linearly degenerate in the sense of Lax [21].

The existence of a weak entropy solution to the Cauchy problem for an $n \times n$ system of the form (1.1) has been established in two main cases. Either the total variation (T.V.) of the initial data is assumed to be sufficiently small, or one considers systems of two equations. In the seminal paper [15] Glimm introduced a functional consisting of a linear term giving the total variation of the solution and a quadratic term measuring the amount of waves generated by future collisions. For data close to a constant state and with small total variation the functional is decreasing in time, and a compactness argument yields a weak entropy solution to (1.1), (1.2). This solution is constructed by Glimm's scheme [15, 22] or by wave front-tracking [4, 5, 27].

Various extensions and refinements of the original result have been given. Young [33] proves a third-order estimate for wave interactions and uses this together with a reordering technique to obtain $L^{\infty}$-stability for solutions constructed by Glimm's scheme. In [31] Temple and Young derive sufficient conditions for existence of solutions to $3 \times 3$-systems with a 2 -Riemann invariant when the data has small amplitude but possibly large variation. The same class of systems is considered in [32] where existence of solutions up to any prescribed time is established for data with arbitrarily large total variation and correspondingly small sup-norm. In both this work and in the work by Cheverry, a new length scale for the Cauchy problem was introduced. Using this, Cheverry [10] has showed how to relax the restriction on the variation of the initial data for $n \times n$-systems where all the fields are genuinely nonlinear. Schochet [28] shows that for $n \times n$-systems with "almost planar interactions" the conditions on the

[^42]initial data can be relaxed. Recently Bressan and Goatin [7] have considered Temple class systems where all fields are genuinely nonlinear. They prove the existence of an $L^{1}$-continuous semigroup for $L^{\infty}$-data with possible infinite total variation.

For the case $n=2$ stronger results have been obtained. Glimm and Lax [16] considered a large class of $2 \times 2$-systems and proved global existence of a weak solution under the much weaker assumption that the oscillation of the initial data is sufficiently small. Several works establish existence with large data for gas dynamics $[11,12,23$, $25,26]$. Similar results have been obtained by applying the theory of compensated compactness [13, 14]. Serre [30] has studied the case of $2 \times 2$ Temple class systems for which one has global existence for data with bounded variation. See [2] for $L^{1}$ continuous dependence in this case. Alber [1] has proved local existence for isentropic gas dynamics where the data have compact support and bounded variation. For an extension of this result to $n \times n$-systems, see [29]. A local uniqueness result in the case of small $B V$ perturbations of (possibly large) Riemann data was established in [6]. For existence and continuous dependence for special systems with data in $L^{\infty}$, see $[3,8]$.

Recent results on $3 \times 3$-systems by several authors [17, 18, 20, 24, 34] show that the restriction to $2 \times 2$-systems for these stronger results is essential. More specifically the authors consider the possibility of blowup in finite time of total variation or supnorm. These works present special classes and explicit examples of systems for which different types of behavior can be found. In [18] Jeffrey gave an example of blowup in finite time of the sup-norm (and, hence, also of total variation) for a $3 \times 3$-system. The system is strictly hyperbolic and linearly degenerate in each characteristic family, and the solution is smooth. A weakness of this example is that the system is not in conservative form. Young [34] constructs exact solutions to $3 \times 3$-systems with periodic initial data. Depending on the choice of initial data and the interaction coefficients one gets different types of behavior. These include arbitrarily large magnifications of total variation and $p$-norms $(1 \leq p \leq \infty)$ in finite time, decay rates like $1 /(1+t)$, exponential growth and decay, and time periodic solutions. The systems are linearly degenerate in each family (constant eigenvalues) so that the regularizing effect of genuine nonlinearity is absent and all nonlinear effects are due to the geometrical nonlinearities of the wave curves in state space. In [20] Joly, Metivier, and Rauch presented a class of systems which are genuinely nonlinear in all three fields. Using the theory of weakly nonlinear geometric optics, the authors show the existence of systems with periodic initial data where the variation grows arbitrarily large and the sup-norm is amplified by arbitrary large factors in finite time. A common feature of the works [20] and [34] is the use of initial data in $B V_{l o c}$ with sufficiently small amplitude such that the solution remains local in state space. In the former case, this guarantees that all Riemann problems can be solved uniquely, while in the latter it guarantees that the methods of weakly nonlinear geometric optics can be applied. For further work on the methods of nonlinear geometric optics applied to systems of conservation laws, see [9, 19, 24]. Recently Bressan and Shen [8] have given an example to the effect that the Cauchy problem is not well posed for $3 \times 3$-systems if one allows data with infinite total variation.

The works of Young and Joly, Metivier, and Rauch show that one cannot extend the Glimm-Lax theory to larger systems. In particular it is not possible to prove global existence for general $3 \times 3$-systems by deriving uniform $B V$-estimates. However, given these results it is still conceivable that one could obtain general global existence results for $n \times n$-systems, $n \geq 3$, even in the case of large data. We shall see that this is


Fig. 1. Interaction pattern.
not possible. In what follows we present a class of $3 \times 3$-systems for which one can prescribe initial data such that the solution blows up in finite time. We will consider blowup in both sup-norm and total variation. That is, we give a class of examples for which there exists a time $T, 0<T<\infty$, such that

$$
\begin{equation*}
\lim _{t \rightarrow T^{-}}\|U(\cdot, t)\|_{\infty}=+\infty \tag{1.3}
\end{equation*}
$$

and we also give a class of examples for which there exists a time $T, 0<T<\infty$, such that

$$
\begin{equation*}
\lim _{t \rightarrow T^{-}} \text {T.V. }[U(\cdot, t)]=+\infty \quad \text { while } \quad\|U(\cdot, t)\|_{\infty} \quad \text { remains bounded. } \tag{1.4}
\end{equation*}
$$

Both types of examples are constructed by considering a situation where two 2-shocks approach each other while 1- and 3 -shocks are being reflected between the 2 -shocks; see Figure 1. By carefully choosing the flux function and the initial data, we obtain the above behaviors. More precisely, we get examples where the waves are magnified at each interaction, which yields blowup in sup-norm, and where the solution is periodic in state space, yielding blowup in total variation. The examples differ from the examples given in [20], [34] both in the mechanism of blowup (i.e., the particular interaction pattern) and in the fact that one actually gets infinite sup-norm or total variation in finite time. To have blowup in sup-norm the 2 -shocks must be sufficiently strong, and to have to blowup in total variation the strength of the 2 -shocks must be chosen in a particular way to give periodicity in state space. However, the initial 1and 3 -waves can be arbitrarily weak. We also give an example where the sup-norm blows up while the $p$-norms of $U(\cdot, t)$ remain uniformly bounded as $t \rightarrow T^{-}$. These are, to the best of my knowledge, the first examples of this type.

The paper is organized as follows. In the next section we give the systems we will consider, we note their main properties, and we formulate the main result. In section 3 we consider Riemann problems and we derive a criteria for a Riemann problem to have a unique solution. Section 4 contains the proof of the main result. We also present rescalings which describe the asymptotics in the various cases of blowup. In the last section we collect some additional observations and comment on open problems.
2. Class of systems and statement of main result. We want to set up an interaction pattern like the one in Figure 1 where two 2-shocks approach each other while 1 - and 3 -waves (which will be contact discontinuities) are reflected back and forth between the 2 -shocks. Note that this requires at least three equations; i.e., it is not possible to get an interaction pattern like this for $2 \times 2$-systems. We do this by constructing solutions to $3 \times 3$-systems of the form (1.1) where the flux function $F$ has the form

$$
F(U) \equiv F(u, v, w)=\left(\begin{array}{c}
u a(v)+w  \tag{2.1}\\
\Gamma(v) \\
u\left(\lambda_{0}^{2}-a^{2}(v)\right)-w a(v)
\end{array}\right) .
$$

Here $\lambda_{0}>0$ is a constant and $a(v)$ will be chosen later to obtain the types of behavior stated in Theorem 2.1. To simplify the analysis we assume that $\Gamma(v)$ has the following properties:
(i) $\Gamma(v)$ is strictly convex;
(ii) $-\lambda_{0}<\gamma(v) \equiv \Gamma^{\prime}(v)<\lambda_{0}$ for all $v \in \mathbb{R}$;
(iii) $\Gamma(0)=0$ and $\Gamma(-v)=\Gamma(v)$ for all $v \in \mathbb{R}$.

It is readily checked that the eigenvalues of the Jacobian $D F$ are

$$
\begin{equation*}
\lambda_{1}=-\lambda_{0}, \quad \lambda_{2}=\gamma(v), \quad \lambda_{3}=+\lambda_{0} . \tag{2.2}
\end{equation*}
$$

Thus (ii) guarantees that the system is strictly hyperbolic. Also, since the first and third eigenvalues are constants, the 1 -waves to the left of the left 2 -wave and the 3 -waves to the right of the right 2 -wave, respectively, do not interact (see Figure 1). The first and third eigenvectors are given by

$$
r_{1}=\left(\begin{array}{c}
1  \tag{2.3}\\
0 \\
-\left(\lambda_{0}+a(v)\right)
\end{array}\right), \quad r_{3}=\left(\begin{array}{c}
1 \\
0 \\
\lambda_{0}-a(v)
\end{array}\right) .
$$

Note that the second equation in the system is a decoupled scalar conservation law for $v$ with a strictly convex flux. It follows that the second characteristic field is genuinely nonlinear. The first and third fields are linearly degenerate so that all 1 -waves and 3 -waves are contact discontinuities. It follows that shock and rarefaction curves coincide in the first and third families, and these are straight lines in planes with $v=$ constant.

Remark. This class of systems is a modification of the examples considered by Young [34]. The difference is that we have introduced nonlinearity in the second field. As in [34] we construct exact solutions.

We say that a solution of (1.1), (1.2) has an interaction pattern as in Figure 1 if the initial data consist of four constant states $U_{l_{1}}, U_{m_{1}}, U_{M_{1}}$, and $U_{r_{1}}$ (ordered from left to right) and the Riemann problem

- $\left(U_{l_{1}}, U_{m_{1}}\right)$ gives rise to a single 2 -shock with positive speed;
- $\left(U_{m_{1}}, U_{M_{1}}\right)$ gives rise to a single contact discontinuity of the first family;
- $\left(U_{M_{1}}, U_{r_{1}}\right)$ gives rise to a single 2 -shock with negative speed.

Note that the $v$-component does not change across 1 - and 3 -waves. Since the second equation is a scalar conservation law for $v$ with a convex flux satisfying $\Gamma(0)=0$, it follows that the solution has an interaction pattern as in Figure 1 if and only if $0<v_{l_{1}}>v_{m_{1}}=v_{M_{1}}>v_{r_{1}}<0$. We now state the main result of the paper.

Theorem 2.1. Let the flux $F$ be given by (2.1). Then for a suitable choice of $a(v), \Gamma(v), \lambda_{0}$, and initial states $U_{l_{1}}, U_{m_{1}}, U_{M_{1}}$, and $U_{r_{1}}$, the solution of (1.1), (1.2) has an interaction pattern as in Figure 1 and satisfies one of the following relations.
(a) There exists a time $T, 0<T<\infty$, such that

$$
\begin{equation*}
\lim _{t \rightarrow T^{-}}\|U(\cdot, t)\|_{\infty}=+\infty \tag{2.4}
\end{equation*}
$$

(b) There exist a constant $C>0$ and a time $T, 0<T<\infty$, such that

$$
\begin{equation*}
\lim _{t \rightarrow T^{-}} T . V .[U(\cdot, t)]=+\infty, \text { while }\|U(\cdot, t)\|_{\infty}<C \text { for all } t<T . \tag{2.5}
\end{equation*}
$$

In the case of blowup in sup-norm one may choose the parameters so that all other $p$-norms of $U(\cdot, t), 1 \leq p<\infty$, remain uniformly bounded as $t \rightarrow T^{-}$. Moreover, in all cases the system remains uniformly strictly hyperbolic in the sense that there is a $\delta>0$ such that $-\lambda_{0}+\delta<\gamma(v(x, t))<\lambda_{0}-\delta$ for all $(x, t) \in \mathbb{R} \times[0, T)$.
3. Riemann problems. In this section we consider the Riemann problem for the system (1.1), i.e., the Cauchy problem when the data consist of two constant states,

$$
U_{0}(x)= \begin{cases}U_{l} & \text { if } x<0  \tag{3.1}\\ U_{r} & \text { if } x>0\end{cases}
$$

We will consider only the case in which $v_{l}>v_{r}$ since this is all we need to construct solutions with the properties described in the theorem. The solution of the Riemann problem then consists of a contact discontinuity of the first family connecting $U_{l}$ to some state $U^{-}$, followed by a 2 -shock connecting $U^{-}$to some state $U^{+}$, followed by a contact discontinuity of the third family connecting $U^{+}$to $U_{r}$.

We first parameterize the integral curves of the first and third family by $s$. These are straight lines and the parameterizations are readily obtained from (2.3). We let $D_{j}[s ;(\bar{u}, \bar{v}, \bar{w})]$ denote the integral curve of the $j$ th field, $j=1,3$, through the point $(\bar{u}, \bar{v}, \bar{w})$. Thus the first and third wave curves are given by

$$
D_{1}[s ;(\bar{u}, \bar{v}, \bar{w})]=\left(\begin{array}{c}
s+\bar{u}  \tag{3.2}\\
\bar{v} \\
-s\left(\lambda_{0}+a(\bar{v})\right)+\bar{w}
\end{array}\right)
$$

and

$$
D_{3}[s ;(\bar{u}, \bar{v}, \bar{w})]=\left(\begin{array}{c}
s+\bar{u}  \tag{3.3}\\
\bar{v} \\
s\left(\lambda_{0}-a(\bar{v})\right)+\bar{w}
\end{array}\right)
$$

To find the expression for the 2 -shock curve through $(\bar{u}, \bar{v}, \bar{w})$, we use the RankineHugoniot condition. This states that if the solution contains a discontinuity with speed $\bar{\gamma}$, then

$$
\begin{equation*}
[F(U)]=\bar{\gamma}[U] \tag{3.4}
\end{equation*}
$$

where [•] denotes the jump across the discontinuity. Let the left and right states be $(\bar{u}, \bar{v}, \bar{w})$ and $(u, v, w)$, respectively. With the flux given by (2.1) the RankineHugoniot condition takes the form

$$
\begin{array}{r}
u a(v)+w-\bar{u} a(\bar{v})-\bar{w}=\bar{\gamma}(u-\bar{u}), \\
\Gamma(v)-\Gamma(\bar{v})=\bar{\gamma}(v-\bar{v}), \\
u\left(\lambda_{0}^{2}-a^{2}(v)\right)-w a(v)-\bar{u}\left(\lambda_{0}^{2}-a^{2}(\bar{v})\right)+\bar{w} a(\bar{v})=\bar{\gamma}(w-\bar{w}) . \tag{3.7}
\end{array}
$$

These relations yield three curves. Along two of these $v$ is constant and they coincide with $D_{1}$ and $D_{3}$. The third is the 2 -shock curve for which we use $v$ as a parameter. Given the point $(\bar{u}, \bar{v}, \bar{w}),(3.6)$ gives the speed of the 2 -shock,

$$
\begin{equation*}
\bar{\gamma}=\frac{\Gamma(v)-\Gamma(\bar{v})}{v-\bar{v}} . \tag{3.8}
\end{equation*}
$$

Substituting this into (3.5) gives $w$ expressed by $u$ and $v$. Using this and (3.8) in (3.7) then yields $u$ as a function of $v$. The expressions for $u$ and $w$ are given by

$$
\begin{equation*}
u=u(v ;(\bar{u}, \bar{v}, \bar{w}))=\bar{u}+\frac{a(v)-a(\bar{v})}{\lambda_{0}^{2}-\bar{\gamma}^{2}}(\bar{u}(a(\bar{v})-\bar{\gamma})+\bar{w}) \tag{3.9}
\end{equation*}
$$

and

$$
\begin{equation*}
w=w(v ;(\bar{u}, \bar{v}, \bar{w}))=\bar{w}+(\bar{\gamma}-a(v))[u(v ;(\bar{u}, \bar{v}, \bar{w}))-\bar{u}]-\bar{u}(a(v)-a(\bar{v})) \tag{3.10}
\end{equation*}
$$

Note that these expressions are linear in $\bar{u}$ and $\bar{w}$.
We next use the solution of the Rankine-Hugoniot equations to derive a criteria to determine when the Riemann problem $\left(U_{l}, U_{r}\right)$ has a unique solution. Let $s_{1}$ and $s_{3}$ denote the change in parameter across the 1-wave connecting $U_{l}$ to $U^{-}$and the 3 -wave connecting $U^{+}$to $U_{r}$, respectively. Then

$$
\begin{gather*}
U^{-}=D_{1}\left[s_{1} ; U_{l}\right]  \tag{3.11}\\
U^{+}=\left(\begin{array}{c}
u\left(v_{r} ; U^{-}\right) \\
v_{r} \\
w\left(v_{r} ; U^{-}\right)
\end{array}\right), \tag{3.12}
\end{gather*}
$$

and

$$
\begin{equation*}
U_{r}=D_{3}\left[s_{3} ; U^{+}\right] \tag{3.13}
\end{equation*}
$$

This yields three equations, one for the speed of the 2 -shock, given by

$$
\begin{equation*}
\bar{\gamma}=\frac{\Gamma\left(v_{r}\right)-\Gamma\left(v_{l}\right)}{v_{r}-v_{l}} \tag{3.14}
\end{equation*}
$$

while the other two are linear equations for the unknown strengths $s_{1}$ and $s_{3}$. These equations can be written in the form

$$
\begin{array}{r}
s_{1}\left(\bar{\gamma}+\lambda_{0}\right)+s_{3}\left(\bar{\gamma}-\lambda_{0}\right)=A \\
s_{1}\left[\left(\bar{\gamma}-\lambda_{0}\right)+\left(a\left(v_{r}\right)-a\left(v_{l}\right)\right)\right]+s_{3}\left(\bar{\gamma}-\lambda_{0}\right)=B \tag{3.16}
\end{array}
$$

where $A$ and $B$ are functions of $U_{l}, U_{r}$. Thus the Riemann problem $\left(U_{l}, U_{r}\right)$ has a unique solution if and only if

$$
\begin{equation*}
\lambda_{0} \neq \bar{\gamma}, \text { and } a\left(v_{r}\right)-a\left(v_{l}\right)-2 \lambda_{0} \neq 0 \tag{3.17}
\end{equation*}
$$

The first condition is always fulfilled by the mean value theorem and assumption (ii) on the flux $\Gamma$. In the proof of part (a) and (b) of Theorem 2.1 we will choose $\lambda_{0}, v_{r}$, $v_{l}$, and $a(v)$ such that the second condition is also satisfied at each interaction.
4. Proof of main result. We now construct examples with the properties stated in Theorem 2.1. Fix a $V>0$ and let the $v$-component of the states to the left of the left 2 -shock be $V$, let the $v$-component of the states between the two 2 -shocks be 0 , and let the $v$-component of the states to the right of the right 2 -shock be $-V$. As noted above, this guarantees that the solution has an interaction pattern as in Figure 1. Also, since each state lies in one of the planes $v \equiv V, v \equiv 0$, or $v \equiv-V$, it is clear that the solution is uniformly strictly hyperbolic.

We next consider left interactions in which a 1 -wave hits the left 2 -shock from the right. Let the states $l, m, M, l^{\prime}$, and $m^{\prime}$ be as in Figure 2. Let the strength (i.e., the change in the parameter $s$ ) of the incoming 1-wave be $S$, while the transmitted 1 -wave has strength $T$, and the reflected 3 -wave has strength $R$. The given quantities are $u_{l}, v_{l}=v_{l^{\prime}}=V, w_{l}, v_{m}=v_{M}=v_{m^{\prime}}=0$, and $S$, from which we want to compute the strengths $T$ and $R$. Starting at $l$ and going either via $m$ or via $l^{\prime}$ and $m^{\prime}$ yield two expressions for the state $M$. This gives two linear equations for the strengths $T$ an $R$. We have

$$
\begin{equation*}
M=D_{1}[S ; m]=D_{1}[S ;(u(0 ; l), 0, w(0 ; l))] \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
M=D_{3}\left[R ; m^{\prime}\right]=D_{3}\left[R ;\left(u\left(0 ; l^{\prime}\right), 0, w\left(0 ; l^{\prime}\right)\right)\right] \tag{4.2}
\end{equation*}
$$

where $l^{\prime}=D_{1}[T ; l]$. We denote the speed of the left 2 -shock by $\bar{\gamma}$, i.e.,

$$
\begin{equation*}
\bar{\gamma}=\frac{\Gamma(0)-\Gamma(V)}{-V}=\frac{\Gamma(V)}{V} . \tag{4.3}
\end{equation*}
$$

We solve (4.1), (4.2) for $T$ and $R$ by using the expressions for the wave curves from above. A straightforward calculation yields

$$
\begin{equation*}
T=\alpha S, \quad R=\beta S \tag{4.4}
\end{equation*}
$$

where the magnification coefficients $\alpha$ and $\beta$ are given by

$$
\begin{equation*}
\alpha=\frac{2 \lambda_{0}}{2 \lambda_{0}+a(V)-a(0)}, \quad \beta=\frac{\lambda_{0}+\bar{\gamma}}{\lambda_{0}-\bar{\gamma}}\left(\frac{a(0)-a(V)}{2 \lambda_{0}+a(V)-a(0)}\right) \tag{4.5}
\end{equation*}
$$

Note that these coefficients depend only on $\lambda_{0}, a$, and $V$. Next consider the situation where a 3 -wave hits the right 2 -wave. Let the states $l, M, M^{\prime}, r^{\prime}$, and $r$ be as in Figure 3, and let the strength of the incoming 3-wave, the reflected 1-wave, and the transmitted 3 -wave be $S, R$, and $T$, respectively. The given quantities are now $u_{l}$, $v_{l}=v_{M}=v_{M^{\prime}}=0, w_{l}, v_{r}=v_{r^{\prime}}=-V$, and $S$, from which we want to compute the strengths $T$ and $R$. Starting at $l$ and going either via $M$ or via $M^{\prime}$ and $r^{\prime}$ yield two expressions for the state $r$. This gives two linear equations for the strengths $T$ and $R$. We have

$$
r=(u(-V ; M),-V, w(-V ; M))
$$

where $M=D_{3}[S ; l]$. Also

$$
r=D_{3}\left[T ; r^{\prime}\right]=D_{3}\left[T ;\left(u\left(-V ; M^{\prime}\right),-V, w\left(-V ; M^{\prime}\right)\right)\right]
$$



Fig. 2. Left interaction.



FIG. 3. Right interaction.
where $M^{\prime}=D_{1}[R ; l]$. We denote the speed of the right 2 -shock by $\tilde{\gamma}$. By the properties of $\Gamma$ we have

$$
\begin{equation*}
\tilde{\gamma}=\frac{\Gamma(-V)-\Gamma(0)}{-V}=-\frac{\Gamma(V)}{V}=-\bar{\gamma} \tag{4.6}
\end{equation*}
$$

Using the expressions for the wave curves we have

$$
\begin{equation*}
T=\delta S, \quad R=\varepsilon S \tag{4.7}
\end{equation*}
$$



FIG. 4. Wave strengths when first incoming 1-wave has strength 1.
where the magnification coefficients $\delta$ and $\varepsilon$ are given by

$$
\begin{equation*}
\delta=\frac{2 \lambda_{0}}{2 \lambda_{0}+a(0)-a(-V)}, \quad \varepsilon=\frac{\lambda_{0}+\bar{\gamma}}{\lambda_{0}-\bar{\gamma}}\left(\frac{a(-V)-a(0)}{2 \lambda_{0}+a(0)-a(-V)}\right) \tag{4.8}
\end{equation*}
$$

As for the left interaction, the coefficients depend only on $\lambda_{0}, a$, and $V$.
Figure 4 shows the strengths of the various waves assuming that the first incoming 1-wave has strength 1.

We are now ready to choose $a, V$, and $\lambda_{0}$ so that the solution has the behavior stated in Theorem 2.1. We choose $\lambda_{0}=1$, and we let

$$
\begin{equation*}
\Gamma(v)=\frac{2}{\pi} \int_{0}^{v} \arctan (\xi) d \xi \tag{4.9}
\end{equation*}
$$

for which the properties (i)-(iii) are satisfied.
To prove part (a) we assume that $a(v)=v$. With this choice we have

$$
\alpha=\delta \text { and } \beta=\varepsilon
$$

Also, since $V>0$, the criteria (3.17) is fulfilled, so that every Riemann problem occurring can be solved uniquely. We now refer to Figure 4 and observe that if
$|\beta|=|\varepsilon|>1$, then the strengths of the 1 - and 3 -waves grow exponentially as a function of the number of interactions. Since there is an infinite number of interactions in finite time, it follows that the sup-norm tends to infinity in finite time provided $|\beta|>1$. We have

$$
|\beta|=\left(\frac{1+\bar{\gamma}}{1-\bar{\gamma}}\right)\left(\frac{V}{2+V}\right)
$$

Since

$$
\lim _{V \rightarrow \infty} \bar{\gamma}=1
$$

it follows that $|\beta|>1$ for $V$ large enough. This completes the proof of part (a) of Theorem 2.1. An alternative is to choose $V$ so that $\beta=\varepsilon=-1$. In this case the strengths of the transmitted 1 - and 3 -waves are constant and the sup-norm increases linearly as a function of the number of interactions taken place.

To prove part (b) we assume that $a(v)=v^{2}$. The criteria (3.17) is satisfied for the interactions along the left 2 -shock, while it is satisfied for the interactions along the right 2 -shock if and only if $|V| \neq \sqrt{2}$. Referring to Figures 1 and 4, we observe that

$$
\begin{gathered}
l_{1}=l_{3}=l_{5}=\cdots, l_{2}=l_{4}=l_{6}=\cdots \\
m_{1}=m_{3}=m_{5}=\cdots, m_{2}=m_{4}=m_{6}=\cdots \\
M_{1}=M_{3}=M_{5}=\cdots, M_{2}=M_{4}=M_{6}=\cdots \\
r_{1}=r_{3}=r_{5}=\cdots, r_{2}=r_{4}=r_{6}=\cdots
\end{gathered}
$$

if and only if the magnification factors $\beta$ and $\varepsilon$ satisfy

$$
\beta \varepsilon=-1
$$

Thus, if we can choose $V \neq \sqrt{2}$ such that $\beta \varepsilon=-1$, then the solution is periodic in state space. With $a(v)=v^{2}$ we have

$$
\beta \varepsilon=-\left(\frac{1+\bar{\gamma}}{1-\bar{\gamma}}\right)^{2} \frac{V^{4}}{4-V^{4}}
$$

With $\Gamma(v)$ as above it is easily established that the equation $\beta \varepsilon=-1$ has a unique positive solution $V=V^{*}$. Also, $V^{*} \neq \sqrt{2}$ so that the criteria (3.17) is satisfied. We thus have a solution which is periodic in state space. Since there is an infinite number of interactions in finite time, it follows that the total variation tends to infinity in finite time while the sup-norm remains bounded. This completes the proof of part (b) of Theorem 2.1.
4.1. $\mathbf{L}^{p}$-norms. Having established the existence of solutions which blow up in either sup-norm or total variation, it is interesting to see whether one can have blowup in sup-norm while all other $p$-norms $(1 \leq p<\infty)$ of $U(\cdot, t)$ remain bounded. Of course, as $U(\cdot, t)$ takes constant nonzero values outside large enough compact intervals, this refers to the $p$-norms computed over some compact interval. We shall see that this is indeed the case where the sup-norm increases as slowly as possible. This corresponds to the case noted above where the sup-norm increases linearly as a function of the number of collisions, i.e., when $\beta=\varepsilon=-1$. We give initial data such
that the solution has an interaction pattern as in Figure 5. That is, at time $t=0 \mathrm{a}$ 2 -shock and a 3 -wave (of strength 1 ) start at $x=-L$ and another 2 -shock starts at $x=+L$. Denote the speeds of the 2 -shocks by $\pm \bar{\gamma}$, and let $x_{n}, t_{n}$ be the coordinates of the $n$th interaction. We have

$$
\begin{equation*}
x_{n}=(-1)^{n+1} b^{n} L, \quad t_{n}=\frac{L}{\bar{\gamma}}\left(1-b^{n}\right) \tag{4.10}
\end{equation*}
$$

where

$$
\begin{equation*}
b=\frac{\lambda_{0}-\bar{\gamma}}{\lambda_{0}+\bar{\gamma}} . \tag{4.11}
\end{equation*}
$$

Referring to Figure 5 and using the expressions for the 1- and 3-wave curves, one checks that the states in this case are given as follows:

$$
\begin{align*}
l_{n+1} & =l_{1}-\alpha n r_{1}(+V),  \tag{4.12}\\
m_{n+1} & =m_{1}+n\left[r_{3}(0)-r_{1}(0)\right]  \tag{4.13}\\
M_{n+1} & =M_{1}+n\left[r_{3}(0)-r_{1}(0)\right]  \tag{4.14}\\
r_{n+1} & =r_{1}+\alpha n r_{3}(-V) \tag{4.15}
\end{align*}
$$

Now let $t$ be a time between $t_{2 n}$ and $t_{2 n+1}$. It is readily checked that the part of $\|U(\cdot, t)\|_{p}^{p}$ corresponding to the part of the solution between the two 2 -shocks is bounded by a term of the form $C b^{n} n^{p}$, while the part of $\|U(\cdot, t)\|_{p}^{p}$ corresponding to the solution to the left and right of the two 2 -shocks are bounded by sums of the form

$$
\begin{equation*}
C \sum_{k=1}^{n} b^{2 k} k^{p} \tag{4.16}
\end{equation*}
$$

Since $0<b<1$, this shows that the $p$-norms are indeed bounded for all values of $p \in[1, \infty)$. This completes the proof of the theorem.
5. Rescalings and time-periodic solutions. A standard technique for studying blowup phenomena is to introduce rescaled coordinates. One seeks rescalings of both the independent and dependent variables so that the rescaled solution is nontrivial and more easily described.

Consider the type of blowup described by part (b) of Theorem 2.1. Since the solution in this case is periodic in state space, a natural question is whether one can find a rescaling of the independent variables which yields a time-periodic solution to a corresponding $3 \times 3$-system of hyperbolic equations. We will briefly describe a suitable rescaling which describes the blowup of case (b) of Theorem 2.1. We will find that the rescaled solution is periodic for large enough times on every compact interval.

Again, we give initial data such that the solution has an interaction pattern as in Figure 5. We denote the blowup time by $T$, i.e., $T=L / \bar{\gamma}$. Denoting the rescaled time by $\tau=\tau(t)$, we want $\tau\left(t_{n+1}\right)-\tau\left(t_{n}\right)$ to be constant and equal to twice the period. The simplest way of obtaining this is to define $\tau$ by

$$
\begin{equation*}
\tau=-\ln (T-t) \tag{5.1}
\end{equation*}
$$

To have a periodic solution we must rescale the space variable such that the curves corresponding to the 2 -shocks are vertical straight lines. Denoting the new space variable by $\eta$, we rescale the $x$-variable as follows:

$$
\begin{equation*}
\eta=\frac{x}{T-t} \tag{5.2}
\end{equation*}
$$



Fig. 5. Before scaling.

The straight lines of the 2 -shocks are then mapped to the two lines $\eta \equiv \pm L / T=$ $\pm \bar{\gamma}$, while the straight lines of the contact discontinuities are mapped to $\tau$-translates of exponential curves of the form

$$
\eta(\tau)= \pm\left[T\left(\lambda_{0}-\bar{\gamma}\right) e^{\tau}-\lambda_{0}\right]
$$

The corresponding solution is then $\tau$-periodic with period $-2 \ln b$; see Figure 6. Thus the solution of (1.1) for which we have blowup in total variation may alternatively be described as a solution of the rescaled system

$$
\begin{equation*}
U_{\tau}+\eta U_{\eta}+F(U)_{\eta}=0 \tag{5.3}
\end{equation*}
$$

which is such that given any compact interval there is a time after which the solution is time-periodic on this interval.

For the case of blowup in sup-norm one has a similar result. We describe this without going into details. The scaling of the independent variables is again given by (5.1) and (5.2), while the scaling of the dependent variable is different in the two cases $|\beta|>1$ and $\beta=-1$. The new dependent variables should be

$$
\tilde{U}=\frac{U}{(T-t)^{\rho}}, \quad \tilde{U}=-\frac{U}{\ln (T-t)}
$$

respectively. Here $\rho=\ln \beta^{2} / \ln b$. The rescaled solution will tend to constant values on the $\eta$-intervals $(-\infty,-\bar{\gamma})$ and $(\bar{\gamma}, \infty)$, while it is time-periodic with period $-2 \ln b$ on the middle interval $[-\bar{\gamma}, \bar{\gamma}]$.
6. Additional observations. Consider the system (1.1) with flux (2.1) obtained by replacing $\Gamma(v)$ with

$$
\begin{equation*}
\Gamma(v, k)=\frac{2}{\pi} \int_{0}^{v} \arctan (k \xi) d \xi \tag{6.1}
\end{equation*}
$$



Fig. 6. After scaling.

By choosing large values for $k$ it is easy to show that for any $\delta>0$ one can find a system with initial data $U_{0}$ for which either
(i) $\left\|U_{0}\right\|_{\infty}<\delta$ and the solution of (1.1), (1.2) satisfies the conclusion of part (a) of Theorem 2.1
or
(ii) T.V. $\left[U_{0}\right]<\delta$ and the solution of (1.1), (1.2) satisfies the conclusion of part (b) of Theorem 2.1.

However, if one has an interaction pattern as in Figure 1, then the total variation of the initial data is bounded by $6\left\|U_{0}\right\|_{\infty}$. It follows by Glimm's result that it is impossible to find a fixed system with an interaction pattern as in Figure 1 and with the property that given any $\delta>0$, there is a $U_{0}$ with $\left\|U_{0}\right\|_{\infty}<\delta$ and such that either of the behaviors in Theorem 2.1 occur.

We observe that the presence of infinitely many interactions in finite time does not necessarily imply that the solution ceases to exist. For example, in the case where $a(v)=v$, if we choose $V$ so that $|\beta|<1$, then the states to the left of the left 2 -shock and the states to the right of the right 2 -shock will converge to some states $l_{\infty}$ and $r_{\infty}$, respectively. These states then define a new Riemann problem at time $t=T$ at the point where the two 2 -shocks meet. Solving this yields a 1 -wave with speed $-\lambda_{0}$, a 3 -wave with speed $+\lambda_{0}$, and a 2 -shock with an intermediate speed. All other 1- and 3 -waves from earlier interactions are prolonged and do not interact.

We observe that the type of interaction pattern as in Figure 1 is exactly what goes wrong with front-tracking for systems if one does not include a simplified Riemann solver for weak interactions. If one were to try to solve each Riemann problem in an exact manner (by solving for shocks exactly and by approximating rarefaction waves with many small shocks), then the examples above show that one may end up with infinitely many fronts in finite time. See $[3,5]$ for the definition of simplified Riemann solvers.

The systems considered above are quite artificial. First of all it would be interesting to obtain similar results for systems where all fields are genuinely nonlinear. In this case there are additional problems due to the possible interaction of transmitted 1 - or 3 -waves. The waves created in these interactions could interact with the 2 -waves before infinitely many fronts have been created, and the analysis would be more complicated. Another basic problem is to understand the role played by entropies. Apart from the fact that the existence of a (strictly) convex entropy precludes blowup in $\mathrm{L}^{2}$, very little seems to be known.

Also note that the systems we consider are in some sense opposite to the most interesting physical example of gas dynamics. For the Euler equations, the first and third fields are genuinely nonlinear while the second field is linearly degenerate. In this case, for initial data with large total variation and correspondingly small supnorm, the results of Temple and Young [31, 32] show that one cannot have more than exponential growth in total variation. The problem of whether blowup in sup-norm is possible for gas dynamics when the data have large sup-norm remains open.
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#### Abstract

We study two nonlocal variational problems in this paper. One models microphase separation of diblock copolymers and the other models solid-solid phase transformations that lead to fine structures. We study a parameter range where the problems can be approximated by their asymptotic limits. We find all the local minimum solutions of the limiting problems. Because these local minima are isolated, and hence stable under perturbation, near them there exist local minimum solutions of the original problems.
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1. Introduction. Two nonlocal variational problems are studied in this paper. The first one is

$$
\mathcal{I}_{\epsilon}(u)= \begin{cases}\int_{\Omega}\left\{\frac{\epsilon}{2}|\nabla u|^{2}+\frac{1}{\epsilon} W(u)+\frac{1}{2}\left|\left(-\gamma^{2} \Delta\right)^{-1 / 2}(u-m)\right|^{2}\right\} d x  \tag{1.1}\\ \infty & \text { if } u \in \mathcal{A}_{m} \cap W^{1,2}(\Omega) \\ \text { if } u \in \mathcal{A}_{m} \backslash W^{1,2}(\Omega)\end{cases}
$$

$\Omega$ is a bounded and smooth domain in $R^{d} . \epsilon$ and $\gamma$ are both positive numbers. $\epsilon$ is small and $\gamma$ is fixed.
$W$ is a balanced double-well function with two global minima at -1 and 1, i.e., $W(t) \geq 0$ and $W(t)=0$ if and only if $t=-1$ or 1 . We also assume that $W$ is continuous and there exist $k \geq 2, K_{1}>0, K_{2}>0$, and $\bar{t}>1$ such that for all $t$, $|t|>\bar{t}$,

$$
\begin{equation*}
K_{1}|t|^{k} \leq W(t) \leq K_{2}|t|^{k} \tag{1.2}
\end{equation*}
$$

$-\gamma^{2} \Delta$ is the Laplacian operator, multiplied by the constant $-\gamma^{2}$, with the Neumann boundary condition. The outward normal vector field of $\partial \Omega$ is denoted by $n$. It is known that the operator

$$
-\gamma^{2} \Delta:\left\{u \in W^{2,2}(\Omega): \int_{\Omega} u=0,\left.\frac{\partial u}{\partial n}\right|_{\partial \Omega}=0\right\} \rightarrow\left\{u \in L^{2}(\Omega): \int_{\Omega} u=0\right\}
$$

is an isomorphism. The inverse of $-\gamma^{2} \Delta$ is self-adjoint and positive. We denote its positive square root by $\left(-\gamma^{2} \Delta\right)^{-1 / 2}$. This is a nonlocal operator.

The admissible set of $\mathcal{I}_{\epsilon}$ is

$$
\begin{equation*}
\mathcal{A}_{m}=\left\{u \in L^{2}(\Omega): \frac{1}{|\Omega|} \int_{\Omega} u d x=m\right\} \tag{1.3}
\end{equation*}
$$

[^43]with the restriction $m \in(-1,1)$. For a measurable set $\Omega$ in $R^{d},|\Omega|$ denotes its Lebesgue measure. In $\mathcal{A}_{m}$ we use the metric so that the distance between $u$ and $v$ is $\|u-v\|_{2}$, the $L^{2}(\Omega)$-norm of $u-v$. The choice of $L^{2}(\Omega)$ (as opposed to the choice of $L^{1}(\Omega)$ in the literature of $\Gamma$-convergence) is natural because of the nonlocal part, $\left(-\gamma^{2} \Delta\right)^{-1 / 2}$, of the functional.

In the study of diblock copolymers, a model was introduced in Ohta and Kawasaki [11] and Bahiana and Oono [1]. It asserts that the free energy of a diblock copolymer takes the form

$$
\begin{aligned}
& \mathcal{F}_{\epsilon, \sigma}(u)=\int_{\Omega}\left\{\frac{\epsilon^{2}}{2}|\nabla u|^{2}+W(u)+\frac{\sigma}{2}\left|(-\Delta)^{-1 / 2}(u-m)\right|^{2}\right\} d x \\
& \frac{1}{|\Omega|} \int_{\Omega} u d x=m
\end{aligned}
$$

In a diblock copolymer, a linear-chain molecule consists of two subchains grafted covalently to each other. The subchains are made of two different monomer units, represented by $u=-1$ and $u=1$, respectively. The different subchains tend to segregate below some critical temperature, but as they are chemically bonded, only local microphase separation occurs. The connectivity of the two monomer units leads to the long range interaction term $\frac{\sigma}{2}\left|(-\Delta)^{-1 / 2}(u-m)\right|^{2}$ in the free energy. The parameter $\sigma$ is proportional to the inverse of the square root of the total chain length of the copolymer. $\frac{\epsilon^{2}}{2}|\nabla u|^{2}$ represents the interfacial energy density at bonding points. The parameter $\epsilon$ is proportional to the thickness of interfaces between the two monomers. The double-well potential $W$ prefers segregated monomers to a mixture. $m$ stands for the mass ratio of the two monomer units. When this free energy is being minimized, the first term prefers large blocks of monomers, therefore reducing the combined size of interfaces between the two monomers. The third term, on the other hand, likes rapid oscillation between the two monomers. These two tendencies are competing. The process of reaching a stable configuration is known as microseparation. The results of our paper show that in a parameter range, namely $0<\epsilon \approx \sigma \ll 1$, the monomer components in the copolymer develop blocks of a finite scale. For more references on the mathematical aspects of diblock copolymers we refer the reader to Nishiura and Ohnishi [10], where a different parameter range, $0<\epsilon \ll \sigma \ll 1$, is studied. The functional studied in Müller [9] can also be written in the form of this model with $m=0$. There the parameter range is $0<\epsilon \ll \sigma \approx 1$.

The second problem is

$$
\mathcal{J}_{\epsilon}(u)= \begin{cases}\int_{\Omega}\left\{\frac{\epsilon}{2}|\nabla u|^{2}+\frac{1}{\epsilon} W(u)-\frac{1}{2} u^{2}+\frac{1}{2}\left|\left(-\gamma^{2} \Delta+1\right)^{-1 / 2} u\right|^{2}\right\} d x  \tag{1.4}\\ \infty & \text { if } u \in \mathcal{A}_{m} \cap W^{1,2}(\Omega)\end{cases}
$$

in the same admissible set $\mathcal{A}_{m}$, (1.3). $W$ satisfies the same conditions as in $\mathcal{I}_{\epsilon}$. The operator

$$
-\gamma^{2} \Delta+1:\left\{u \in W^{2,2}(\Omega):\left.\frac{\partial u}{\partial n}\right|_{\partial \Omega}=0\right\} \rightarrow L^{2}(\Omega)
$$

is an isomorphism. Again we denote the positive square root of the inverse of $-\gamma^{2} \Delta+1$ by $\left(-\gamma^{2} \Delta+1\right)^{-1 / 2}$.

In studying solid-solid phase transformations, Ren and Truskinovsky proposed in [12] a model of 1-dimensional elastic bars that develop a mixture of two phase variants. Let $u$ be the strain field of a deformed elastic bar. The stored energy is

$$
\begin{aligned}
& \mathcal{F}_{\epsilon}(u)=\int_{0}^{1}\left\{\frac{\epsilon^{2}}{2}|\nabla u|^{2}+W(u)-\frac{\epsilon}{2} u^{2}+\frac{\epsilon}{2}\left|\left(-\gamma^{2} \Delta+1\right)^{-1 / 2} u\right|^{2}\right\} d x \\
& \int_{0}^{1} u d x=m
\end{aligned}
$$

where $m$ is the total displacement of the bar. $W(u)$ is the local part of the energy density. It is assumed to be nonconvex. It prefers the two phase variants, $u=-1$ and $u=1$. $\frac{\epsilon^{2}}{2}|\nabla u|^{2}$ is the short range self-interaction of the strain field and $-\frac{\epsilon}{2} u^{2}+$ $\frac{\epsilon}{2}\left[\left(-\gamma^{2} \Delta+1\right)^{-1 / 2} u\right]^{2}$ is the long range self-interaction. Similar to the copolymer model, these two competing factors lead to a mixture of the two phase variants. The result of this paper again shows the characteristic scale of each phase in the mixture.

When we study $\mathcal{I}_{\epsilon}$ and $\mathcal{J}_{\epsilon}$, we will show that as $\epsilon$ tends to $0, \mathcal{I}_{\epsilon}$ and $\mathcal{J}_{\epsilon}$ both converge to their limiting problems, defined in (2.1) and (4.1). The convergence falls in the general theory of $\Gamma$-limits.

Then we will study the 1 -dimensional cases, $\Omega=(0,1)$, of $\mathcal{I}_{\epsilon}$ and $\mathcal{J}_{\epsilon}$. We find all local minima of the limiting problems. It turns out that these local minima of the limiting problems are isolated, and near them there are local minima of $\mathcal{I}_{\epsilon}$ and $\mathcal{J}_{\epsilon}$ if $\epsilon$ is sufficiently small.

For each positive integer $\nu$, we set

$$
x_{1}=\frac{1-m}{2 \nu}, x_{2}=x_{1}+\frac{1+m}{\nu}, x_{3}=x_{2}+\frac{1-m}{\nu}, \ldots, x_{\nu}=x_{\nu-1}+\frac{1+(-1)^{\nu} m}{\nu}
$$

We also set $x_{0}=0$ and $x_{\nu+1}=1$. We define a step function $U_{\nu, 1} \in \mathcal{A}_{m}$ so that

$$
\begin{equation*}
U_{\nu, 1}(x)=(-1)^{i} \text { if } x \in\left(x_{i-1}, x_{i}\right), i=1,2, \ldots, \nu+1 \tag{1.5}
\end{equation*}
$$

In a similar way for each positive integer $\nu$, we set

$$
z_{1}=\frac{1+m}{2 \nu}, z_{2}=z_{1}+\frac{1-m}{\nu}, z_{3}=z_{2}+\frac{1+m}{\nu}, \ldots, z_{\nu}=z_{\nu-1}+\frac{1-(-1)^{\nu} m}{\nu}
$$

We also set $z_{0}=0$ and $z_{\nu+1}=1$. We define $U_{\nu, 2} \in \mathcal{A}_{m}$ so that

$$
\begin{equation*}
U_{\nu, 2}(x)=(-1)^{(i-1)} \text { if } x \in\left(z_{i-1}, z_{i}\right), i=1,2, \ldots, \nu+1 \tag{1.6}
\end{equation*}
$$

We denote an open ball in $\mathcal{A}_{m}$ centered at $u$ of radius $\delta$ by $B_{\delta}(u)$, i.e., $B_{\delta}(u)=$ $\left\{v \in \mathcal{A}_{m}:\|v-u\|_{2}<\delta\right\}$.

Our main result of the paper is the following theorem.
Theorem 1.1. Let $\Omega=(0,1)$. For each positive integer $N$ we can find $\delta>0$ such that
(1) $\left\{B_{\delta}\left(U_{\nu, 1}\right), B_{\delta}\left(U_{\nu, 2}\right): \nu=1,2, \ldots, N\right\}$ is a family of $2 N$ mutually disjoint open balls in $\mathcal{A}_{m}$;
(2) there exists $\epsilon_{0}>0$ such that for all $\epsilon<\epsilon_{0}$, every $\nu, \nu=1,2, \ldots, N$, there exist a local minimum $u_{\epsilon, \nu, 1}$ of $\mathcal{I}_{\epsilon}\left(\right.$ or $\left.\mathcal{J}_{\epsilon}\right)$ in $B_{\delta}\left(U_{\nu, 1}\right)$ and a local minimum $u_{\epsilon, \nu, 2}$ in $B_{\delta}\left(U_{\nu, 2}\right)$ satisfying $\lim _{\epsilon \rightarrow 0}\left\|u_{\epsilon, \nu, 1}-U_{\nu, 1}\right\|_{2}=0$ and $\lim _{\epsilon \rightarrow 0}\left\|u_{\epsilon, \nu, 2}-U_{\nu, 2}\right\|_{2}=0$.
Our second result describes the global minima of $\mathcal{I}_{\epsilon}$ and $\mathcal{J}_{\epsilon}$.
ThEOREM 1.2. Let $\Omega=(0,1)$ and $u_{\epsilon}$ be a global minimum of $\mathcal{I}_{\epsilon}\left(\right.$ or $\left.\mathcal{J}_{\epsilon}\right)$. There exists a countable set $\mathcal{C} \subset R$ with the following properties
(1) If $\frac{\left(1-m^{2}\right)^{2}}{24 \gamma^{2} c_{0}} \notin \mathcal{C}$, there exists a positive integer $\nu_{*}$ so that for every $\delta>0$ there is $\epsilon_{0}$ so that if $\epsilon<\epsilon_{0}, u_{\epsilon}$ is in the open ball $B_{\delta}\left(U_{\nu_{*}, 1}\right)$ or $B_{\delta}\left(U_{\nu_{*}, 2}\right)$.
(2) If $\frac{\left(1-m^{2}\right)^{2}}{24 \gamma^{2} c_{0}} \in \mathcal{C}$, there exists a positive integer $\nu_{*}$ so that for every $\delta>0$ there is $\epsilon_{0}$ so that if $\epsilon<\epsilon_{0}, u_{\epsilon}$ is in one of the following four open balls: $B_{\delta}\left(U_{\nu_{*}, 1}\right)$, $B_{\delta}\left(U_{\nu_{*}, 2}\right), B_{\delta}\left(U_{\nu_{*}+1,1}\right)$, or $B_{\delta}\left(U_{\nu_{*}+1,2}\right)$.
$c_{0}$ is given in (2.2), and $\mathcal{C}$ and $\nu_{*}$ are defined near the end of section 3.
If we take $N$ in Theorem 1.1 to be greater than $\nu_{*}$ in Theorem 1.2 and $\delta$ in Theorem 1.2 to be the same as the $\delta$ in Theorem 1.1, then every global minimum $u_{\epsilon}$ for small $\epsilon$ is a local minimum shown to exist in Theorem 1.1.

In the proof of Theorem 1.2 the reader will see that if the functional is $\mathcal{I}_{\epsilon}, \mid \nu_{*}-$ $\left.\max \left\{1,\left(\frac{\left(1-m^{2}\right)^{2}}{12 \gamma^{2} c_{0}}\right)^{1 / 3}\right\} \right\rvert\,<1$. The estimate of $\nu_{*}$ is weaker in the case of $\mathcal{J}_{\epsilon}$. There $\nu_{*}$ is close to $\left(\frac{\left(1-m^{2}\right)^{2}}{12 \gamma^{2} c_{0}}\right)^{1 / 3}$ only if $c_{0}$ is small.

If $W \in C^{1}(R)$, the local minima $u_{\epsilon, \nu, 1}, u_{\epsilon, \nu, 2}$, and the global minimum $u_{\epsilon}$ of $\mathcal{I}_{\epsilon}$, together with a $v$ and a $\lambda$, solve the Euler equation of $\mathcal{I}_{\epsilon}$ :

$$
\begin{aligned}
& -\epsilon \Delta u+\frac{1}{\epsilon} W^{\prime}(u)+v=\lambda, x \in \Omega, \\
& -\gamma^{2} \Delta v=u-m, x \in \Omega, \\
& \left.\frac{\partial u}{\partial n}\right|_{\partial \Omega}=0,\left.\quad \frac{\partial v}{\partial n}\right|_{\partial \Omega}=0, \\
& \frac{1}{|\Omega|} \int_{\Omega} u d x=m, \frac{1}{|\Omega|} \int_{\Omega} v d x=0 .
\end{aligned}
$$

For $\mathcal{J}_{\epsilon}$ the Euler equation is

$$
\begin{aligned}
& -\epsilon \Delta u+\frac{1}{\epsilon} W^{\prime}(u)-u+v=\lambda, x \in \Omega \\
& -\gamma^{2} \Delta v+v=u, x \in \Omega \\
& \left.\frac{\partial u}{\partial n}\right|_{\partial \Omega}=0,\left.\quad \frac{\partial v}{\partial n}\right|_{\partial \Omega}=0 \\
& \frac{1}{|\Omega|} \int_{\Omega} u d x=m
\end{aligned}
$$

We point out that there is a large literature on the local variational problem, $\mathcal{I}_{\epsilon}$ without $\frac{1}{2}\left|\left(-\gamma^{2} \Delta\right)^{-1 / 2}(u-m)\right|^{2}$ term, and its $\Gamma$-limit. We refer to Modica [7] for the $\Gamma$-limit and Kohn and Sternberg [6] for local minimum solutions. We also refer the reader to Dal Maso [3] for the general $\Gamma$-convergence theory.

The presence of the nonlocal terms, $\frac{1}{2}\left|\left(-\gamma^{2} \Delta\right)^{-1 / 2}(u-m)\right|^{2}$ in $\mathcal{I}_{\epsilon}$ and $\left.\frac{1}{2} \right\rvert\,\left(-\gamma^{2} \Delta+\right.$ $1)\left.^{-1 / 2} u\right|^{2}$ in $\mathcal{J}_{\epsilon}$, gives us local minima with arbitrarily many transitional layers. This contrasts sharply with the local problem, where, according to a result of Carr, Gurtin, and Slemrod [2], every local minimum must be monotone.

We will only present the complete proof of Theorems 1.1 and 1.2 for $\mathcal{I}_{\epsilon}$. In section 2 we identify the limiting problem of $\mathcal{I}_{\epsilon}$ and show that the existence of isolated local minima of the limiting problem implies the existence of local minima of $\mathcal{I}_{\epsilon}$. Then in section 3 we prove that the limiting problem admits many isolated local minima, hence proving Theorem 1.1. Theorem 1.2 is also proved in that section. The study of $J_{\epsilon}$ is quite similar to that of $\mathcal{I}_{\epsilon}$. We list the modifications one needs in order to obtain the theorems for $\mathcal{J}_{\epsilon}$ in section 4 .
2. The $\Gamma$-limit of $\mathcal{I}_{\epsilon}$. Associated with $\mathcal{I}_{\epsilon}$ is the variational problem
for $u \in \mathcal{A}_{m}$. Here

$$
\begin{equation*}
c_{0}=\sqrt{2} \int_{-1}^{1}(W(s))^{1 / 2} d s . \tag{2.2}
\end{equation*}
$$

$B V(\Omega,\{-1,1\})=\{u \in B V(\Omega): u(x)=-1$ or 1 for almost everywhere (a.e.) $x \in$ $\Omega\} . B V(\Omega)$ is the space of functions of bounded variation. We refer the reader to [4, Chap. 5, pp. 166-226] for its properties. $\|D u\|$ is the absolute value of the distributional derivative $D u$ of $u$, regarded as a finite nonnegative measure on $\Omega$. $\|D u\|(\Omega)$ is the size of $\Omega$ under this measure.

Proposition 2.1.
(1) For every family $\left\{u_{\epsilon}\right\} \subset \mathcal{A}_{m}$ with $\lim _{\epsilon \rightarrow 0} u_{\epsilon}=u$,

$$
\liminf _{\epsilon \rightarrow 0} \mathcal{I}_{\epsilon}\left(u_{\epsilon}\right) \geq \mathcal{I}_{0}(u)
$$

(2) For every $u \in \mathcal{A}_{m} \cap B V(\Omega,\{-1,1\})$, there exists a family $\left\{u_{\epsilon}\right\} \subset \mathcal{A}_{m}$ such that $\lim _{\epsilon \rightarrow 0} u_{\epsilon}=u$, and

$$
\limsup _{\epsilon \rightarrow 0} \mathcal{I}_{\epsilon}\left(u_{\epsilon}\right) \leq \mathcal{I}_{0}(u)
$$

Proof. We define three functionals on $\mathcal{A}_{m}$ :

$$
\begin{gather*}
\mathcal{H}_{\epsilon}(u)= \begin{cases}\int_{\Omega}\left\{\frac{\epsilon}{2}|\nabla u|^{2}+\frac{1}{\epsilon} W(u)\right\} d x & \text { if } u \in \mathcal{A}_{m} \cap W^{1,2}(\Omega) \\
\infty & \text { if } u \in \mathcal{A}_{m} \backslash W^{1,2}(\Omega)\end{cases}  \tag{2.3}\\
\mathcal{H}_{0}(u)= \begin{cases}\frac{c_{0}}{2}\|D u\|(\Omega) & \text { if } u \in \mathcal{A}_{m} \cap B V(\Omega,\{-1,1\}) \\
\infty & \text { if } u \in \mathcal{A}_{m} \backslash B V(\Omega,\{-1,1\})\end{cases} \tag{2.4}
\end{gather*}
$$

and

$$
\begin{equation*}
\mathcal{K}(u)=\int_{\Omega} \frac{1}{2}\left[\left(-\gamma^{2} \Delta\right)^{-1 / 2}(u-m)\right]^{2} d x, \quad u \in \mathcal{A}_{m} \tag{2.5}
\end{equation*}
$$

Then $\mathcal{I}_{\epsilon}=\mathcal{H}_{\epsilon}+\mathcal{K}$ and $\mathcal{I}_{0}=\mathcal{H}_{0}+\mathcal{K}$. After making some minor modifications (change $L^{1}(\Omega)$ to $\left.L^{2}(\Omega)\right)$ in the proof of Propositions 1 and 2 in Modica [7], we find (1) for every family $\left\{u_{\epsilon}\right\} \subset \mathcal{A}_{m}$ with $\lim _{\epsilon \rightarrow 0} u_{\epsilon}=u$,

$$
\liminf _{\epsilon \rightarrow 0} \mathcal{H}_{\epsilon}\left(u_{\epsilon}\right) \geq \mathcal{H}_{0}(u)
$$

(2) for every $u \in \mathcal{A}_{m} \cap B V(\Omega,\{-1,1\})$, there exists a family $\left\{u_{\epsilon}\right\} \subset \mathcal{A}_{m}$ such that $\lim _{\epsilon \rightarrow 0} u_{\epsilon}=u$, and

$$
\limsup _{\epsilon \rightarrow 0} \mathcal{H}_{\epsilon}\left(u_{\epsilon}\right) \leq \mathcal{H}_{0}(u)
$$

Then we note that $\mathcal{K}: \mathcal{A}_{m} \rightarrow R$ is a continuous functional. Hence the two statements about $\mathcal{H}_{\epsilon}$ and $\mathcal{H}_{0}$ are carried over to $\mathcal{I}_{\epsilon}$ and $\mathcal{I}_{0}$.

The notion of $\Gamma$-convergence is indeed defined by the two properties of Proposition 2.1. So $\mathcal{I}_{\epsilon} \Gamma$-converges to $\mathcal{I}_{0}$.

Throughout the rest of this paper we assume $\Omega=(0,1)$.
Proposition 2.2. Let $\epsilon_{n}$ be a sequence of positive numbers converging to 0 , and let $\left\{u_{n}\right\}$ be a sequence in $\mathcal{A}_{m}$. If $\mathcal{I}_{\epsilon_{n}}\left(u_{n}\right)$ is bounded above in $n$, then $\left\{u_{n}\right\}$ is relatively compact in $\mathcal{A}_{m}$ and its cluster points belong to $B V((0,1),\{-1,1\})$.

Proof. We set

$$
\begin{equation*}
\phi(t)=\int_{-1}^{t} W^{1 / 2}(s) d s \tag{2.6}
\end{equation*}
$$

Then (1.2) implies

$$
|\phi(t)| \leq C+C|t|^{\frac{k}{2}+1}
$$

Set $v_{n}=\phi\left(u_{n}\right)$. As shown in Modica and Mortola [8], $v_{n}$ is bounded in $W^{1,1}(0,1)$. For by (1.2) and $k \geq 2$, we find

$$
\left|v_{n}\right| \leq C+C\left|u_{n}\right|^{\frac{k}{2}+1} \leq C+C W\left(u_{n}\right) .
$$

Therefore $\left\{v_{n}\right\}$ is bounded in $L^{1}(0,1)$. On the other hand,

$$
\begin{gathered}
\int_{0}^{1}\left|v_{n}^{\prime}\right| d x=\int_{0}^{1} W^{1 / 2}\left(u_{n}\right)\left|u_{n}^{\prime}\right| d x \\
\leq \frac{\sqrt{2}}{2}\left(\int_{0}^{1}\left[\frac{\epsilon_{n}}{2}\left|u_{n}^{\prime}\right|^{2}+\frac{1}{\epsilon_{n}} W\left(u_{n}\right)\right] d x\right) \leq \frac{\sqrt{2}}{2} \mathcal{I}_{\epsilon_{n}}\left(u_{n}\right) .
\end{gathered}
$$

Therefore $\left\{v_{n}\right\}$ is bounded in $W^{1,1}(0,1)$. The Sobolev imbedding theorem asserts that $\left\{v_{n}\right\}$ is relatively compact in $L^{p}(0,1)$ for all $1 \leq p<\infty$.

Now consider $u_{n}=\phi^{-1}\left(v_{n}\right)$. (1.2) and (2.6) imply that $\phi^{-1}$ is continuous and increasing, and there exists $\bar{t}>0$ such that $\phi^{-1}$ is Lipschitz continuous for $|t| \geq \bar{t}$. We can find $C$ such that for all $t$

$$
\begin{equation*}
\left|\phi^{-1}(t)\right| \leq C+C|t|,\left|\phi^{-1}(t)\right|^{p} \leq C+C|t|^{p} . \tag{2.7}
\end{equation*}
$$

To prove that $\left\{u_{n}\right\}$ is relatively compact we show that every subsequence of $\left\{u_{n}\right\}$ has an $L^{2}$-convergent further subsequence. Let us recall Vitali's convergence theorem [5, p. 203].

Vitali's convergence theorem. Let $\left\{f_{n}\right\}$ be a sequence in $L^{p}(\Omega, \mu), 1 \leq p<$ $\infty$, and $f$ be an $\mu$-measurable function such that $f_{n} \rightarrow f \mu$-a.e.. Then $f \in L^{p}(\Omega, \mu)$ and $\left\|f_{n}-f\right\|_{p} \rightarrow 0$ if and only if
(1) for each $\varepsilon>0$, there exists a $\mu$-measurable set $A_{\varepsilon} \subset \Omega$ such that $\mu\left(A_{\varepsilon}\right)<\infty$ and $\int_{\Omega \backslash A_{\varepsilon}}\left|f_{n}\right|^{p} d \mu<\varepsilon$ for all $n$; and
(2) for each $\varepsilon>0$, there is $\delta>0$ such that for every $\mu$ measurable set $E, \mu(E)<\delta$ implies $\int_{E}\left|f_{n}\right|^{p} d \mu<\varepsilon$ for all $n$.

Part 1 of Vitali's convergence theorem is not needed here because $(0,1)$ itself has finite Lebesgue measure. Let $\left\{u_{n_{l}}\right\}$ be a subsequence of $\left\{u_{n}\right\}$. Then there are a subsequence of $\left\{v_{n_{l}}=\phi\left(u_{n_{l}}\right)\right\}$, denoted by $\left\{v_{n_{l_{m}}}\right\}$, and $v \in L^{p}(0,1)$ such that $v_{n_{l_{m}}} \rightarrow v$ in $L^{p}(0,1)$ and $v_{n_{l_{m}}} \rightarrow v$ a.e. Then $u_{n_{l_{m}}} \rightarrow \phi^{-1}(v)$ a.e. Applying Vitali's convergence theorem to $v_{n_{l_{m}}}$, we find that for every $\varepsilon>0$ there is $\delta>0$ such that for every measurable set $E,|E|<\delta$ implies $\int_{E}\left|v_{n_{l_{m}}}\right|^{p} d x<\varepsilon$ for all $n$. Then (2.7) implies

$$
\int_{E}\left|u_{n_{l_{m}}}\right|^{p} d x \leq \int_{E}\left(C+C\left|v_{n_{l_{m}}}\right|^{p}\right) d x<C \delta+C \varepsilon .
$$

Now Vitali's convergence theorem applied to $\left\{u_{n_{l_{m}}}\right\}$ asserts that $u_{n_{l_{m}}} \rightarrow \phi^{-1}(v)$ in $L^{p}(0,1)$, particularly in $L^{2}(0,1)$.

Let $u$ be a cluster point of $\left\{u_{n}\right\}$, i.e., there exists a subsequence $\left\{u_{n_{l}}\right\}$ such that $u_{n_{l}} \rightarrow u$ in $L^{2}(0,1)$ as $l \rightarrow \infty$. Fatou's lemma and the boundedness of $\mathcal{I}_{\epsilon_{n}}\left(u_{n}\right)$ imply that

$$
0 \leq \int_{0}^{1} W(u) \leq \lim _{l \rightarrow \infty} \int_{0}^{1} W\left(u_{n_{l}}\right) d x \leq \lim _{l \rightarrow \infty} \epsilon_{n_{l}} \mathcal{I}_{\epsilon_{n_{l}}}\left(u_{n_{l}}\right)=0 .
$$

Then for a.e. $x \in(0,1), u(x)=-1$ or 1 . If we consider $v_{n_{l}}=\phi\left(u_{n_{l}}\right)$, then the boundedness of $\left\{v_{n_{l}}\right\}$ in $W^{1,1}(0,1)$, proved earlier, implies that $\phi(u)$, the $L^{1}$ limit of $\left\{v_{n_{l}}\right\}$, is a $B V$ function [4, Thm. 1, p. 172]. $\phi(u)$ only takes two values, $\phi(-1)$ and $\phi(1)$. Then $\phi(u)=\phi(-1)+\frac{\phi(1)-\phi(-1)}{2}(u+1)$. Hence $u$ is also a $B V$ function.

A useful property following Propositions 2.1 and 2.2 is that isolated local minima of the $\Gamma$-limit persist under small perturbation. It was used in Kohn and Sternberg [6], (see also Dal Maso [3]). We include this property and its proof below for completeness.

Proposition 2.3. Let $\delta>0$ and $u_{0} \in \mathcal{A}_{m}$ be such that $\mathcal{I}_{0}\left(u_{0}\right)<\mathcal{I}_{0}(u)$ for all $u \in B_{\delta}\left(u_{0}\right)$ with $u \neq u_{0}$. Then there exists $\epsilon_{0}>0$ such that for all $\epsilon<\epsilon_{0}$ there exists $u_{\epsilon} \in B_{\delta / 2}\left(u_{0}\right)$ with $\mathcal{I}_{\epsilon}\left(u_{\epsilon}\right) \leq \mathcal{I}_{\epsilon}(u)$ for all $u \in B_{\delta / 2}\left(u_{0}\right)$. In addition $\lim _{\epsilon \rightarrow 0}\left\|u_{\epsilon}-u_{0}\right\|_{2}=0$.

Proof. Let $u_{\epsilon, n}$ be a sequence in $B_{\delta / 2}\left(u_{0}\right)$ so that

$$
\lim _{n \rightarrow \infty} \mathcal{I}_{\epsilon}\left(u_{\epsilon, n}\right)=\inf _{u \in B_{\delta / 2}\left(u_{0}\right)} \mathcal{I}_{\epsilon}(u) .
$$

The standard argument shows that after passing to a subsequence, again denoted by $u_{\epsilon, n}$, there exists $u_{\epsilon} \in \bar{B}_{\delta / 2}\left(u_{0}\right)$ such that $u_{\epsilon, n} \rightarrow u_{\epsilon}$ in $L^{2}(0,1), u_{\epsilon, n} \rightarrow u_{\epsilon}$ weakly in $W^{1,2}(0,1)$, and

$$
\mathcal{I}_{\epsilon}\left(u_{\epsilon}\right)=\lim _{n \rightarrow \infty} \mathcal{I}_{\epsilon}\left(u_{\epsilon, n}\right)=\inf _{u \in B_{\delta / 2}\left(u_{0}\right)} \mathcal{I}_{\epsilon}(u) .
$$

Next we claim $u_{\epsilon} \in B_{\delta / 2}\left(u_{0}\right)$ if $\epsilon$ is small enough. Otherwise there exists a sequence $\epsilon_{l} \rightarrow 0$, such that $\left\|u_{\epsilon l}-u_{0}\right\|_{2}=\delta / 2$ and

$$
\mathcal{I}_{\epsilon_{l}}\left(u_{\epsilon_{l}}\right)=\inf _{u \in B_{\delta / 2}\left(u_{0}\right)} \mathcal{I}_{\epsilon_{l}}(u) .
$$

Part 2 of Proposition 2.1 asserts that there exists a sequence $v_{\epsilon l}$ in $B_{\delta / 2}\left(u_{0}\right)$, if $l$ is large enough, such that

$$
\limsup _{l \rightarrow \infty} \mathcal{I}_{\epsilon_{l}}\left(v_{\epsilon_{l}}\right) \leq \mathcal{I}_{0}\left(u_{0}\right) .
$$

Therefore,

$$
\limsup _{l \rightarrow \infty} \mathcal{I}_{\epsilon_{l}}\left(u_{\epsilon_{l}}\right) \leq \limsup _{l \rightarrow \infty} \mathcal{I}_{\epsilon_{l}}\left(v_{\epsilon_{l}}\right) \leq \mathcal{I}_{0}\left(u_{0}\right)
$$

Proposition 2.2 then asserts that, after passing to a subsequence, again denoted by $u_{\epsilon_{l}}$, there exists $\bar{u}_{0}$ such that $u_{\epsilon_{l}} \rightarrow \bar{u}_{0}$ in $L^{2}(0,1)$, and $\left\|\bar{u}_{0}-u_{0}\right\|_{2}=\delta / 2$. Part 1 of Proposition 2.1 now implies

$$
\mathcal{I}_{0}\left(\bar{u}_{0}\right) \leq \liminf _{l \rightarrow \infty} \mathcal{I}_{\epsilon_{l}}\left(u_{\epsilon_{l}}\right) \leq \mathcal{I}_{0}\left(u_{0}\right)
$$

This contradicts the condition that $\mathcal{I}_{0}\left(u_{0}\right)<\mathcal{I}_{0}(u)$ for all $u \in B_{\delta}\left(u_{0}\right)$ with $u \neq u_{0}$. Therefore $u_{\epsilon}$ is in the open ball $B_{\delta / 2}\left(u_{0}\right)$, i.e., $u_{\epsilon}$ is a local minimum.

To show $u_{\epsilon} \rightarrow u_{0}$ in $L^{2}(0,1)$ as $\epsilon \rightarrow 0$, we assume that there exists a sequence $\epsilon_{l} \rightarrow 0$ such that $\left\|u_{\epsilon_{l}}-u_{0}\right\|_{2}=\delta_{0}<\delta / 2$. Then arguing like above, we have $\widetilde{u}_{0}$ such that, after passing to a subsequence, again denoted by $u_{\epsilon_{l}}, u_{\epsilon_{l}} \rightarrow \widetilde{u}_{0}$ and $\left\|\widetilde{u}_{0}-u_{0}\right\|_{2}=$ $\delta_{0}$. Then by part 1 of Proposition 2.1,

$$
\mathcal{I}_{0}\left(\widetilde{u}_{0}\right) \leq \liminf _{l \rightarrow \infty} \mathcal{I}_{\epsilon_{l}}\left(u_{\epsilon_{l}}\right) \leq \mathcal{I}_{0}\left(u_{0}\right)
$$

which is again a contradiction.
3. The local minima of $\mathcal{I}_{0}$. A function $u$ in $B V((0,1),\{-1,1\})$, up to a set of Lebesgue measure 0 , is a step function. $u(x)$ switches between -1 and 1 at finitely many points $x_{1}, x_{2}, \ldots, x_{\nu}$, with $0<x_{1}<x_{2}<\cdots<x_{\nu}<0$. A formal description is as follows.

For $u \in B V((0,1),\{-1,1\})$ we define set $E_{u}=\{x \in(0,1): u(x)=-1\}$. The perimeter of $E_{u}$ in $(0,1)$ is $\left\|D \chi_{E_{u}}\right\|(0,1)$, where $\chi_{E_{u}}$ is the characteristic function of $E_{u}$. The measure $\left\|D \chi_{E_{u}}\right\|$ is often written as $\left\|\partial E_{u}\right\|$. Clearly $\left\|\partial E_{u}\right\|=\frac{\|D u\|}{2}$.

The reduced boundary of $E_{u}$, a subset of $(0,1)$, is denoted by $\partial^{*} E_{u}$ (see [4, section 5.7, pp. 194-207] for the definition and properties of reduced boundaries). The structure theorem for sets of finite perimeter [4, Thm. 1 (iii), p. 189] asserts that $\left\|\partial E_{u}\right\|=H^{0} \partial^{*} E_{u}$, the 0-dimensional Hausdorff measure restricted on $\partial^{*} E_{u}$. The 0 -dimensional Hausdorff measure is the counting measure. Therefore $\partial^{*} E_{u}$ is a set of finitely many points in $(0,1)$ and $\left\|\partial E_{u}\right\|(0,1)=\frac{\|D u\|(0,1)}{2}$ is the number of the points in $\partial^{*} E_{u}$.
$\partial^{*} E_{u}$ is simply $\left\{x_{1}, x_{2}, \ldots, x_{\nu}\right\}$, the set of points where $u(x)$ switches, and

$$
\frac{\|D u\|(0,1)}{2}=\nu
$$

If $u \in \mathcal{A}_{m} \cap B V((0,1),\{-1,1\}), \frac{\|D u\|(0,1)}{2}$ has to be nonzero. Otherwise $u$ would be a constant. Then $u=-1$ for a.e. $x \in(0,1)$ or $u=1$ for a.e. $x \in(0,1)$. In either case $\int_{0}^{1} u \neq m$. So we have the following mutually disjoint decomposition:

$$
\begin{align*}
& \mathcal{A}_{m} \cap B V((0,1),\{-1,1\})=\cup_{1}^{\infty} A_{\nu}, \text { where }  \tag{3.1}\\
& A_{\nu}=\left\{u \in \mathcal{A}_{m} \cap B V((0,1),\{-1,1\}): \frac{\|D u\|(0,1)}{2}=\nu\right\}
\end{align*}
$$

Proposition 3.1. For every $u \in A_{\nu}, u \neq U_{\nu, 1}$, and $u \neq U_{\nu, 2}$, we have $\mathcal{I}_{0}\left(U_{\nu, 1}\right)=$ $\mathcal{I}_{0}\left(U_{\nu, 2}\right)<\mathcal{I}_{0}(u)$.

Proof. For each $u \in A_{\nu}$, let us denote $\partial^{*} E_{u}$ by $\left\{x_{1}, x_{2}, \ldots, x_{\nu}\right\}$, where $0<x_{1}<$ $x_{2} \cdots<x_{\nu}<1$. Since $\|D u\|\left(x_{i}, x_{i+1}\right)=0$ for each $i$ and $\left(x_{i}, x_{i+1}\right)$ is connected, $u=-1$ for a.e. $x \in\left(x_{i}, x_{i+1}\right)$ or $u=1$ for a.e. $x \in\left(x_{i}, x_{i+1}\right)$. And it follows from the definition of reduced boundaries [4, p. 194] that $u(x)$ must jump from -1 to 1 or 1 to -1 when $x$ moves from $\left(x_{i-1}, x_{i}\right)$ to $\left(x_{i}, x_{i+1}\right)$. We can further decompose $A_{\nu}$ into two disjoint sets:

$$
\begin{align*}
& A_{\nu, 1}=\left\{u \in A_{\nu}: u=-1 \text { for a.e. } x \in\left(0, x_{1}\right)\right\} \\
& A_{\nu, 2}=\left\{u \in A_{\nu}: u=1 \text { for a.e. } x \in\left(0, x_{1}\right)\right\} \tag{3.2}
\end{align*}
$$

For $u \in A_{\nu, 1}$ the constraint $\int_{0}^{1} u=m$ becomes $-2 x_{1}+2 x_{2}-\cdots+2(-1)^{\nu} x_{\nu}-(-1)^{\nu}=$ $m$, and for $u \in A_{\nu, 2}$ the constraint $\int_{0}^{1} u=m$ becomes $2 x_{1}-2 x_{2}-\cdots-2(-1)^{\nu} x_{\nu}+$ $(-1)^{\nu}=m$.

Now $A_{\nu, 1}$ can be identified with the set

$$
\begin{align*}
S_{\nu, 1}= & \left\{\left(x_{1}, \ldots, x_{\nu}\right) \in R^{\nu}: 0<x_{1}<\cdots x_{\nu}<1\right. \\
& \left.-x_{1}+x_{2}-\cdots+(-1)^{\nu} x_{\nu}=\frac{m+(-1)^{\nu}}{2}\right\}, \tag{3.3}
\end{align*}
$$

and $A_{\nu, 2}$ can be identified with the set

$$
\begin{align*}
S_{\nu, 2}= & \left\{\left(x_{1}, \ldots, x_{\nu}\right) \in R^{\nu}: 0<x_{1}<\cdots x_{\nu}<1\right. \\
& \left.x_{1}-x_{2}-\cdots-(-1)^{\nu} x_{\nu}=\frac{m-(-1)^{\nu}}{2}\right\} \tag{3.4}
\end{align*}
$$

$S_{\nu, 1}$ and $S_{\nu, 2}$ are two bounded open subsets of two $\nu-1$ dimensional hyper-planes of $R^{\nu}$.

We take $u \in A_{\nu, 1} \cong S_{\nu, 1}$ and $\left\{x_{1}, x_{2}, \ldots, x_{\nu}\right\}, x_{1}<\cdots<x_{\nu}$, to be $\partial^{*} E_{u}$. We compute $\mathcal{K}(u)$. Let $v$ be the solution of

$$
-\gamma^{2} v^{\prime \prime}=u-m, v^{\prime}(0)=v^{\prime}(1)=0, \int_{0}^{1} v=0
$$

Denote the Green's function of this equation by $G(x, y)$. Then

$$
\begin{aligned}
\mathcal{K}(u) & =\frac{1}{2} \int_{0}^{1}\left[\left(-\gamma^{2} \Delta\right)^{-1 / 2}(u-m)\right]^{2} d x \\
& =\frac{1}{2} \int_{0}^{1}(u-m) v d x \\
& =\frac{1}{2}\left[\int_{0}^{x_{1}}(-1-m) v+\int_{x_{1}}^{x_{2}}(1-m) v+\cdots+\int_{x_{\nu}}^{1}\left((-1)^{\nu+1}-m\right) v\right]
\end{aligned}
$$

Treating $\mathcal{K}$ as a function of $\left(x_{1}, x_{2}, \ldots, x_{\nu}\right)$ in $S_{\nu, 1}$, we calculate

$$
\frac{\partial \mathcal{K}}{\partial x_{1}}=\frac{1}{2}\left[-2 v\left(x_{1}\right)+\int_{0}^{1}(u-m) \frac{\partial v}{\partial x_{1}} d x\right]
$$

Since

$$
\begin{aligned}
\frac{\partial v}{\partial x_{1}}(x)= & \frac{\partial}{\partial x_{1}}\left[\int_{0}^{x_{1}}(-1-m) G(x, y) d y+\int_{x_{1}}^{x_{2}}(1-m) G(x, y) d y+\cdots\right. \\
& \left.+\int_{x_{\nu}}^{1}\left((-1)^{\nu+1}-m\right) G(x, y) d y\right] \\
= & -2 G\left(x, x_{1}\right)
\end{aligned}
$$

we deduce

$$
\begin{aligned}
\frac{\partial \mathcal{K}}{\partial x_{1}} & =\frac{1}{2}\left[-2 v\left(x_{1}\right)+\int_{0}^{1}(u-m)(-2) G\left(x, x_{1}\right) d x\right] \\
& =-2 v\left(x_{1}\right)
\end{aligned}
$$

The same argument applied to other $x_{i}$ yields

$$
\begin{equation*}
\nabla \mathcal{K}=2\left(-v\left(x_{1}\right), v\left(x_{2}\right), \ldots,(-1)^{\nu} v\left(x_{\nu}\right)\right) \tag{3.5}
\end{equation*}
$$

Since $\int_{0}^{1} u=m$, or $-x_{1}+x_{2}-\cdots+(-1)^{\nu} x_{\nu}=\frac{m+(-1)^{\nu}}{2}$, the Lagrange multiplier method asserts that if $\left(x_{1}, x_{2}, \ldots, x_{\nu}\right)$ is a critical point of $\mathcal{K}$ in $S_{\nu, 1}$, there exists $\lambda$ such that

$$
\nabla \mathcal{K}=\lambda\left(-1,1,-1, \ldots,(-1)^{\nu}\right)
$$

which, together with (3.5), implies

$$
\begin{equation*}
v\left(x_{1}\right)=v\left(x_{2}\right)=\cdots=v\left(x_{\nu}\right) \tag{3.6}
\end{equation*}
$$

On $\left(x_{1}, x_{2}\right), v$ solves the linear equation $-\gamma^{2} v^{\prime \prime}=1-m$. Then $v\left(x_{1}\right)=v\left(x_{2}\right)$ implies that $v$ is symmetric about $\left(x_{1}+x_{2}\right) / 2$, and hence $v^{\prime}\left(x_{1}\right)=-v^{\prime}\left(x_{2}\right)$. On intervals $\left(0, x_{1}\right)$ and $\left(x_{2}, x_{3}\right)$, $v$ satisfies the linear equation $-\gamma^{2} v^{\prime \prime}=-1-m$. Since $v$ also satisfies the conditions $v\left(x_{1}\right)=v\left(x_{2}\right), v^{\prime}\left(x_{1}\right)=-v^{\prime}\left(x_{2}\right), v\left(x_{2}\right)=v\left(x_{3}\right)$, and $v^{\prime}(0)=0$, we conclude by solving the equation on $\left(0, x_{1}\right)$ and $\left(x_{2}, x_{3}\right)$ that $v$ on $\left(0, x_{1}\right)$ is a reflection of $v$ on $\left(x_{2},\left(x_{2}+x_{3}\right) / 2\right)$. Hence the length of $\left(0, x_{1}\right)$ is half that of $\left(x_{2}, x_{3}\right)$. In the next step we compare intervals $\left(x_{2}, x_{3}\right)$ and $\left(x_{4}, x_{5}\right)$ and similarly find that they have the same length. By repeating this argument we conclude that the intervals where $u=-1$ all have the same length with the exception of $\left(0, x_{1}\right)$ and $\left(x_{\nu}, 1\right)$ if $u=-1$ there, whose length is half. The same can be said for the intervals where $u=1$. Taking $-x_{1}+x_{2}-\cdots+(-1)^{\nu} x_{\nu}=\frac{m+(-1)^{\nu}}{2}$ into consideration, we find

$$
x_{1}=\frac{1-m}{2 \nu}, x_{2}=x_{1}+\frac{1+m}{\nu}, \ldots, x_{\nu}=x_{\nu-1}+\frac{1+(-1)^{\nu} m}{\nu}
$$

We have proved that $\mathcal{K}$ has a unique critical point $\left(x_{1}, x_{2}, \ldots, x_{\nu}\right)$ in $S_{\nu, 1}$. We denote the function in $A_{\nu, 1}$ whose reduced boundary is $\left\{x_{1}, x_{2}, \ldots, x_{\nu}\right\}$ by $U_{\nu, 1}$ (also defined in (1.5)). We proceed to prove that $U_{\nu, 1}$ minimizes $\mathcal{K}$ in $A_{\nu, 1}$. We first compute $\mathcal{K}\left(U_{\nu, 1}\right)$. Let $v$ be the solution of

$$
-\gamma^{2} v^{\prime \prime}=U_{\nu, 1}-m, v^{\prime}(0)=v^{\prime}(1)=0, \int_{0}^{1} v=0
$$

Then

$$
\mathcal{K}\left(U_{\nu, 1}\right)=\frac{1}{2} \int_{0}^{1}\left(U_{\nu, 1}-m\right) v=\frac{\gamma^{2}}{2} \int_{0}^{1}\left|v^{\prime}\right|^{2}
$$

On $\left(0, x_{1}\right) v^{\prime}(x)=\frac{-1-m}{-\gamma^{2}} x+v^{\prime}(0)=\frac{-1-m}{-\gamma^{2}} x$. Then

$$
\frac{\gamma^{2}}{2} \int_{0}^{x_{1}}\left|v^{\prime}\right|^{2}=\frac{\gamma^{2}}{2} \frac{-\gamma^{2}}{3(-1-m)}\left(v^{\prime}\left(x_{1}\right)\right)^{3}
$$

On $\left(x_{1}, x_{2}\right) v^{\prime}(x)=\frac{1-m}{-\gamma^{2}}\left(x-x_{1}\right)+v^{\prime}\left(x_{1}\right)$. Then

$$
\frac{\gamma^{2}}{2} \int_{x_{1}}^{x_{2}}\left|v^{\prime}\right|^{2}=\frac{\gamma^{2}}{2} \frac{-\gamma^{2}}{3(1-m)}\left[\left(v^{\prime}\left(x_{2}\right)\right)^{3}-\left(v^{\prime}\left(x_{1}\right)\right)^{3}\right]
$$

After finding $\frac{\gamma^{2}}{2} \int_{x_{i}}^{x_{i+1}}\left|v^{\prime}\right|^{2}$ on each $\left(x_{i}, x_{i+1}\right)$ and summing over $i$, we deduce

$$
\mathcal{K}\left(U_{\nu, 1}\right)=\frac{\gamma^{4}}{3\left(1-m^{2}\right)}\left[\left(v^{\prime}\left(x_{1}\right)\right)^{3}-\left(v^{\prime}\left(x_{2}\right)\right)^{3}+\left(v^{\prime}\left(x_{3}\right)\right)^{3}+\cdots+(-1)^{\nu+1}\left(v^{\prime}\left(x_{\nu}\right)\right)^{3}\right]
$$

Since we also know $v^{\prime}\left(x_{1}\right)=-v^{\prime}\left(x_{2}\right)=v^{\prime}\left(x_{3}\right)=\cdots=(-1)^{\nu+1} v^{\prime}\left(x_{\nu}\right)$ and $v^{\prime}\left(x_{1}\right)=$ $\frac{-1-m}{-\gamma^{2}} \frac{1-m}{2 \nu}=\frac{1-m^{2}}{2 \gamma^{2} \nu}$, we find

$$
\begin{equation*}
\mathcal{K}\left(U_{\nu, 1}\right)=\frac{\left(1-m^{2}\right)^{2}}{24 \gamma^{2} \nu^{2}} \tag{3.7}
\end{equation*}
$$

A similar computation in $A_{\nu, 2}$ finds $U_{\nu, 2}$ (defined by (1.6)) and again

$$
\begin{equation*}
\mathcal{K}\left(U_{\nu, 2}\right)=\frac{\left(1-m^{2}\right)^{2}}{24 \gamma^{2} \nu^{2}} \tag{3.8}
\end{equation*}
$$

We now show that $\mathcal{K}(u)>\mathcal{K}\left(U_{\nu, 1}\right)$ for every $u \in A_{\nu, 1} \cong S_{\nu, 1}, u \neq U_{\nu, 1}$. If this is not the case, since there is only one critical point, $U_{\nu, 1}$, in $S_{\nu, 1}$, there must be a sequence $\left\{\left(x_{n, 1}, x_{n, 2}, \ldots, x_{n, \nu}\right)\right\}$ converging to a point $\left(y_{1}, y_{2}, \ldots, y_{\nu}\right)$ on the boundary of $S_{\nu, 1}\left(S_{\nu, 1}\right.$ is considered as a subset of $\left.R^{\nu}\right)$ such that

$$
\lim _{n \rightarrow \infty} \mathcal{K}\left(x_{n, 1}, x_{n, 2}, \ldots, x_{n, \nu}\right) \leq \mathcal{K}\left(U_{\nu, 1}\right)
$$

For the point $\left(y_{1}, y_{2}, \ldots, y_{\nu}\right)$ to be on the boundary of $S_{\nu, 1}$, at least two of 0 , $y_{1}, \ldots, y_{\nu}, 1$ must be identical. Then $\left(y_{1}, y_{2}, \ldots, y_{\nu}\right)$ is identified as a point in $S_{\nu^{\prime}, 1}$ or $S_{\nu^{\prime}, 2}$, corresponding to $A_{\nu^{\prime}, 1}$ or $A_{\nu^{\prime}, 2}$ for some $\nu^{\prime}<\nu$. Let us denote this point by $\left(z_{1}, z_{2}, \ldots, z_{\nu^{\prime}}\right)$ and assume, without the loss of generality, $\left(z_{1}, z_{2}, \ldots, z_{\nu^{\prime}}\right) \in S_{\nu^{\prime}, 1}$. We ask whether $U_{\nu^{\prime}, 1}$ is the strict global minimum of $\mathcal{K}$ in $A_{\nu^{\prime}, 1}$. If so,

$$
\mathcal{K}\left(U_{\nu^{\prime}, 1}\right) \leq \mathcal{K}\left(z_{1}, z_{2}, \ldots, z_{\nu^{\prime}}\right)=\lim _{n \rightarrow \infty} \mathcal{K}\left(x_{n, 1}, x_{n, 2}, \ldots, x_{n, \nu}\right) \leq \mathcal{K}\left(U_{\nu, 1}\right)
$$

which, since $\nu^{\prime}<\nu$, is inconsistent with (3.7), where $\mathcal{K}\left(U_{\nu, 1}\right)=\mathcal{K}\left(U_{\nu, 2}\right)$ decreases in $\nu$. If $U_{\nu^{\prime}, 1}$ is not the strict global minimum of $\mathcal{K}$ in $A_{\nu^{\prime}, 1}$, we use the same argument on $U_{\nu^{\prime}, 1}$ and end up in a $A_{\nu^{\prime \prime}, 1}$ or $A_{\nu^{\prime \prime}, 2}$ with $\nu^{\prime \prime}<\nu^{\prime}$. This process stops at $\nu=1$, and there, since $A_{1,1}$ has only one element $U_{1,1}$ and $A_{1,2}$ has only one element $U_{1,2}$, we find $\mathcal{K}\left(U_{1,1}\right)=\mathcal{K}\left(U_{1,2}\right) \leq \mathcal{K}\left(U_{\nu, 1}\right)$, which is inconsistent with (3.7) or (3.8). So we have proved that $U_{\nu, 1}$ is the strict global minimum of $\mathcal{K}$ in $A_{\nu, 1}$. And since for $u \in A_{\nu, 1}, \mathcal{I}_{0}(u)=c_{0} \nu+\mathcal{K}(u)$, Proposition 3.1 is proved.

Proposition 3.2. Let $N$ be a positive integer. One can find $\delta>0$ such that
(1) $\left\{B_{\delta}\left(U_{\nu, 1}\right), B_{\delta}\left(U_{\nu, 2}\right): \nu=1,2, \ldots, N\right\}$ is a family of $2 N$ mutually disjoint open balls in $\mathcal{A}_{m}$;
(2) for all $u \in B_{\delta}\left(U_{\nu, 1}\right), \nu=1,2, \ldots, N$, with $u \neq U_{\nu, 1}, \mathcal{I}_{0}\left(U_{\nu, 1}\right)<\mathcal{I}_{0}(u)$, and for all $u \in B_{\delta}\left(U_{\nu, 2}\right)$ with $u \neq U_{\nu, 2}, \mathcal{I}_{0}\left(U_{\nu, 2}\right)<\mathcal{I}_{0}(u)$.
Proof. Let $N$ be a positive integer and $\nu \in\{1,2, \ldots, N\}$. We consider $U_{\nu, 1}$. The study of $U_{\nu, 2}$ is the same.

Take $\delta$ to be a positive number to be specified later. Let $u \in B_{\delta}\left(U_{\nu, 1}\right), u \neq U_{\nu, 1}$. If $u \in A_{\nu}$, then Proposition 3.1 implies Proposition 3.2. So we assume $u \in \mathcal{A}_{m} \backslash A_{\nu}$. Then if $u \in\left(\mathcal{A}_{m} \backslash A_{\nu}\right) \backslash B V((0,1),\{-1,1\}), \mathcal{I}_{0}\left(U_{\nu, 1}\right)<\mathcal{I}_{0}(u)=\infty$. So we need only to consider $u \in\left(\mathcal{A}_{m} \backslash A_{\nu}\right) \cap B V((0,1),\{-1,1\})$.

Because of (3.1), the positive integer $\frac{\|D u\|(0,1)}{2}$ is either $\leq \nu-1$ or $\geq \nu+1$. We study these two cases separately.

First we prove that the case $\frac{\|D u\|(0,1)}{2} \leq \nu-1$ does not happen if $\delta$ is small enough. We claim that there is $\delta>0$ such that for all $u \in B_{\delta}\left(U_{\nu, 1}\right) \cap B V((0,1),\{-1,1\})$, $\frac{\left\|D u_{n}\right\|(0,1)}{2} \geq \nu$. Otherwise there exist $\delta_{n} \rightarrow 0$ and $u_{n} \in B_{\delta_{n}}\left(U_{\nu, 1}\right) \cap B V((0,1),\{-1,1\})$ such that $\frac{\|D u\|(0,1)}{2} \leq \nu-1$. Then $u_{n} \rightarrow U_{\nu, 1}$ in $L^{2}(0,1)$ implies (see [4, Thm. 1, p. 172])

$$
2 \nu=\left\|D U_{\nu, 1}(0,1)\right\| \leq \liminf _{n \rightarrow \infty}\left\|D u_{n}\right\|(0,1) \leq 2(\nu-1)
$$

a contradiction.
Second we consider the case $\frac{\|D u\|(0,1)}{2} \geq \nu+1$. Here

$$
\begin{aligned}
\mathcal{I}_{0}(u) & \geq c_{0}(\nu+1)+\int_{0}^{1} \frac{1}{2}\left[\left(-\gamma^{2} \Delta\right)^{-1 / 2}(u-m)\right]^{2} d x \\
& =\mathcal{I}_{0}\left(U_{\nu, 1}\right)+c_{0}+\mathcal{K}(u)-\mathcal{K}\left(U_{\nu, 1}\right) .
\end{aligned}
$$

Denote the norm of bounded linear operator $(-\gamma \Delta)^{-1 / 2}$ from $\left\{u \in L^{2}(0,1): \int_{0}^{1} u=0\right\}$ to $L^{2}(0,1)$ by $\left\|(-\gamma \Delta)^{-1 / 2}\right\|$. Estimate

$$
\begin{aligned}
&\left|\mathcal{K}(u)-\mathcal{K}\left(U_{\nu, 1}\right)\right| \\
&= \frac{1}{2}\left|\left\|(-\gamma \Delta)^{-1 / 2}(u-m)\right\|_{2}^{2}-\left\|(-\gamma \Delta)^{-1 / 2}\left(U_{\nu, 1}-m\right)\right\|_{2}^{2}\right| \\
&= \frac{1}{2}\left|\left\|(-\gamma \Delta)^{-1 / 2}(u-m)\right\|_{2}-\left\|(-\gamma \Delta)^{-1 / 2}\left(U_{\nu, 1}-m\right)\right\|_{2}\right| \\
& \cdot\left\{\left\|(-\gamma \Delta)^{-1 / 2}(u-m)\right\|_{2}+\left\|(-\gamma \Delta)^{-1 / 2}\left(U_{\nu, 1}-m\right)\right\|_{2}\right\} \\
& \leq \frac{1}{2}\left\|(-\gamma \Delta)^{-1 / 2}\left(u-U_{\nu, 1}\right)\right\|_{2} \\
& \cdot\left\{\left\|(-\gamma \Delta)^{-1 / 2}\left(u-U_{\nu, 1}\right)\right\|_{2}+2\left\|(-\gamma \Delta)^{-1 / 2}\left(U_{\nu, m}-m\right)\right\|_{2}\right\} \\
& \leq \frac{\left\|(-\gamma \Delta)^{-1 / 2}\right\|^{2}}{2}\left\|u-U_{\nu, 1}\right\|_{2}\left\{\left\|u-U_{\nu, 1}\right\|_{2}+2\left\|U_{\nu, m}\right\|_{2}+2\|m\|_{2}\right\} \\
& \leq \frac{\left\|(-\gamma \Delta)^{-1 / 2}\right\|^{2}}{2} \delta\{\delta+2+2 m\} .
\end{aligned}
$$

We obtain, choosing $\delta$ sufficiently small,

$$
\mathcal{I}_{0}(u) \geq \mathcal{I}_{0}\left(U_{\nu, 1}\right)+c_{0}-\frac{\left\|(-\gamma \Delta)^{-1 / 2}\right\|^{2}}{2} \delta\{\delta+2+2 m\}>\mathcal{I}_{0}\left(U_{\nu, 1}\right)
$$

Since there are only finitely many $\nu$, we can choose $\delta$ so that it is independent of $\nu$. We can also make $\left\{B_{\delta}\left(U_{\nu, 1}\right), B_{\delta}\left(U_{\nu, 2}\right): \nu=1,2, \ldots, N\right\}$ mutually disjoint by having $\delta$ small enough.

Proposition 3.3. $\left\{U_{\nu, 1}, U_{\nu, 2}: \nu=1,2,3 \ldots\right\}$ is the set of all local minima of $\mathcal{I}_{0}$ (or $\mathcal{J}_{0}$ ).

Proof. According to Proposition 3.2, each element in $\left\{U_{\nu, 1}, U_{\nu, 2}: \nu=1,2, \ldots\right\}$ is a local minimum of $\mathcal{I}_{0}$. On the other hand, if $u$ is a local minimum of $\mathcal{I}_{0}$, it must be
in $A_{\nu, i}$ for some $i=1$ or 2 and $\nu=1,2, \ldots$. And in each $A_{\nu, i} \cong S_{\nu, i}$ there is only one critical point $U_{\nu, i}$ of $\mathcal{I}_{0}$ considered as a function on $S_{\nu, i}$. Then $u=U_{\nu, i}$.

Theorem 1.1 follows immediately from Propositions 2.3 and 3.2. To prove Theorem 1.2, we note from (3.7) and (3.8) that

$$
\begin{equation*}
\mathcal{I}_{0}\left(U_{\nu, 1}\right)=\mathcal{I}_{0}\left(U_{\nu, 2}\right)=c_{0} \nu+\frac{\left(1-m^{2}\right)^{2}}{24 \gamma^{2} \nu^{2}} \tag{3.9}
\end{equation*}
$$

Set

$$
g(t)=c_{0} t+\frac{\left(1-m^{2}\right)^{2}}{24 \gamma^{2} t^{2}}
$$

for $t \geq 1$. Denote the global minimum of this convex function by $t_{0}$ :

$$
t_{0}=\max \left\{1,\left(\frac{\left(1-m^{2}\right)^{2}}{12 \gamma^{2} c_{0}}\right)^{1 / 3}\right\}
$$

Let $\left[t_{0}\right]$ be the greatest integer less than or equal to $t_{0}$. Compare $g\left(\left[t_{0}\right]\right)$ and $g\left(\left[t_{0}+1\right]\right)$. Depending on $\frac{\left(1-m^{2}\right)^{2}}{24 \gamma^{2} c_{0}}$, we have $g\left(\left[t_{0}\right]\right)=g\left(\left[t_{0}+1\right]\right)$ or $g\left(\left[t_{0}\right]\right) \neq g\left(\left[t_{0}+1\right]\right)$. Let $\mathcal{C} \subset R$ be the set so that when $\frac{\left(1-m^{2}\right)^{2}}{24 \gamma^{2} c_{0}} \in \mathcal{C}, g\left(\left[t_{0}\right]\right)=g\left(\left[t_{0}+1\right]\right)$. In this case we set $\nu_{*}=\left[t_{0}\right]$. And if $\frac{\left(1-m^{2}\right)^{2}}{24 \gamma^{2} c_{0}} \notin \mathcal{C}$, i.e., $g\left(\left[t_{0}\right]\right) \neq g\left(\left[t_{0}+1\right]\right)$, we set

$$
\nu_{*}= \begin{cases}{\left[t_{0}\right]} & \text { if } g\left(\left[t_{0}\right]\right)<g\left(\left[t_{0}\right]+1\right) \\ {\left[t_{0}\right]+1} & \text { if } g\left(\left[t_{0}\right]\right)>g\left(\left[t_{0}\right]+1\right)\end{cases}
$$

So if $\frac{\left(1-m^{2}\right)^{2}}{24 \gamma^{2} c_{0}} \notin \mathcal{C}$, for every $\nu \neq \nu_{*}$,

$$
\mathcal{I}_{0}\left(U_{\nu_{*}, 1}\right)=\mathcal{I}_{0}\left(U_{\nu_{*}, 2}\right)<\mathcal{I}_{0}\left(U_{\nu, 1}\right)=\mathcal{I}_{0}\left(U_{\nu, 2}\right)
$$

and if $\frac{\left(1-m^{2}\right)^{2}}{24 \gamma^{2} c_{0}} \in \mathcal{C}$, for every $\nu, \nu \neq \nu_{*}$, and $\nu \neq \nu_{*}+1$,

$$
\mathcal{I}_{0}\left(U_{\nu_{*}, 1}\right)=\mathcal{I}_{0}\left(U_{\nu_{*}, 2}\right)=\mathcal{I}_{0}\left(U_{\nu_{*}+1,1}\right)=\mathcal{I}_{0}\left(U_{\nu_{*}+1,2}\right)<\mathcal{I}_{0}\left(U_{\nu, 1}\right)=\mathcal{I}_{0}\left(U_{\nu, 2}\right)
$$

The case $\frac{\left(1-m^{2}\right)^{2}}{24 \gamma^{2} c_{0}} \notin \mathcal{C}$ is generic. $\mathcal{C}$ is a countable set.
Let $u_{\epsilon}$ be a global minimum of $\mathcal{I}_{\epsilon}$. The existence of $u_{\epsilon}$ follows from the standard argument as in the proof of Proposition 2.3. Propositions 2.1 and 2.2 imply that every sequence $\left\{u_{\epsilon_{n}}\right\}$ of $u_{\epsilon}$ has a convergent subsequence, and if $u_{0}$ is the limit of a subsequence, $u_{0}$ must be a global minimum of $\mathcal{I}_{0}$ in $\mathcal{A}_{m} \cap B V((0,1),\{-1,1\})$. The decomposition (3.1) and Proposition 3.1 imply that $u_{0}=U_{\nu, 1}$ or $U_{\nu, 2}$ for some $\nu$. And by the definition of $\nu_{*}, \nu=\nu_{*}$ if $\frac{\left(1-m^{2}\right)^{2}}{24 \gamma^{2} c_{0}} \notin \mathcal{C}$ and $\nu=\nu_{*}$ or $\nu_{*}+1$ if $\frac{\left(1-m^{2}\right)^{2}}{24 \gamma^{2} c_{0}} \in \mathcal{C}$. This proves Theorem 1.2.
4. The study of $\mathcal{J}_{\epsilon}$. All results in sections 2 and 3 are valid for $\mathcal{J}_{\epsilon}$. In this section we indicate the modifications needed to prove these results for $\mathcal{J}_{\epsilon}$.

The condition (1.2) implies that for all small $\epsilon, \mathcal{J}_{\epsilon}$ is bounded from below. The lower bound can be made independent of small $\epsilon$.

The $\Gamma$-limit of $\mathcal{J}_{\epsilon}$ is

$$
\mathcal{J}_{0}(u)= \begin{cases}\frac{c_{0}}{2}\|D u\|(\Omega)-\frac{|\Omega|}{2}+\int_{\Omega} \frac{1}{2}\left|\left(-\gamma^{2} \Delta+1\right)^{-1 / 2} u\right|^{2} d x  \tag{4.1}\\ & \text { if } u \in \mathcal{A}_{m} \cap B V(\Omega,\{-1,1\}) \\ \infty & \text { if } u \in \mathcal{A}_{m} \backslash B V(\Omega,\{-1,1\})\end{cases}
$$

for $u \in \mathcal{A}_{m}$. Define

$$
\begin{equation*}
\mathcal{L}(u)=\int_{\Omega} \frac{1}{2}\left\{-u^{2}+\left[\left(-\gamma^{2} \Delta+1\right)^{-1 / 2} u\right]^{2}\right\} d x \tag{4.2}
\end{equation*}
$$

for $u \in \mathcal{A}_{m}$. Thus $\mathcal{J}_{\epsilon}=\mathcal{H}_{\epsilon}+\mathcal{L}$ and $\mathcal{J}_{0}=\mathcal{H}_{0}+\mathcal{L}$.
As in the proof of Proposition 3.1, we study $\mathcal{L}(u)$ for $u \in A_{\nu, 1} \cong S_{\nu, 1}$. Let $\left\{x_{1}, x_{2}, \ldots, x_{\nu}\right\}$ be $\partial^{*} E_{u}$. Let $v$ be the solution of

$$
-\gamma^{2} v^{\prime \prime}+v=u, v^{\prime}(0)=v^{\prime}(1)=0
$$

and let $G(x, y)$ be the Green's function of this equation. Then

$$
\begin{aligned}
\mathcal{L}(u) & =\frac{1}{2} \int_{0}^{1}\left(-u^{2}+u v\right) \\
& =\frac{1}{2}\left[-1+\int_{0}^{x_{1}}(-1) v+\int_{x_{1}}^{x_{2}} v+\cdots+\int_{x_{\nu}}^{1}(-1)^{\nu+1} v\right] .
\end{aligned}
$$

We then find, treating $\mathcal{L}$ as a function of $x_{1}, x_{2}, \ldots, x_{\nu}$,

$$
\nabla \mathcal{L}=2\left(-v\left(x_{1}\right), v\left(x_{2}\right), \ldots,(-1)^{\nu} v\left(x_{\nu}\right)\right)
$$

Again we see that at a critical point $\left(x_{1}, \ldots, x_{\nu}\right), v\left(x_{1}\right)=v\left(x_{2}\right)=\cdots=v\left(x_{\nu}\right)$. The same symmetry argument as in the proof of Proposition 3.1 shows that

$$
x_{1}=\frac{1-m}{2 \nu}, x_{2}=x_{1}+\frac{1+m}{\nu}, \ldots, x_{\nu}=x_{\nu-1}+\frac{1+(-1)^{\nu} m}{\nu}
$$

We again obtain $U_{\nu, 1}$.
The calculation of $\mathcal{L}\left(U_{\nu, 1}\right)$ is a bit more complex. Let $v$ be the solution of

$$
-\gamma^{2} v^{\prime \prime}+v=U_{\nu, 1}, v^{\prime}(0)=v^{\prime}(1)=0
$$

Then

$$
\mathcal{L}\left(U_{\nu, 1}\right)=-\frac{1}{2}+\frac{1}{2} \int_{0}^{1} U_{\nu, 1} v d x
$$

On an subinterval of $(0,1)$, say $(\mathrm{a}, \mathrm{b})$, where $U_{\nu, 1}=\alpha \in\{-1,1\}$,

$$
\frac{1}{2} \int_{a}^{b} U_{\nu, 1} v=\frac{\alpha}{2} \int_{a}^{b} v=\frac{\alpha}{2} \int_{a}^{b}\left(\gamma^{2} v^{\prime \prime}+\alpha\right)=\frac{\alpha \gamma^{2}}{2}\left[v^{\prime}(b)-v^{\prime}(a)\right]+\frac{\alpha^{2}}{2}(b-a)
$$

This implies

$$
\begin{aligned}
\mathcal{L}\left(U_{\nu, 1}\right) & =-\gamma^{2}\left[v^{\prime}\left(x_{1}\right)-v^{\prime}\left(x_{2}\right)+v^{\prime}\left(x_{3}\right)-\cdots+(-1)^{\nu+1} v^{\prime}\left(x_{\nu}\right)\right] \\
& =-\gamma^{2} \nu v^{\prime}\left(x_{1}\right)
\end{aligned}
$$

We now need to calculate $v^{\prime}\left(x_{1}\right)$. On $\left(0, x_{1}\right) v(x)=-1+C^{\prime} \cosh (x / \gamma)$ and on $\left(x_{1}, x_{2}\right) v(x)=1+C^{\prime \prime} \cosh \left(\left(x-\frac{x_{1}+x_{2}}{2}\right) / \gamma\right)$ for some appropriate $C^{\prime}$ and $C^{\prime \prime}$. They and their derivatives match at $x_{1}$. Therefore,

$$
\left\{\begin{array}{l}
-1+C^{\prime} \cosh \left(\frac{x_{1}}{\gamma}\right)=1+C^{\prime \prime} \cosh \left(\frac{x_{1}-x_{2}}{2 \gamma}\right) \\
\frac{C^{\prime}}{\gamma} \sinh \left(\frac{x_{1}}{\gamma}\right)=\frac{C^{\prime \prime}}{\gamma} \sinh \left(\frac{x_{1}-x_{2}}{2 \gamma}\right)
\end{array}\right.
$$

Solving this system we find

$$
\left\{\begin{array}{l}
C^{\prime}=\frac{2 \sinh \left(\frac{x_{2}-x_{1}}{2 \gamma}\right)}{\sinh \left(\frac{1}{\gamma \nu}\right)} \\
C^{\prime \prime}=\frac{-2 \sinh \left(\frac{x_{1}}{\gamma}\right)}{\sinh \left(\frac{1}{\gamma \nu}\right)}
\end{array}\right.
$$

Recall that $x_{1}=\frac{1-m}{2 \nu}, x_{2}-x_{1}=\frac{1+m}{\nu}$, and $\frac{x_{1}+x_{2}}{2}=\frac{1}{\nu}$. Then

$$
v^{\prime}\left(x_{1}\right)=\frac{2 \sinh \left(\frac{1+m}{2 \gamma \nu}\right) \sinh \left(\frac{1-m}{2 \gamma \nu}\right)}{\gamma \sinh \left(\frac{1}{\gamma \nu}\right)}
$$

Going back to $\mathcal{L}\left(U_{\nu, 1}\right)$, we find

$$
\mathcal{L}\left(U_{\nu, 1}\right)=\mathcal{L}\left(U_{\nu, 2}\right)=-\frac{2 \gamma \nu \sinh \left(\frac{1+m}{2 \gamma \nu}\right) \sinh \left(\frac{1-m}{2 \gamma \nu}\right)}{\sinh \left(\frac{1}{\gamma \nu}\right)}
$$

and hence the key formula

$$
\begin{equation*}
\mathcal{J}_{0}\left(U_{\nu, 1}\right)=\mathcal{J}_{0}\left(U_{\nu, 2}\right)=c_{0} \nu-\frac{2 \gamma \nu \sinh \left(\frac{1-m}{2 \gamma \nu}\right) \sinh \left(\frac{1+m}{2 \gamma \nu}\right)}{\sinh \left(\frac{1}{\gamma \nu}\right)} \tag{4.3}
\end{equation*}
$$

analogous to (3.9).
We need to show that (1) $\mathcal{L}\left(U_{\nu, 1}\right)=\mathcal{L}\left(U_{\nu, 2}\right)$ is decreasing in $\nu$ in order to prove Proposition 3.1 for $\mathcal{J}_{0}$, and (2) $\mathcal{J}_{0}\left(U_{\nu, 1}\right)=\mathcal{J}_{0}\left(U_{\nu, 2}\right)$ is convex in $\nu$ in order to prove Theorem 1.2 for $\mathcal{J}_{\epsilon}$.

For $t>0$ define

$$
g(t)=c_{0} t-\frac{2 \gamma t \sinh \left(\frac{1-m}{2 \gamma t}\right) \sinh \left(\frac{1+m}{2 \gamma t}\right)}{\sinh \left(\frac{1}{\gamma t}\right)}
$$

Compute $g^{\prime}$ and $g^{\prime \prime}$.

$$
\begin{aligned}
g^{\prime}(t)= & c_{0}-\frac{2 \gamma}{t\left(\sinh \frac{p_{1}+p_{2}}{t}\right)^{2}}\left\{t \sinh \frac{p_{1}}{t} \sinh \frac{p_{2}}{t} \sinh \frac{p_{1}+p_{2}}{t}\right. \\
& -p_{1} \cosh \frac{p_{1}}{t} \sinh \frac{p_{2}}{t} \sinh \frac{p_{1}+p_{2}}{t} \\
& -p_{2} \sinh \frac{p_{1}}{t} \cosh \frac{p_{2}}{t} \sinh \frac{p_{1}+p_{2}}{t} \\
& \left.+\left(p_{1}+p_{2}\right) \sinh \frac{p_{1}}{t} \sinh \frac{p_{2}}{t} \cosh \frac{p_{1}+p_{2}}{t}\right\}, \\
g^{\prime \prime}(t)= & \frac{4 \gamma}{\left(t \sinh \frac{1}{\gamma t}\right)^{3}}\left\{\cosh \frac{1}{\gamma t}\left[p_{1}^{2}\left(\sinh \frac{p_{2}}{t}\right)^{2}+p_{2}^{2}\left(\sinh \frac{p_{1}}{t}\right)^{2}\right]\right. \\
& \left.-2 p_{1} p_{2} \sinh \frac{p_{1}}{t} \sinh \frac{p_{2}}{t}\right\}
\end{aligned}
$$

where $p_{1}=\frac{1-m}{2 \gamma}$ and $p_{2}=\frac{1+m}{2 \gamma}$. Since $\cosh \frac{1}{\gamma t}>1$,

$$
g^{\prime \prime}(t)>\frac{4 \gamma}{\left(t \sinh \frac{1}{\gamma t}\right)^{3}}\left\{p_{1}^{2}\left(\sinh \frac{p_{2}}{t}\right)^{2}+p_{2}^{2}\left(\sinh \frac{p_{1}}{t}\right)^{2}-2 p_{1} p_{2} \sinh \frac{p_{1}}{t} \sinh \frac{p_{2}}{t}\right\} \geq 0
$$

Like (3.9), $g(t)$ is convex in $t$. So $\mathcal{J}_{0}\left(U_{\nu, 1}\right)=\mathcal{J}_{0}\left(U_{\nu, 2}\right)$ is convex in $\nu$.
To show that $\mathcal{L}\left(U_{\nu .1}\right)=\mathcal{L}\left(U_{\nu, 2}\right)$ is decreasing in $\nu$, we set

$$
h(t)=-\frac{2 \gamma t \sinh \left(\frac{1-m}{2 \gamma t}\right) \sinh \left(\frac{1+m}{2 \gamma t}\right)}{\sinh \left(\frac{1}{\gamma t}\right)}
$$

Then $h^{\prime}=g^{\prime}-c_{0}$ and $h^{\prime \prime}=g^{\prime \prime}$. Near $t=\infty$ we can find Taylor's expansion

$$
h^{\prime}(t)=-\frac{\left(1-m^{2}\right)^{2}}{12 \gamma^{2}} \frac{1}{t^{3}}+o\left(\frac{1}{t^{3}}\right)
$$

Therefore $\lim _{t \rightarrow \infty} h^{\prime}(t)=0$. Then $h^{\prime \prime}>0$ implies that $h^{\prime}(t)<0$ for all $t>0$. So $\mathcal{L}\left(U_{\nu .1}\right)=\mathcal{L}\left(U_{\nu, 2}\right)$ is decreasing in $\nu$. We also note

$$
\lim _{\nu \rightarrow \infty} \mathcal{L}\left(U_{\nu, 1}\right)=\lim _{\nu \rightarrow \infty} \mathcal{L}\left(U_{\nu, 2}\right)=\lim _{t \rightarrow \infty} h(t)=-\frac{1-m^{2}}{2}
$$

The global minimum $t_{0}$ of $g(t), t \geq 1$, in the case of $\mathcal{J}_{0}$, cannot be obtained explicitly. But its existence and uniqueness are guaranteed by the convexity of $g$ and the fact $\lim _{t \rightarrow \infty} g^{\prime}(t)=c_{0}>0$. Taylor's expansion

$$
g^{\prime}(t)=c_{0}-\frac{\left(1-m^{2}\right)^{2}}{12 \gamma^{2}} \frac{1}{t^{3}}+o\left(\frac{1}{t^{3}}\right)
$$

implies that if $c_{0}$ is small, then $t_{0}$, and $\nu_{*}$ in Theorem 1.2 , is close to $\left(\frac{\left(1-m^{2}\right)^{2}}{12 \gamma^{2} c_{0}}\right)^{1 / 3}$. This number is the same as the one for $\mathcal{I}_{0}$.

Therefore it can be argued heuristically that as $c_{0}$ becomes small, the problems $\mathcal{I}_{\epsilon}$ and $\mathcal{J}_{\epsilon}$ start to converge.

Acknowledgment. Part of the work was done during an RiP stay at Mathematisches Forschungsinstitut Oberwolfach, which the authors would like to thank for its hospitality.

## REFERENCES

[1] M. Bahiana and Y. Oono, Cell dynamical system approach to block copolymers, Phys. Rev. A (3), 41 (1990), pp. 6763-6771.
[2] J. Carr, M. E. Gurtin, and M. Slemrod, Structured phase transitions on a finite interval, Arch. Rational Mech. Anal., 86 (1984), pp. 317-352.
[3] G. Dal Maso, An Introduction to $\Gamma$-Convergence, Progr. Nonlinear Differential Equations Appl. 8, Birkhäuser, Boston, MA, 1993.
[4] L. Evans and R. Gariepy, Measure Theory and Fine Properties of Functions, CRC Press, Boca Raton, New York, London, Tokyo, 1992.
[5] E. Hewitt and K. Stromberg, Real and Abstract Analysis, Springer-Verlag, New York, Heidelberg, Berlin, 1965.
[6] R. Kohn and P. Sternberg, Local minimisers and singular perturbations, Proc. Royal Soc. Edinburgh Sect. A, 111 (1989), pp. 69-84.
[7] L. Modica, The gradient theory of phase transitions and the minimal interface criterion, Arch. Rational Mech. Anal., 98 (1987), pp. 357-383.
[8] L. Modica and S. Mortola, Un esempio di $\Gamma^{-}$-convergenza, Boll. Un. Mat. Ital. B, (5) 14 (1977), pp. 285-299.
[9] S. MüLLER, Singular perturbations as a selection criterion for periodic minimizing sequences, Calc. Var. Partial Differential Equations, 1 (1993), pp. 169-204.
[10] Y. Nishiura and I. Ohnishi, Some mathematical aspects of the micro-phase separation in diblock copolymers, Phys. D, 84 (1995), pp. 31-39.
[11] T. Ohta and K. Kawasaki, Equilibrium morphology of block polymer melts, Macromolecules, 19 (1986), pp. 2621-2632.
[12] X. Ren and L. Truskinovsky, Finite Scale Microstructures in Nonlocal Elasticity, preprint.

# ON THE LARGE TIME BEHAVIOR OF SOLUTIONS OF HAMILTON-JACOBI EQUATIONS* 

G. BARLES ${ }^{\dagger}$ AND PANAGIOTIS E. SOUGANIDIS ${ }^{\ddagger}$


#### Abstract

We consider the long time behavior of viscosity solutions of first-order HamiltonJacobi equations with periodic space dependence. We prove, under sharp conditions, that as time goes to infinity, solutions converge to solutions of the corresponding stationary equation.
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1. Introduction. In this article we are interested in the behavior, as $t \rightarrow+\infty$, of the viscosity solutions of first-order Hamilton-Jacobi equations of the form

$$
\begin{gather*}
u_{t}+H(x, D u)=0 \quad \text { in } \mathbb{R}^{N} \times(0,+\infty),  \tag{1.1}\\
u=u_{0} \quad \text { on } \mathbb{R}^{N} \times\{0\}, \tag{1.2}
\end{gather*}
$$

where the hamiltonian $H$, the initial datum $u_{0}$, and the solution $u$ are assumed to be real-valued continuous functions and $D u=\left(\frac{\partial u}{\partial x_{1}}, \ldots, \frac{\partial u}{\partial x_{N}}\right)$ denotes the gradient of $u$.

Throughout the paper we suppose that both $H$ and $u_{0}$ are $\mathbb{Z}^{N}$-periodic in $x$, i.e., that for all $x, p \in \mathbb{R}^{N}$ and $z \in \mathbb{Z}^{N}$,

$$
\begin{equation*}
H(x+z, p)=H(x, p) \quad \text { and } \quad u_{0}(x+z)=u_{0}(x) . \tag{1.3}
\end{equation*}
$$

We also assume that a comparison (uniqueness) result holds for (1.1)-(1.2). The first consequence of this assumption is the $\mathbb{Z}^{N}$-periodicity in $x$ of the solution for any $t>0$.

The study of the long time behavior of solutions of (1.1) and (1.2) first leads to an ergodic problem. Indeed, the first step is to show the existence of a constant $c_{0}$, depending only on $H$ and not $u_{0}$, such that the function $u(\cdot, t)+c_{0} t$ remains bounded, as $t \rightarrow+\infty$. The classical result in this direction is due to Lions, Papanicolaou, and Varadhan [7], who obtained the existence of such a constant $c_{0}$, the so-called ergodic cost, under the following coercivity assumption on $H$ :

$$
\begin{equation*}
H(x, p) \rightarrow+\infty \text { when }|p| \rightarrow+\infty, \text { uniformly in } x \in \mathbb{R}^{N} . \tag{1.4}
\end{equation*}
$$

Another way to define $c_{0}$ is by using the stationary Hamilton-Jacobi equation. Indeed, $c_{0}$ is the unique constant $c$ for which the equation

$$
\begin{equation*}
H(x, D u)=c \quad \text { in } \mathbb{R}^{N} \tag{1.5}
\end{equation*}
$$

[^44]has a continuous, periodic viscosity solution.
It is also worth pointing out that if $u_{0} \in W^{1, \infty}\left(\mathbb{R}^{N}\right)$, then (1.4) yields that the function $(x, t) \mapsto u(x, t)+c_{0} t$ is in $W^{1, \infty}\left(\mathbb{R}^{N} \times[0,+\infty)\right)$. This is a key fact, since it provides the compactness in $C\left(\mathbb{R}^{N}\right)$ of the functions $u(\cdot, t)+c_{0} t$ for $t>0$, a fact which is essential in the study of the behavior of these functions when $t \rightarrow+\infty$. Before coming back to this question, which is the central purpose of our work, we mention that such an ergodic problem in the deterministic control framework was systematically studied by Arisawa [1, 2].

In this article we are interested in the next step, i.e., in the behavior of $u(\cdot, t)+c_{0} t$ as $t \rightarrow+\infty$. To simplify the exposition, we are going to assume, without any loss of generality, that $c_{0}=0$. With this convention, the question we address here can be formulated in the following way:

Assume that $u \in W^{1, \infty}\left(\mathbb{R}^{N} \times(0,+\infty)\right)$ or $u \in B U C\left(\mathbb{R}^{N} \times(0,+\infty)\right)$. Is it true that, as $t \rightarrow \infty$,

$$
\begin{equation*}
u(\cdot, t) \rightarrow u_{\infty}(\cdot) \quad \text { in } C\left(\mathbb{R}^{N}\right) \tag{1.6}
\end{equation*}
$$

where $u_{\infty}$ is a viscosity solution of the stationary equation

$$
\begin{equation*}
H(x, D u)=0 \quad \text { in } \mathbb{R}^{N} ? \tag{1.7}
\end{equation*}
$$

The apparent simplicity of this question is misleading. In fact, this problem has remained open for a long time. The first results on the asymptotic behavior of viscosity solutions of Hamilton-Jacobi equations were obtained in Lions [6] and in Barles [3] essentially for either $x$-independent cases or equations involving a suitable dependence on $u$. It was only very recently that Namah and Roquejoffre [8] and Fathi [5] succeeded in proving rather general results related to the above questions, which we now briefly describe and compare.

The results of [5] and [8] are obtained for equations set on compact manifolds and for hamiltonians which are convex in the $p$-variable and satisfy (1.4). The result of [5] was proved under the additional assumption that $H$ is smooth and strictly convex; i.e., there exists a constant $\alpha>0$ such that

$$
\begin{equation*}
D_{p p}^{2} H(x, p) \geq \alpha I \quad \text { in } \mathbb{R}^{N} \times \mathbb{R}^{N} \tag{1.8}
\end{equation*}
$$

The proof relies on the representation of the solution $u$ by the so-called Oleinik-Lax formula and is based on dynamical systems methods. In particular, [5] emphasizes the central role played by the Aubry-Mather set, an attractor set for the geodesics associated with the Lax-Oleinik formula. This result was revisited recently by Roquejoffre [10], who uses a combination of partial differential equations and dynamical systems methods. (See also Roquejoffre [9] for results in dimension 1.)

The approach of [8] is based on partial differential equations methods and requires a condition, which in the $\mathbb{R}^{N}$-framework can be stated as follows:

$$
\left\{\begin{array}{l}
\text { There exists a } C^{1} \text {-function } \phi \in B U C\left(\mathbb{R}^{N}\right) \text { such that }  \tag{1.9}\\
H(x, D \phi(x)) \leq 0 \quad \text { in } \mathbb{R}^{N} \text { and } \\
\quad H(x, p+D \phi(x))>H(x, D \phi(x)) \text { for all } x \in \mathbb{R}^{N} \text { and } p \in \mathbb{R}^{N} \backslash\{0\} .
\end{array}\right.
$$

The two key arguments of [8] are that $u(\cdot, t)$ is decreasing (and therefore uniformly convergent) on the set $K=\left\{x \in \mathbb{R}^{N}: H(x, D \phi(x))=0\right\}$ - note that this set is
necessarily a nonempty subset of $\mathbb{R}^{N}$ as a consequence of the fact that $c_{0}=0$-and that there is a strong comparison principle for the Dirichlet problem

$$
H(x, D w)=0 \text { in } \mathbb{R}^{N} \backslash K, \quad w=\varphi \text { on } \partial K
$$

where $\varphi$ is a continuous function. This last property holds because $\phi$ is a (local) strict subsolution of the equation in $\mathbb{R}^{N} \backslash K$. The strong comparison principle for viscosity solutions then allows the use of the half-relaxed limits methods.

Here we provide a generalization of these two types of results. In particular, we are able to treat hamiltonians which are not necessarily convex and to remove the assumptions on the regularity of $H$ and $\phi$. Moreover the $\mathbb{Z}^{N}$-periodic setting we chose here for the sake of simplicity can be replaced without any additional difficulty by a general compact manifold one. It is, however, worth mentioning that some kind of compactness assumption on the domain is necessary at least to apply our strategy of proof.

Our main argument, which is completely different from those given in [5], [8], [9], and [10] can be described roughly in the following way: We first show that

$$
\begin{equation*}
\left\|\left(u_{t}\right)^{-}(\cdot, t)\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \rightarrow 0 \quad \text { as } t \rightarrow+\infty \tag{1.10}
\end{equation*}
$$

For the reader's convenience we provide in section 3, under simplified assumptions, a formal argument which shows why such property should be true. In fact, the formulation of the precise results (Theorems 3.1 and 3.2) is a bit more general but unfortunately rather technical. The main consequence of (1.10) is that the $\omega$-limit set of the function $u(\cdot, t)$ contains only subsolutions of (1.7). In turn, this property is enough to prove (1.6). It is in this last step that the compactness property of the domain seems to play a key role.

This paper is organized as follows: In section 2 we state the assumptions and the main results of the paper. Section 3 is devoted to the statement of the weak versions of (1.10) which are proved in the appendix. In section 4 we prove the main results and in section 5 we discuss the main assumptions on the hamiltonian and some extensions.
2. The main results and their applications. To formulate the main results we recall that we are interested in the asymptotic behavior of solutions $u \in B U C\left(\mathbb{R}^{N} \times\right.$ $[0, \infty))$ of the initial value problem

$$
\begin{cases}u_{t}+H(x, D u)=0 & \text { in } \mathbb{R}^{N} \times(0, \infty)  \tag{2.1}\\ u=u_{0} & \text { on } \mathbb{R}^{N} \times\{0\},\end{cases}
$$

under the assumptions that
(H1)

$$
\left\{\begin{array}{l}
H \text { is continuous in } \mathbb{R}^{N} \times \mathbb{R}^{N} \text { and } \mathbb{Z}^{N} \text {-periodic with respect to } x, \\
\text { i.e., for all } x, p \in \mathbb{R}^{N} \text { and } z \in \mathbb{Z}^{N} \\
H(x+z, p)=H(x, p)
\end{array}\right.
$$

We also assume the following.
(H2) There exists a viscosity subsolution $\phi \in B U C\left(\mathbb{R}^{N}\right)$ of $H(x, D \phi) \leq 0 \quad$ in $\mathbb{R}^{N}$.
(H3)

$$
\left\{\begin{array}{l}
\text { Either } u \text { and } \phi \text { are in } W^{1, \infty}\left(\mathbb{R}^{N} \times(0, \infty)\right) \text { or there exists a } \\
\text { continuous function } m:[0,+\infty) \rightarrow \mathbb{R}^{+} \text {such that } m\left(0^{+}\right)=0 \\
\text { and, for all } x, y \in \mathbb{R}^{N} \text { and } p \in \mathbb{R}^{N}, \\
\qquad|H(x, p)-H(y, p)| \leq m(|x-y|(1+|p|)),
\end{array}\right.
$$

and
(H4)

$$
\left\{\begin{array}{l}
\text { there exist } \eta>0 \text { and } \psi(\eta)>0 \text { such that, if } H(x, p+q) \geq \eta \text { and } \\
H(x, q) \leq 0 \text { for some } x \in A \subset \mathbb{R}^{N}, p, q \in \mathbb{R}^{N}, \text { then, for all } \mu \in(0,1] \\
\mu H\left(x, \mu^{-1} p+q\right) \geq H(x, p+q)+\psi(\eta)(1-\mu)
\end{array}\right.
$$

Note that if $H$ is $C^{1}$ in $p$, then (H4) reduces to
$(\mathrm{H} 4)^{\prime}\left\{\begin{array}{c}H_{p}(x, p+q) \cdot p-H(x, p+q) \geq \psi(\eta), \\ \text { for any } x \in A, p, q \in \mathbb{R}^{N} \text { such that } H(x, p+q) \geq \eta \text { and } H(x, q) \leq 0 .\end{array}\right.$
The final assumption is as follows.
There exists a, possibly empty, compact subset $K$ of $\mathbb{R}^{N}$ such that
(H5)
(i) $H(x, p) \geq 0$ on $K \times \mathbb{R}^{N}$, and
(ii) for all $\delta>0,(\mathrm{H} 4)$ holds with $A=\left(K_{\delta}\right)^{c}$ for all $\eta>0$, where $\left(K_{\delta}\right)^{c}=\left\{x \in \mathbb{R}^{N}: d(x, K)>\delta\right\}$ with $\psi$ depending on $\delta$.
The result about the asymptotic behavior of the solution $u$ of (1.1) and (1.2) is the following.

Theorem 2.1. Assume that (H1)-(H3) and (H5) hold. If $u \in B U C\left(\mathbb{R}^{N} \times(0, \infty)\right)$ is a $\mathbb{Z}^{N}$-periodic in $x$ solution of (1.1), then there exists a $\mathbb{Z}^{N}$-periodic $\bar{u} \in B U C\left(\mathbb{R}^{N}\right)$ such that
(i) $H(x, D \bar{u})=0$ in $\mathbb{R}^{N}$, and
(ii) $u(x, t) \rightarrow \bar{u}(x)$, uniformly in $\mathbb{R}^{N}$, as $t \rightarrow \infty$.

Before stating a variant of this result, which holds under simpler hypotheses on $H$, we want to point out that it is generally rather difficult to show that the solution $u$ of $(1.1)-(1.2)$ is actually in $B U C\left(\mathbb{R}^{N} \times(0, \infty)\right)$. The classical existence results provide a solution which is only in $B U C\left(\mathbb{R}^{N} \times(0, T)\right)$ for all $T>0$ (see Barles [4]). To the best of our knowledge, as we already mentioned in the introduction, the only general result which gives the compactness in $C\left(\mathbb{R}^{N}\right)$ of the functions $u(\cdot, t)$ - the important information - is the one obtained by Lions, Papanicolaou, and Varadhan [7] (see also Namah and Roquejoffre [8]) under the following assumption:

$$
\text { (H6) } \quad H(x, p) \rightarrow \infty \text { as }|p| \rightarrow \infty, \text { uniformly in } x \in \mathbb{R}^{N}
$$

As a consequence of this, the reader can replace in any of our results the assumption " $u \in W^{1, \infty}\left(\mathbb{R}^{N} \times(0, \infty)\right)$ " with " $(\mathrm{H} 6)$ and $u_{0} \in W^{1, \infty}\left(\mathbb{R}^{N}\right)$ " and in the same way " $u \in B U C\left(\mathbb{R}^{N} \times(0, \infty)\right.$ )" with "(H6) and $u_{0} \in B U C\left(\mathbb{R}^{N}\right)$," which implies in both cases the existence of such a solution.

It is also worth mentioning that if we assume that the sets $\left\{p \in \mathbb{R}^{N}: H(x, p) \leq 0\right\}$ are bounded uniformly for $x \in \mathbb{R}^{N}$ and that (H4) holds with $A=\mathbb{R}^{N}$, then (H6) are a direct consequence of (H4). Hence, in these cases we do not lose any generality by assuming (H6).

Finally we write about the existence of a $B U C$-subsolution $\phi$ as an assumption. In fact, this property together with the global boundedness of $u$ is a direct consequence of the definition of $c_{0}$ (recall that we assume $c_{0}=0$ ).

To state a variant of Theorem 2.1 we introduce the following simpler hypotheses. $\left\{\begin{array}{l}\text { There exists a family }\left(\phi_{\varepsilon}\right)_{\varepsilon>0} \text { of } C^{1}\left(\mathbb{R}^{N}\right) \cap W^{1, \infty}\left(\mathbb{R}^{N}\right) \text {-functions, which } \\ \text { are uniformly bounded in } \varepsilon>0 \text { and satisfy } \\ H\left(x, D \phi_{\varepsilon}\right) \leq \varepsilon \text { in } \mathbb{R}^{N} .\end{array}\right.$
(H8) For every $x \in \mathbb{R}^{N}$, the function $p \mapsto H(x, p)$ is locally Lipschitz.
(H9)

$$
\begin{aligned}
& \text { There exists a, possibly empty, compact subset } K \text { of } \mathbb{R}^{N} \text { such that } \\
& \text { (i) } H(x, p) \geq 0 \text { on } K \times \mathbb{R}^{N} \text {, and } \\
& \text { (ii) if } H(x, p) \geq \eta>0 \text { and } d(x, K) \geq \eta \text {, then for all sufficiently } \\
& \quad \text { small, compared to } \eta, \varepsilon>0, \\
& H_{p}(x, p) \cdot\left(p-D \phi_{\varepsilon}(x)\right)-H(x, p) \geq \psi(\eta)>0 \text { for all } x \text { and a.e. in } p \text {. }
\end{aligned}
$$

We have the following theorem.
Theorem 2.2. Assume (H1) and (H7)-(H9). Then any $\mathbb{Z}^{N}$-periodic in $x$ solution $u \in W^{1, \infty}\left(\mathbb{R}^{N} \times(0, \infty)\right)$ of (2.1) converges, uniformly in $x$, as $t \rightarrow \infty$, to a $\mathbb{Z}^{N}$-periodic in $x$ solution $\bar{u}$ of (1.7).

The differences between Theorem 2.1 and Theorem 2.2 (which are not so obvious at first glance) will become clear in their proofs. Indeed, to prove Theorem 2.2 we will use Theorem 3.2, the proof of which is far simpler than the one of Theorem 3.1, which provides the key argument in the proof of Theorem 2.1.

On the other hand, for hamiltonians $H$, which are convex in $p$, and for Lipschitz continuous solutions, Theorem 2.2 is as general as Theorem 2.1 since, in particular, the existence of the $\phi_{\varepsilon}$ can be obtained from (H2) by a standard regularization argument.

Here we discuss in detail the two classes of examples presented in the introduction and show how they follow from the above theorems. We also present an example not covered by [5], [8], [9], and [10].
(i) The Namah-Roquejoffre case. The hamiltonian $H$ is assumed to be of the form

$$
\begin{equation*}
H(x, p)=F(x, p)-f(x) \tag{2.2}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
F \in C\left(\mathbb{R}^{N} \times \mathbb{R}^{N}\right) \text { is } \mathbb{Z}^{N} \text {-periodic in } x, \text { convex in } p, \text { and }  \tag{2.3}\\
F(x, p)>F(x, 0) \equiv 0 \text { for all } x \in \mathbb{R}^{N} \text { and } p \in \mathbb{R}^{N} \backslash\{0\},
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
f \text { is continuous, } \mathbb{Z}^{N} \text {-periodic in } x, f \geq 0 \text { on } \mathbb{R}^{N}, \text { and }  \tag{2.4}\\
K_{f}=\left\{x \in \mathbb{R}^{N}: f(x)=0\right\} \text { is a nonempty compact subset of } \mathbb{R}^{N}
\end{array}\right.
$$

In [8] the authors considered Lipschitz continuous solutions. Hence (H1), (H3) are clearly satisfied, while (H7) is satisfied with $\phi_{\varepsilon} \equiv 0$. It only remains to check (H8) and (H9). To this end, we observe that the convexity of $H$ in $p$ yields (H8). Moreover, for all $x$ and for almost all $p \in \mathbb{R}^{N}$,

$$
H(x, 0) \geq H(x, p)+H_{p}(x, p)(0-p)
$$

and, hence,

$$
H_{p}(x, p) \cdot p-H(x, p) \geq H(x, 0)=f(x)
$$

It follows that (H9) is satisfied with $K=K_{f}$. Indeed, it is clear that if $d\left(x, K_{f}\right) \geq$ $\delta$, then $f(x) \geq \psi(\delta)>0$, with $\psi$ independent of $\eta$.

Finally it is worth pointing out that the result is also true when (H7) holds with $\phi_{\varepsilon} \equiv \phi \in C^{1}\left(\mathbb{R}^{N}\right) \cap W^{1, \infty}\left(\mathbb{R}^{N}\right)$. This is a consequence of the above analysis after changing $u$ to $u-\phi$ in the equation.
(ii) The Fathi case and extensions. The main assumption on $H$ in this case is that

$$
\left\{\begin{array}{r}
H \text { is } C^{1}\left(\mathbb{R}^{N} \times \mathbb{R}^{N}\right) \text { and there exists } \alpha>0 \text { such that }  \tag{2.5}\\
\\
D_{p p}^{2} H(x, p) \geq \alpha \text { Id in } \mathcal{D}^{\prime}\left(\mathbb{R}^{N} \times \mathbb{R}^{N}\right)
\end{array}\right.
$$

It is immediate from (2.5), at least when $H \in C^{2}\left(\mathbb{R}^{N} \times \mathbb{R}^{N}\right)$, that for all $x, q \in \mathbb{R}^{N}$ and for almost all $p \in \mathbb{R}^{N}$,

$$
H(x, q) \geq H(x, p)+H_{p}(x, p) \cdot(q-p)+\frac{\alpha}{2}|p-q|^{2}
$$

and, hence,

$$
H_{p}(x, p+q) \cdot p-H(x, p+q) \geq-H(x, q)+\frac{\alpha}{2}|p|^{2}
$$

If $H(x, q) \leq 0$ and $H(x, p+q) \geq \eta$, it is clear that there exists $\psi(\eta)>0$ such that $|p| \geq \psi(\eta)$. In this case we may take $K=\emptyset$ in (H9). When $H$ is not smooth, we argue by approximations. Note that in [5] $H$ is assumed to be smooth.
(iii) Another example. Consider a hamiltonian $H$ of the form

$$
\begin{equation*}
H(x, p)=\psi(x, p) F\left(x, \frac{p}{|p|}\right)-f(x) \tag{2.6}
\end{equation*}
$$

where $f \in C\left(\mathbb{R}^{N}\right)$ is nonnegative and $\mathbb{Z}^{N}$-periodic in $x ; F \in C\left(\mathbb{R}^{N} \times \mathbb{R}^{N} \backslash\{0\}\right)$ is continuous, strictly positive, bounded, and $\mathbb{Z}^{N}$-periodic in $x$; and $\psi(x, p)=\mid p+$ $\left.q(x)\right|^{2}-|q(x)|^{2}$, where $q \in C\left(\mathbb{R}^{N}\right)$ is $\mathbb{Z}^{N}$-periodic in $x$. In addition we assume that for some $x_{0} \in \mathbb{R}^{N}, q\left(x_{0}\right)=0$ and $f\left(x_{0}\right)=0$. It turns out then that $c_{0}=0$ and $\phi$ can be chosen to be any constant.

It is a bit tedious but straightforward to check that $H$ satisfies the assumptions of Theorem 2.1 but neither (2.3)-(2.4) nor (2.5).
3. Some preliminary results. Here we present two results about the behavior in time, and for large times, of solutions of (1.1). These results are of independent interest themselves. Their proofs, however, are rather technical. In order not to confuse the issue here and for the reader's convenience, we present them in the appendix.

Both results hold for hamiltonians which are not necessarily periodic in $x$. Instead of restating the assumption of the previous section here, without the (H1) and for any domain, we first introduce the assumption that
$(\mathrm{H} 1)^{\prime} H$ is uniformly continuous on $\mathbb{R}^{N} \times \bar{B}_{R}$, for all $R>0$ where $\bar{B}_{R}=\left\{p \in \mathbb{R}^{N}\right.$ : $|p| \leq R\}$
and summarize the other hypotheses as follows:
$(\mathrm{H} 10)\left\{\begin{array}{l}(\mathrm{H} 1)^{\prime},(\mathrm{H} 2),(\mathrm{H} 3), \text { and (H4) hold for }(x, p) \in \Omega \times \mathbb{R}^{N}, \text { with } \Omega \text { a given open } \\ \text { subset of } \mathbb{R}^{N}, \text { and } w \in B U C(\bar{\Omega} \times[0, \infty)) \text { a solution of }(1.1) \text { in } \Omega \times(0, \infty) .\end{array}\right.$
Before we state the main result, we remark that we may assume, without any loss of generality, that

$$
\begin{equation*}
w-\phi \geq 1 \quad \text { in } \bar{\Omega} \times[0,+\infty) \tag{3.1}
\end{equation*}
$$

Indeed, the form of $H$ allows the change $\phi$ to $\phi-K$ for any constant $K$. Since $w \in B U C(\bar{\Omega} \times[0, \infty))$, to achieve (3.1) it suffices to choose $K$ sufficiently large.

We also need to introduce, for $\eta>0$, the functions

$$
\begin{equation*}
\mu_{\eta}(t)=\min _{x \in \bar{\Omega}, s \geq t}\left[\frac{w(x, s)-\phi(x)+2 \eta(s-t)}{w(x, t)-\phi(x)}\right] \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\chi_{\eta}(t)=\min _{x \in \partial \Omega, s \geq t}\left[\frac{w(x, s)-\phi(x)+2 \eta(s-t)}{w(x, t)-\phi(x)}\right] \tag{3.3}
\end{equation*}
$$

It follows easily that $\mu_{\eta}, \chi_{\eta}:[0, \infty) \rightarrow \mathbb{R}$ are uniformly continuous and that $0 \leq \mu_{\eta} \leq \chi_{\eta} \leq 1$. Finally, if $\Omega=\mathbb{R}^{N}$, we define $\chi_{\eta} \equiv-\infty$.

The first result is the following.
Theorem 3.1. Assume (H10). Then there exists a constant $C$ depending only on $w$ and $\phi$ such that

$$
\begin{equation*}
\mu_{\eta}(t) \geq 1+\inf _{\theta \leq t}\left[\left(\chi_{\eta}(\theta)-1\right) e^{-C \psi(\eta)(t-\theta)}\right] \wedge\left(\mu_{\eta}(0)-1\right) e^{-C \psi(\eta) t} \tag{3.4}
\end{equation*}
$$

Moreover, if $\left.w\right|_{\partial \Omega}$ converges, uniformly in $x \in \partial \Omega$, as $t \rightarrow \infty$, then, for all $s \geq t$ and $x \in \bar{\Omega}$,

$$
w(x, t)-w(x, s)-2 \eta(s-t) \leq \delta_{\eta}(t)
$$

where $\delta_{\eta}:[0, \infty) \rightarrow[0, \infty)$ is such that $\delta_{\eta}(t) \rightarrow 0$ as $t \rightarrow \infty$.
We continue with some preliminaries for the second result, which is also proved in the appendix. To this end, we consider the solution $w \in B U C(\bar{\Omega} \times(0, \infty))$ of the equation

$$
\begin{equation*}
\frac{\partial w}{\partial t}+F(x, w, D w)=0 \quad \text { in } \Omega \times(0, \infty) \tag{3.5}
\end{equation*}
$$

where
(H11) $\quad F$ is uniformly continuous on $\bar{\Omega} \times[-R, R] \times \bar{B}_{R}$, for all $R>0$, $\left\{\begin{array}{l}\text { either } w \in W^{1, \infty}\left(\mathbb{R}^{N} \times(0, \infty)\right) \text { or for each } R>0, \text { there exists a } \\ \text { continuous function } m_{R}:[0, \infty) \rightarrow[0, \infty) \text { such that } m_{R}\left(0^{+}\right)=0\end{array}\right.$
(H12) and, for all $x, y \in \bar{\Omega}, p \in \mathbb{R}^{N}$, and $w \in[-R, R]$,

$$
|F(x, w, p)-F(y, w, p)| \leq m_{R}(|x-y|(1+|p|))
$$

and
(H13)

$$
\frac{\partial F}{\partial w}(x, w, p) \geq \psi(\eta)>0 \text { a.e., if } F(x, w, p) \geq \eta>0
$$

To state the result we need to introduce, for $\eta>0$, the functions

$$
\begin{equation*}
M_{\eta}(t)=\sup _{x \in \bar{\Omega}, s \geq t}[w(x, t)-w(x, s)-2 \eta(s-t)] \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
X_{\eta}(t)=\sup _{x \in \partial \Omega, s \geq t}[w(x, t)-w(x, s)-2 \eta(s-t)] \tag{3.7}
\end{equation*}
$$

with the convention that $X_{\eta}=-\infty$ if $\partial \Omega=\phi$.

We have the following theorem.
Theorem 3.2. Assume (H11), (H12), and (H13). Then for all $\eta>0$ and $t \geq 0$,

$$
\begin{equation*}
M_{\eta}(t)=\sup _{\theta \leq t}\left[X_{\eta}(\theta) e^{-\psi(\eta)(t-\theta)}\right] \vee M_{\eta}(0) e^{-\psi(\eta) t} \tag{3.8}
\end{equation*}
$$

Moreover, if $\left.w\right|_{\partial \Omega}$ converges, uniformly in $x \in \partial \Omega$, as $t \rightarrow \infty$, then, for all $s \geq t$ and $x \in \bar{\Omega}$, we have

$$
w(x, t)-w(x, s)-2 \eta(s-t) \leq \delta_{\eta}(t)
$$

where $\delta_{\eta}:[0, \infty) \rightarrow[0, \infty)$ is such that $\delta_{\eta}(t) \rightarrow 0$ as $t \rightarrow \infty$.
The conclusions of Theorems 3.1 and 3.2 are in some sense weak versions of (1.10). For the reader's convenience we present below a formal argument, which explains why (1.10) should hold.

To this end let us assume that $w$ is a smooth solution of $(3.5)$ in $\mathbb{R}^{N} \times(0, \infty)$. A straightforward application of the maximum principle yields that the function $t \mapsto$ $\left\|\left(w_{t}\right)^{-}\right\|_{\infty}$ is decreasing in time. If (1.10) were not true, then there must exist some $\eta>0$ and $t_{0}$ such that for all $t \geq t_{0}$,

$$
\begin{equation*}
\left\|\left(w_{t}\right)^{-}\right\|_{\infty} \geq \eta \tag{3.9}
\end{equation*}
$$

Let $z=w_{t}$ and $m(t)=\left\|z^{-}\right\|_{\infty}$. Differentiating (3.5) with respect to $t$, we find that

$$
z_{t}+F_{w}(x, w, t, D w) z+D_{p} F \cdot D z=0
$$

It then follows that

$$
m^{\prime}+F_{w}(x, w, t, D w) m=0
$$

Using (3.9) and (H13) we find

$$
m^{\prime}+\psi(\eta) m=0
$$

which yields

$$
m(t)=m\left(t_{0}\right) e^{-\psi(\eta)\left(t-t_{0}\right)}
$$

Letting $t \rightarrow \infty$ contradicts (3.9).
4. The proofs of Theorems 2.1 and 2.2. We begin with the following proof.

Proof of Theorem 2.1. 1. Assumption (H5) yields that $u$ is decreasing on $K$ and, hence, $\left.u\right|_{K}$ converges, uniformly in $x$, as $t \rightarrow \infty$.
2. Consider the function $\chi_{\eta}$ defined by (3.3), with $\Omega=\left(K_{\eta}\right)^{c}$, where, for $\eta>0$, $K_{\eta}=\left\{x \in \mathbb{R}^{N}: d(x, K) \geq \eta\right\}$. Step 1 and the uniform of continuity of $u$ then imply that

$$
\varliminf_{t \rightarrow \infty} \chi_{\eta}(t) \geq 1-\nu(\eta), \quad \text { where } \quad \nu(\eta) \rightarrow 0 \quad \text { as } \quad \eta \rightarrow 0
$$

Using this last observation and applying Theorem 3.1 we obtain that

$$
\varliminf_{t \rightarrow \infty} \mu_{\eta}(t) \geq 1-\tilde{\nu}(\eta), \quad \text { where } \quad \tilde{\nu}(\eta) \rightarrow 0 \quad \text { as } \quad \eta \rightarrow 0
$$

Therefore, for all $s>0$ and for all $(x, t) \in\left(K_{\eta}\right)^{c} \times[0, s]$, we have

$$
\begin{equation*}
u(x, t)-u(x, s)-2 \eta(s-t) \leq \tilde{\delta}_{\eta}(t) \tag{4.1}
\end{equation*}
$$

where

$$
\varlimsup_{t \rightarrow \infty} \tilde{\delta}_{\eta}(t) \leq \tilde{\nu}(\eta)
$$

3. Since the family $(u(\cdot, t))_{t \geq 0}$ is compact in $B U C\left(\mathbb{R}^{N}\right)$ and the functions $u(\cdot, t)$ are periodic in $x$ for all $t$, we may consider a subsequence $u\left(\cdot, T_{n}\right)$, with $T_{n} \rightarrow+\infty$, converging uniformly in $\mathbb{R}^{N}$.

The maximum principle for viscosity solutions implies that for any $n, p \in \mathbb{N}$, we have

$$
\begin{equation*}
\left\|u\left(\cdot, T_{n}+\cdot\right)-u\left(\cdot, T_{p}+\cdot\right)\right\|_{L^{\infty}\left(\mathbb{R}^{N} \times(0, \infty)\right)} \leq\left\|u\left(\cdot, T_{n}\right)-u\left(\cdot, T_{p}\right)\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \tag{4.2}
\end{equation*}
$$

It follows from this inequality that $\left(u\left(\cdot, T_{n}+\cdot\right)\right)_{n}$ is a Cauchy sequence in $B U C\left(\mathbb{R}^{N} \times\right.$ $(0, \infty))$ and therefore it converges uniformly to a function $u_{\infty} \in B U C\left(\mathbb{R}^{N} \times(0, \infty)\right)$.
4. Using (4.1) we find, for all $0 \leq t \leq s$ and for all $x \in\left(K_{\eta}\right)^{c}$,

$$
u\left(x, t+T_{n}\right)-u\left(x, s+T_{n}\right)-2 \eta(s-t) \leq \tilde{\delta}_{\eta}\left(t+T_{n}\right)
$$

Letting $n \rightarrow \infty$ and then $\eta \rightarrow 0$ yields, for all $0 \leq t \leq s$ and for all $x \in(K)^{c}$,

$$
\begin{equation*}
u_{\infty}(x, t)-u_{\infty}(x, s) \leq 0 \tag{4.3}
\end{equation*}
$$

i.e., that $u_{\infty}$ is increasing in $t$ for $x \in(K)^{c}$.

On an other hand, step 1 yields that $\left.u\right|_{K}$ converges, uniformly in $x$, as $t \rightarrow \infty$. Hence $u_{\infty}$ is constant in time on $K$.
5. The stability property of viscosity solutions applied to the sequence $\left(u\left(\cdot, T_{n}+\cdot\right)\right)_{n}$ then implies that $u_{\infty}$ is a solution of

$$
\left(u_{\infty}\right)_{t}+H\left(x, D u_{\infty}\right)=0 \quad \text { in } \quad \mathbb{R}^{N} \times(0, \infty)
$$

and, since $u_{\infty}$ is increasing in $t$ for all $x \in \mathbb{R}^{N}$,

$$
H\left(x, D u_{\infty}(\cdot, t)\right) \leq 0 \quad \text { in } \mathbb{R}^{N} \times\{t\} \text { and for all } t>0
$$

Again, the stability implies

$$
H\left(x, D u_{\infty}(\cdot, 0)\right) \leq 0 \quad \text { in } \mathbb{R}^{N}
$$

This last assertion shows that any function in the $\omega$-limit set of $u$ is a subsolution of the stationary equation in $\mathbb{R}^{N}$.
6. The uniform convergence of $u\left(\cdot, T_{n}+\cdot\right)$ to $u_{\infty}$ on $\mathbb{R}^{N} \times(0, \infty)$ yields

$$
\begin{equation*}
-o_{n}(1)+u_{\infty}(x, t) \leq u\left(x, T_{n}+t\right) \leq u_{\infty}(x, t)+o_{n}(1) \quad \text { in } \mathbb{R}^{N} \tag{4.4}
\end{equation*}
$$

Since $u_{\infty} \in B U C\left(\mathbb{R}^{N} \times(0, \infty)\right)$ is increasing with respect to $t$, it follows that $u_{\infty}(\cdot, t) \rightarrow \bar{u}(\cdot)$, uniformly in $x$, as $t \rightarrow \infty$.

Finally, taking the relaxed half-limits $\lim \sup ^{*}$ and $\liminf _{*}$ in $t^{1}$ in (4.4) yields

$$
-o_{n}(1)+\bar{u}(x) \leq \underline{\lim }_{*} u(x) \leq \varlimsup^{*} u(x) \leq \bar{u}(x)+o_{n}(1) \quad \text { in } \mathbb{R}^{N}
$$

[^45]Letting $n \rightarrow+\infty$, we obtain

$$
\underline{\lim }_{*} u=\varlimsup_{\lim }{ }^{*} u=\bar{u} \quad \text { in } \mathbb{R}^{N}
$$

which yields the uniform convergence of $u(\cdot, t)$ to $\bar{u}(\cdot)$ as $t \rightarrow \infty$.
7. Finally, by the stability result, the limit of $u$, as $t \rightarrow \infty$, which we still denote by $\bar{u}$, is a (viscosity) solution of $H(x, D \bar{u})=0$ in $\mathbb{R}^{N}$.

We continue with the following proof.
Proof of Theorem 2.2. 1. For each $\epsilon>0$, we define

$$
w^{\varepsilon}=-\exp \left[-\left(u-\phi_{\varepsilon}\right)\right] .
$$

It is then immediate that

$$
w_{t}^{\epsilon}+F\left(x, w^{\epsilon}, D w^{\epsilon}\right)=0 \quad \text { in } \mathbb{R}^{N} \times(0, \infty)
$$

where, for $x, p \in \mathbb{R}^{N}$ and $w \in \mathbb{R}$,

$$
\begin{equation*}
F(x, w, p)=-w H\left(x,-\frac{p}{w}+D \phi_{\epsilon}(x)\right) . \tag{4.5}
\end{equation*}
$$

After this change of variable, the proof consists essentially in following readily the proof of Theorem 2.1, replacing only the use of Theorem 3.1 by the use of Theorem 3.2.
2. It is straightforward to verify that $F$ satisfies assumptions (H11), (H12), and (H13) of Theorem 3.2. Therefore, for all $\eta>0$, for all $x \in\left(K_{\eta}\right)^{c}$, and for all $t \geq 0$, we have

$$
\begin{equation*}
w_{\epsilon}(x, t)-w_{\epsilon}(x, s)-\eta(s-t) \leq \tilde{\delta}_{\eta}(t) \tag{4.6}
\end{equation*}
$$

where $\tilde{\delta}_{\eta}(t) \rightarrow 0$ as $t \rightarrow+\infty$.
3. The functions $w_{\varepsilon}$ are uniformly bounded, since $u$ is bounded and the $\phi_{\varepsilon}$ 's are uniformly bounded in $\varepsilon$. Since

$$
u(x, t)-u(x, s)=-\log \left(-w_{\epsilon}(x, t)\right)+\log \left(-w_{\epsilon}(x, s)\right)
$$

there exists a constant $\tilde{C}>0$ such that, for all $x \in\left(K_{\eta}\right)^{c}$ and for all $s \geq t$, we have

$$
u(x, t)-u(x, s) \leq \tilde{C}\left[\eta(s-t)+\tilde{\delta}_{\eta}(t)\right]
$$

4. Using this last inequality, the conclusion follows by applying readily the arguments of the proof of Theorem 2.1.
5. Remarks and extensions. A natural question is whether one needs an assumption like, for example, $(\mathrm{H} 4)^{\prime}$, on $H$. The example of the eikonal equation

$$
\begin{equation*}
u_{t}+|D u|=0 \quad \text { in } \mathbb{R}^{N} \times(0,+\infty) \tag{5.1}
\end{equation*}
$$

shows that, if we restrict our attention to convex hamiltonians, (H5)(ii) is not necessary to obtain the convergence. Indeed, in this example, we can apply either the result of [8] or Theorem 2.1, since assumption (H5)(i) holds with $K=\mathbb{R}^{N}$.

The following one-dimensional example shows, however, that, except for equations like (5.1), such an extension does not seem to be possible. Indeed, consider the problem

$$
\begin{cases}u_{t}+\left|u_{x}+\alpha\right|-|\alpha|=0 & \text { in } \mathbb{R} \times(0,+\infty)  \tag{5.2}\\ u(x, 0)=\sin (x) & \text { in } \mathbb{R}\end{cases}
$$

If $\alpha>1$ it is easily checked that the unique viscosity solution of (5.2) is

$$
u(x, t)=\sin (x-t)
$$

which is clearly in $W^{1, \infty}\left(\mathbb{R}^{N} \times(0,+\infty)\right)$ but does not converge as $t \rightarrow+\infty$. For the hamiltonian $H(p)=|p+\alpha|-|\alpha|$, the quantity $H_{p} \cdot p-H$ vanishes for $p$ such that $\alpha(p+\alpha) \geq 0$ and, therefore, it does not satisfy any of the (H4)-type assumptions.

On the contrary, we remark that Theorem 2.2 applies to the equation

$$
u_{t}+\left|u_{x}+\alpha\right|^{2}-|\alpha|^{2}=0 \quad \text { in } \mathbb{R} \times(0,+\infty)
$$

which essentially has the same limiting equation as (5.2), in the sense that both limiting equations have the same viscosity solutions. This example shows that some kind of strict convexity-type property is really playing a role in the asymptotic behavior of the solutions of Hamilton-Jacobi equations.

Typically assumption (H4)' implies that the set $\left\{p \in \mathbb{R}^{N}: H(x, p+q) \leq 0\right\}$ is starshaped. This geometric condition alone does not seem to be sufficient as is shown by (5.2) above. On the other hand, if $H$ is strictly convex and $c_{0}=0$, then any function $F$ which equals $H$ on the set $\{H>0\}$ and is strictly negative on the set $\{H<0\}$ satisfies the assumptions of Theorem 2.1.

Appendix. To prove Theorem 3.1 we need the following.
Lemma A.1. Under the assumptions of Theorem 3.1, the function $\mu_{\eta}$ defined by (3.2) is a viscosity solution of the variational inequality

$$
\begin{equation*}
\max \left(\mu_{\eta}^{\prime}(t)+C \psi(\eta)\left(\mu_{\eta}(t)-1\right), \mu_{\eta}(t)-\chi_{\eta}(t)\right) \geq 0 \quad \text { in }(0,+\infty) \tag{A.1}
\end{equation*}
$$

Assuming for the moment this lemma we proceed with the following.
Proof of Theorem 3.1. 1. The first part of the claim follows from the facts that (A.1) admits a comparison principle and the right-hand side of (3.4) is a solution of the variational inequality (A.1) with initial datum $\mu_{\eta}(0)$.
2. The uniform convergence of $\left.w\right|_{\partial \Omega}$ implies that $\chi_{\eta}(t) \rightarrow 1$ as $t \rightarrow \infty$. Then (3.4) yields that $\mu_{\eta}(t) \rightarrow 1$ as $t \rightarrow \infty$.

It then follows for all $x \in \bar{\Omega}$ and all $s \geq t$ that

$$
\mu_{\eta}(t)(w(x, t)-\phi(x))-w(x, s)+\phi(x)-2 \eta(s-t) \leq 0
$$

and, hence,

$$
w(x, t)-w(x, s)-2 \eta(s-t) \leq \max _{x \in \bar{\Omega}}\left(\left(1-\mu_{\eta}(t)\right)(w(x, t)-\phi(x))\right.
$$

It is now clear that the right-hand side of this last inequality tends to 0 as $t \rightarrow \infty$.

Proof of Lemma A.1. 1. Let $\widetilde{\psi} \in C^{1}((0,+\infty))$ and $t$ be a strict local minimum point of $\mu-\widetilde{\psi}$. Since there is nothing to check if $\mu_{\eta}(t) \geq \chi_{\eta}(t)$, we may assume that $\mu_{\eta}(t)<\chi_{\eta}(t)$, and, in particular, $\mu_{\eta}(t)<1$.
2. For $\varepsilon>0$ and $\alpha>0$ we introduce the function

$$
\Psi^{\varepsilon, \alpha}(x, y, z, t, s)=\frac{w(x, s)-\phi(z)+2 \eta(s-t)}{w(y, t)-\phi(z)}+\frac{|x-y|^{2}}{2 \varepsilon}+\frac{|x-z|^{2}}{2 \varepsilon}-\widetilde{\psi}(t)+\alpha|x|^{2}
$$

Classical arguments from the theory of viscosity solutions (see, for example, Barles [3]) yield that the function $\Psi^{\varepsilon, \alpha}$ achieves its minimum over $\bar{\Omega} \times \bar{\Omega} \times \bar{\Omega} \times\{(\tau, s) \backslash s \geq$ $\tau, \tau \in[t-\delta, t+\delta]\}$ at some point $(\bar{x}, \bar{y}, \bar{z}, \bar{t}, \bar{s})$ (as usual we drop the dependence of $\bar{x}, \bar{y}, \bar{z}, \bar{t}$, and $\bar{s}$ in $\varepsilon$ and $\alpha$ for the sake of simplicity of notations). Moreover, as $(\varepsilon, \alpha) \rightarrow(0,0)$, we have

$$
\begin{align*}
& \text { (i) } \bar{\mu}=\frac{w(\bar{x}, \bar{s})-\phi(\bar{z})+2 \eta(\bar{s}-\bar{t})}{w(\bar{y}, \bar{t})-\phi(\bar{z})} \rightarrow \mu_{\eta}(t) \\
& \text { (ii) } \frac{|\bar{x}-\bar{y}|^{2}}{2 \varepsilon}, \quad \frac{|\bar{x}-\bar{z}|^{2}}{2 \varepsilon} \rightarrow 0, \alpha|\bar{x}|^{2} \rightarrow 0  \tag{A.2}\\
& \text { and } \\
& \text { (iii) } \bar{s}>\bar{t} \text { and } \bar{x}, \bar{y}, \bar{z} \in \Omega \text { for } \varepsilon \text { and } \alpha \text { small enough, }
\end{align*}
$$

with the last point being a consequence of the inequality $\mu_{\eta}(t)<\chi_{\eta}(t)$.
3. Set

$$
\begin{equation*}
P=\frac{1}{\bar{\mu}} \frac{(\bar{y}-\bar{x})}{\varepsilon}(w(\bar{y}, \bar{t})-\phi(\bar{z})) \text { and } Q=\frac{1}{1-\bar{\mu}} \frac{(\bar{z}-\bar{x})}{\varepsilon}(w(\bar{y}, \bar{t})-\phi(\bar{z})) \tag{A.3}
\end{equation*}
$$

The viscosity inequalities for $w(x, s), w(y, t)$, and $\phi$ are

$$
\text { (i) } \quad-2 \eta+H(\bar{x}, \bar{\mu} P+(1-\bar{\mu}) Q+2 \alpha \bar{x}(w(\bar{y}, \bar{t})-\phi(\bar{z}))) \geq 0
$$

(ii) $-\widetilde{\psi}^{\prime}(\bar{t})(w(\bar{y}, \bar{t})-\phi(\bar{z}))-2 \eta \bar{\mu}^{-1}+H(\bar{y}, P) \leq 0$,
and
(iii) $H(\bar{z}, Q) \leq 0$.

Using (A.2(ii)) and (A.2(iii)), we may rewrite (A.4) as

$$
\left\{\begin{array}{l}
\text { (i) }-2 \eta+H(\bar{z}, \bar{\mu} P+(1-\bar{\mu}) Q)+\tilde{n}_{\varepsilon}(\alpha)+\xi(\varepsilon, \alpha) \geq 0  \tag{A.5}\\
\text { (ii) }-\widetilde{\psi}^{\prime}(\bar{t})(w(\bar{y}, \bar{t})-\phi(\bar{z}))-2 \eta \bar{\mu}^{-1}+H(\bar{z}, P)-\xi(\varepsilon, \alpha) \leq 0 \\
\text { and } \\
\text { (iii) } H(\bar{z}, Q) \leq 0
\end{array}\right.
$$

where $\tilde{n}_{\varepsilon}(\alpha) \rightarrow 0$ when $\alpha \rightarrow 0$ if $\varepsilon$ is fixed and $\xi(\varepsilon, \alpha) \rightarrow 0$ when $(\varepsilon, \alpha) \rightarrow(0,0)$.
4. Set

$$
\widetilde{P}=\bar{\mu}(P-Q)
$$

If $\varepsilon$ and $\alpha$ are chosen sufficiently small and $\alpha$ is small compared to $\varepsilon$, then (A.5(i)) yields

$$
H(\bar{z}, \widetilde{P}+Q) \geq \eta
$$

while (A.5(iii)) reads

$$
H(\bar{z}, Q) \leq 0
$$

Moreover, again if $\varepsilon$ and $\alpha$ are chosen small enough, (A.2(i)) implies that $0<\bar{\mu}<1$. Assumption (H4) with $\mu=\bar{\mu}$ then yields

$$
\begin{equation*}
\bar{\mu} H(\bar{z}, P) \geq H(\bar{z}, \widetilde{P}+Q)+\psi(\eta)(1-\bar{\mu}) . \tag{A.6}
\end{equation*}
$$

Dividing (A.5(i)) by $\bar{\mu}$ and subtracting (A.5(ii)) we obtain
(A.7) $\widetilde{\psi}^{\prime}(\bar{t})(w(\bar{y}, \bar{t})-\phi(\bar{z}))+\frac{1}{\bar{\mu}} H(\bar{z}, \widetilde{P}+Q)-H(\bar{z}, P) \geq-\tilde{n}_{\varepsilon}(\alpha)-\xi(\varepsilon, \alpha)\left(\frac{1}{\bar{\mu}}+1\right)$,
and, in view of (A.6),

$$
\begin{equation*}
\widetilde{\psi}^{\prime}(\bar{t})(w(\bar{y}, \bar{t})-\phi(\bar{z}))+\frac{\psi(\eta)(\bar{\mu}-1)}{\bar{\mu}} \geq-\tilde{n}_{\varepsilon}(\alpha)-\xi(\varepsilon, \alpha)\left(\frac{1}{\bar{\mu}}+1\right) \tag{A.8}
\end{equation*}
$$

Dividing by $w(\bar{y}, \bar{t})-\phi(\bar{z}) \geq 1$, and letting $\alpha \rightarrow 0$ and then $\varepsilon \rightarrow 0$ we obtain

$$
\widetilde{\psi}^{\prime}(t)+C \psi(\eta) \frac{\left(\mu_{\eta}(t)-1\right)}{\mu_{\eta}(t)} \geq 0
$$

Since $0 \leq \mu_{\eta}(t) \leq 1$, this reduces to

$$
\widetilde{\psi^{\prime}}(t)+C \psi(\eta)\left(\mu_{\eta}(t)-1\right) \geq 0
$$

We continue with the following proof.
Proof of Theorem 3.2. Since the variational inequality (A.9) below admits a comparison principle, the conclusion follows immediately from the lemma which is stated and proved below.

Lemma A.2. Under the assumptions of Theorem 2.2, the function $M_{\eta}$ defined by (3.6) is a viscosity subsolution of the variational inequality

$$
\begin{equation*}
\min \left[M^{\prime}+\psi(\eta) M, M-X_{\eta}\right] \leq 0 \quad \text { in }(0, \infty) \tag{A.9}
\end{equation*}
$$

Proof. 1. $M_{\eta}$ is clearly positive, as it can be seen by letting $s=t$, uniformly continuous, and bounded, since $w \in B U C\left(\mathbb{R}^{N} \times(0, \infty)\right)$.
2. Let $\Phi \in C^{1}((0, \infty))$ and assume that $\tau$ is a local maximum point of $M_{\eta}-\Phi$ in $[\tau-\delta, \tau+\delta]$ for some $\delta>0$. Since there is nothing to show if $M_{\eta}(\tau) \leq X_{\eta}(\tau)$, we may assume that $M_{\eta}(\tau)>X_{\eta}(\tau) \geq 0$.
3. Consider, for $x, y \in \mathbb{R}^{N}, t \in[\tau-\delta, \tau+\delta]$, and $s \geq t$, the function

$$
\Psi^{\varepsilon, \alpha}(x, y, t, s)=w(x, t)-w(y, s)-\frac{|x-y|^{2}}{2 \varepsilon^{2}}-2 \eta(s-t)-\alpha\left(|x|^{2}+|y|^{2}\right)-\Phi(t)
$$

Classical arguments from the theory of viscosity solutions yield (see [3]) that the function $\Psi^{\varepsilon, \alpha}$ achieves its maximum at some point $(\bar{x}, \bar{y}, \bar{t}, \bar{s})$ and that, when $(\varepsilon, \alpha) \rightarrow$ $(0,0)$,
(i) $\Psi^{\varepsilon, \alpha}(\bar{x}, \bar{y}, \bar{t}, \bar{s}) \rightarrow M_{\eta}(\tau)$,
(ii) $\alpha\left(|\bar{x}|^{2}+|\bar{y}|^{2}\right) \rightarrow 0, \frac{|\bar{x}-\bar{y}|^{2}}{\varepsilon^{2}} \rightarrow 0$,
(iii) $w(\bar{x}, \bar{t})-w(\bar{y}, \bar{s})>M_{\eta}(\bar{t})$,
and
(iv) $\bar{x}, \bar{y} \in \Omega$ and $|\bar{t}-\bar{s}|>0$, for $(\varepsilon, \alpha)$ small, since $M_{\eta}(\tau)>X_{\eta}(\tau) \geq 0$.
Using (H12) and (H13) we may rewrite the viscosity inequalities

$$
\Phi^{\prime}(\bar{t})-2 \eta+F(\bar{x}, w(\bar{x}, \bar{t}), p+2 \alpha \bar{x}) \leq 0 \text { and }-2 \eta+F(\bar{y}, w(\bar{y}, \bar{s}), p-2 \alpha \bar{y}) \geq 0,
$$

where $p=\frac{(\bar{x}-\bar{y})}{\varepsilon^{2}}$ as
(A.11) $\left\{\begin{array}{l}\text { (i) } \Phi^{\prime}(\bar{t})-2 \eta+F(\bar{x}, w(\bar{x}, \bar{t}), \bar{p})+\tilde{n}_{\varepsilon}(2 \alpha|\bar{x}|) \leq 0 \\ \text { and } \\ \text { (ii) }-2 \eta+F(\bar{x}, w(\bar{y}, \bar{s}), \bar{p})+m_{R}(|\bar{x}-\bar{y}|(1+|p|))+\tilde{n}_{\varepsilon}(2 \alpha|\bar{y}|) \geq 0 .\end{array}\right.$

Using (A.10(ii)) we obtain that $F(\bar{x}, w(\bar{y}, \bar{s}), \bar{p})>\eta$ for $\alpha$ and $\varepsilon$ small enough. Since $w(\bar{x}, \bar{t}) \geq w(\bar{y}, s)$, using sufficiently small $\varepsilon$ and $\alpha$ in (A.10(iii)) and (H10), yields

$$
F(\bar{x}, w(\bar{x}, \bar{t}), \bar{p})-F(\bar{x}, w(\bar{y}, \bar{s}), \bar{p}) \geq \psi(\eta)(w(\bar{x}, \bar{t})-w(\bar{y}, \bar{s})) \geq \psi(\eta) M_{\eta}(\bar{t}) .
$$

Finally, subtracting (A.11(ii)) for (A.11(i)) we obtain

$$
\Phi^{\prime}(\bar{t})+\psi(\eta) M_{\eta}(\bar{t})+\tilde{n}_{\varepsilon}(\alpha)+\widetilde{m}(\varepsilon) \leq 0,
$$

and we conclude, letting first $\alpha \rightarrow 0$ and then $\varepsilon \rightarrow 0$.

## REFERENCES

[1] M. Arisawa, Ergodic problem for the Hamilton-Jacobi-Bellman equation. I. Existence of the ergodic attractor, Ann. Inst. H. Poincaré Anal. Non Linéaire, 14 (1997), pp. 415-438.
[2] M. Arisawa, Ergodic problem for the Hamilton-Jacobi-Bellman equation. II, Ann. Inst. H. Poincaré Anal. Non Linéaire, 15 (1998), pp. 1-24.
[3] G. Barles, Asymptotic behavior of viscosity solutions of first-order Hamilton-Jacobi equations, Ricerche Mat., 34 (1985), pp. 227-260.
[4] G. Barles, Solutions de viscosité des équations de Hamilton-Jacobi, Math. Appl. 17, SpringerVerlag, Paris, 1994.
[5] A. Fathi, Sur la convergence du semi-groupe de Lax-Oleinik, C. R. Acad. Sci. Paris Sér. I Math., 327 (1998), pp. 267-270.
[6] P.-L. Lions, Generalized Solutions of Hamilton-Jacobi Equations, Pitman, Boston, MA, 1982.
[7] P.-L. Lions, G. Papanicolaou, and S. R. S. Varadhan, Homogenization of Hamilton-Jacobi Equations, preprint.
[8] G. Namah and J. M. Roquejoffre, Remarks on the long time behavior of the solutions of Hamilton-Jacobi Equations, Comm. Partial Differential Equations, 24 (1999), pp. 883-893.
[9] J. M. Roquejoffre, Comportement asymptotique des solutions d'équations de HamiltonJacobi monodimensionnelles, C. R. Acad. Sci. Paris Sér. I Math., 326 (1998), pp. 185-189.
[10] J. M. Roquejoffre, Convergence to Steady States or Periodic Solutions in a Class of Hamilton-Jacobi Equations, preprint.

# THE SHAPE OF THE TALLEST COLUMN: CORRECTED* 

STEVEN J. COX ${ }^{\dagger}$ AND C. MAEVE MCCARTHY ${ }^{\ddagger}$


#### Abstract

Our summary of the work of Keller and Niordson (J. Math. Mech. 16, pp. 433-446, 1966) was inaccurate. We offer a correction.


Key words. isolated eigenvalue, continuous spectrum

AMS subject classifications. 35L15, 49J99, 73H05

PII. S0036141099354958
Our criticism [1] of the work of Keller and Niordson [2] was not accurate. Following Proposition 2.1 on page 549 of [1] we stated that "Keller and Niordson's calculation of $c=\lambda_{1} / 24$ suggests that their design gives rise to an isolated eigenvalue, $\lambda_{1}=24 c$, just below the continuous spectrum." We followed this statement with the misrepresentation "Their result, however, was predicated on the false assumption that (2.4) possessed a purely discrete spectrum." We wish to replace this statement with "Their result, however, assumed the existence, that cannot be taken for granted, of such an isolated eigenvalue for $a$ in a neighborhood of the optimal design." We regret the misrepresentation.
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#### Abstract

We consider strictly hyperbolic systems of conservation laws whose characteristic fields are not genuinely nonlinear, and we introduce a framework for the nonclassical shocks generated by diffusive or diffusive-dispersive approximations. A nonclassical shock does not fulfill the Liu entropy criterion and turns out to be undercompressive.

We study the Riemann problem in the class of solutions satisfying a single entropy inequality, the only such constraint available for general diffusive-dispersive approximations. Each nongenuinely nonlinear characteristic field admits a two-dimensional wave set, instead of the classical one-dimensional wave curve. In specific applications, these wave sets are narrow and resemble the classical curves. We find that even in strictly hyperbolic systems, nonclassical shocks with arbitrarily small amplitudes occur. The Riemann problem can be solved uniquely using nonclassical shocks, provided an additional constraint is imposed: we stipulate that the entropy dissipation across any nonclassical shock be a given constitutive function. We call this admissibility criterion a kinetic relation, by analogy with similar laws introduced in material science for propagating phase boundaries. In particular, the kinetic relation may be expressed as a function of the propagation speed. It is derived from traveling waves and, typically, depends on the ratio of the diffusion and dispersion parameters.
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1. Introduction. In this paper, we consider discontinuous solutions to hyperbolic systems of conservation laws that do not fulfill the classical entropy criteria, carrying over to systems the discussion we initiated in [22] for scalar equations with nonconvex fluxes. We develop a framework for the existence and uniqueness of the nonclassical shock waves that arise as limits of diffusive-dispersive approximations. It is natural to constrain the solutions to the hyperbolic system with an entropy inequality for a single, strictly convex entropy pair. This condition is weaker than the Liu [41] entropy criterion.

A nonclassical shock is defined as one that does not satisfy the Liu criterion. It turns out that such a shock is undercompressive: the number of characteristics impinging on the discontinuity is smaller than that imposed by the (classical) Lax shock inequalities. Such waves are underdetermined (in the sense of linear analysis) and sensitive to the form of the diffusive-dispersive mechanism.

The focus of this work is on strictly hyperbolic systems where one (or more) characteristic field lacks genuine nonlinearity, such as those describing the dynamics of elastic materials or magnetic fluids. A key observation is that undercompressive shocks may arise for such systems through balanced diffusive and dispersive mechanisms: this

[^47]is the case even for shocks having arbitrary small amplitude. We concentrate here on the Riemann problem which is fundamental in the theory of conservation laws. A typical Riemann solution combines classical (shock and rarefaction) waves and nonclassical shocks. The numerical analysis of nonclassical shocks is investigated in a companion paper [23].

We build here upon extensive activity on undercompressive waves for nonstrictly hyperbolic systems and systems with change of type. In the examples studied in the literature, the undercompressive waves have finite strength; they were found to be necessary in order to solve the Riemann problem and, therefore, reflect a property of the flux-function of the system. We refer the reader to Azevedo et al. [3], Freistühler [18], Isaacson, Marchesin, and Plohr [28], Isaacson et al. [27], Keyfitz [31], Liu and Zumbrun [46, 47], Schecter and Shearer [52], Slemrod [59], and the references therein.

The basic concepts and the analysis of the traveling waves associated with such nonstandard discontinuities and a resolution of the Riemann problem for some mathematical models can be also found in $[28,32,44,45,58]$. The large-time asymptotic stability of under- or overcompressive shocks (the number of impinging characteristics in the latter is larger) is proven in [19, 43, 46, 47]. Liu and Zumbrun observe [47] that, for undercompressive shocks, the asymptotic state for large times cannot be determined solely from the mass of the initial perturbation, but must also take into account the diffusive effects of a parabolic augmented system of equations.

Several examples from continuum mechanics are known to exhibit undercompressive shocks. The system of magnetohydrodynamics lacks both genuine nonlinearity and strict hyperbolicity (Brio and $\mathrm{Wu}[5]$ ). It has been observed numerically, as well as analytically, that nonstandard shock waves not fulfilling the classical entropy criteria arise with certain approximations.

MHD shocks may be either undercompressive or overcompressive. Those shocks are called nonstandard or intermediate in the MHD literature and are critical to the understanding of important phenomena such as the effect of the solar wind (Wu [63]). For various results on the Riemann problem for a rotationally invariant model in MHD, we refer to [4, 6, 8, 17, 32, 65]. See also [21] for another model. There is also an extensive literature on phase boundaries in materials admitting phase transformations of the austenite-martensite type. When the stress-strain relation for a material is decreasing on an interval, the system of elastodynamics is of the hyperbolic-elliptic type. Propagating phase boundaries are still another example of undercompressive waves. They are fundamental to understanding phase transformation processes. See $[15,26,56,57,59]$ as well as $[1,2,38,61,62]$. See also [48] for a general review on the nonlinear waves arising in fluids and materials, with or without phase transitions.

A pioneering study of the effect of vanishing diffusion and dispersion terms in scalar conservation laws can be found in Schonbek [53] using the compensated compactness method. She proved a convergence theorem toward weak solutions. LeFloch and Natalini [39] used the concept of measure-valued solution and established convergence results assuming that the diffusion dominates the dispersion.

The works by Wu [64] and Jacobs, McKinney, and Shearer [30] established the first existence result of undercompressive shocks for the modified KdV-Burgers equation and motivated us in [22].

The present series of papers $[22,23]$ is intended as a contribution toward unifying ideas behind some of the above works. We pursue a better understanding of simple
models giving rise to undercompressive shocks. Deriving entropy criteria for their selection is one of the main challenges in the field. The classical criteria developed by Dafermos [10, 11, 12], Lax [34, 35], Liu [41, 42], Oleinik [50], etc., cannot be applied directly. In contrast to previous works, we focus here primarily on strictly hyperbolic systems having nongenuinely nonlinear characteristic fields.

Given a strictly convex entropy pair, we first endeavor to describe the set of all solutions to the Riemann problem that satisfy a single entropy inequality. Allowing nonclassical shocks leads to a lack of uniqueness for the Riemann problem and a multiparameter family of solutions can be constructed. Our construction is an extension to Liu's theorem on the resolution of the Riemann problem which was based on what is now called the Liu criterion. This analysis provides a complete description of all the Riemann solutions generated by any diffusive-dispersive approximation compatible with a given entropy pair (section 2). We observe that characterizing limits of approximate sequences of solutions to hyperbolic systems via pointwise relations on the propagating discontinuities in the limiting solution may not be possible in the most general situation (see, for instance, Glimm [20] and LeFloch and Tzavaras [40]). In this regard, our analysis is pertinent toward describing the set of all possible such limits. In our presentation, pointwise constraints are added afterward.

Next we investigate a way of selecting a unique nonclassical solution. We propose to make the selection based on the entropy dissipation, which is a fundamental quantity from both mathematical and physical standpoints. We stipulate that the entropy dissipation of a nonclassical shock be a given function, the "kinetic function." It may be assumed, for instance, that the kinetic function depends only on the speed of the nonclassical shock. We call such an admissibility criterion a kinetic relation by analogy with similar laws introduced in material science.

Therefore this generalizes to strictly hyperbolic systems the notion of kinetic relation known for the hyperbolic-elliptic system of phase transitions (Abeyaratne and Knowles [1, 2] and Truskinovsky [61, 62]; see also LeFloch [38]) and for nonconvex scalar conservation laws (Hayes and LeFloch [22] and Kulikovsky [33]). The paper by Truskinovsky [62] includes a review of these issues in material science.

In section 2, we construct a unique solution to the Riemann problem in the class of nonclassical solutions when the kinetic relation is enforced. For some Riemann data choosing between the classical solution and the nonclassical one may be still necessary (see section 2). When a specific augmented system including diffusive/dispersive effects is provided, the entropy dissipation and therefore the kinetic function can be determined. Small-scale effects neglected in the mathematical modeling at the hyperbolic level are essential to understanding the behavior of nonclassical shocks. The kinetic function can be obtained from the equation of the traveling wave solutions associated with the diffusive-dispersive model.

Classical and nonclassical shock are very different in nature. The classical shocks are associated with the continuum spectrum of the traveling wave equation and the nonclassical shocks with its discrete spectrum. Typically, given a (left) state, and restricting attention to a given wave family, there exists a one-parameter family of right states that can be attained with a classical shock, but a single right state can be attained by a nonclassical shock.

In several systems arising in the applications in continuum mechanics, the entropy dissipation is related to the total energy and may be viewed as a force driving the propagation of the nonclassical propagating discontinuities. We also consider here the Riemann problems with large amplitude for two specific examples of interest: a sys-
tem from nonlinear elastodynamics based on a nonconvex strain-stress law, which is a strictly hyperbolic system with two nongenuinely nonlinear fields (sections 3 and 4), and a model from magnetohydrodynamics, which has an umbilic point and one linearly degenerate characteristic field (section 5). In these examples we demonstrate numerically that certain diffusive-dispersive approximations generate nonclassical shocks.

The kinetic relation may be used in the design of a numerical scheme consistent with the underlying regularization, avoiding the (costly) resolution of small-scale effects. Hou, LeFloch, and Rosakis [25] proposed recently, for computing propagating phase boundaries in a two-dimensional plate, a consistent method based on the level set formulation. For difference schemes generating nonclassical shocks, one can consult [23, 24].

## 2. A framework for nonclassical shocks in systems.

2.1. Preliminaries. Here we shall motivate the definition of nonclassical solution. Consider a system of hyperbolic conservation laws:

$$
\begin{equation*}
\partial_{t} u+\partial_{x} f(u)=0, \quad u(x, t) \in \mathcal{U}, \tag{2.1}
\end{equation*}
$$

where $\mathcal{U}$ is a convex and open subset of $\mathbb{R}^{N}$ and the flux-function $f: \mathcal{U} \rightarrow \mathbb{R}^{N}$ is a smooth mapping. We assume that the system is endowed with a strictly convex entropy pair $(U, F)$; that is, $\nabla F^{T}=\nabla U^{T} D f$ and $\nabla^{2} U(u) \geq C I d$ with $C>0$. This, in particular, implies that the system is hyperbolic, although not necessarily strictly hyperbolic.

Suppose that the "good" solutions to (2.1) according to some underlying physical interpretation are to be obtained as limits of a diffusive-dispersive approximation scheme of the form

$$
\begin{equation*}
\partial_{t} u_{\epsilon}+\partial_{x} f\left(u_{\epsilon}\right)=\epsilon \partial_{x}\left(B_{1}\left(u_{\epsilon}\right) \partial_{x} u_{\epsilon}\right)+\epsilon^{2} \partial_{x}\left(B_{2}\left(u_{\epsilon}\right) \partial_{x x} u_{\epsilon}\right) \tag{2.2}
\end{equation*}
$$

as $\epsilon \rightarrow 0(\epsilon>0)$. When $B_{1}$ and $B_{2}$ are $N \times N$ matrix-valued functions, the regularization (2.2) (together with the conditions (2.3) below) describes one large class of systems, which includes the examples in the applications we will be interested in. (The important issue of the existence of a solution $u_{\epsilon}$ satisfying (2.2) is out of the scope of the present paper.)

We shall say that the pair $(U, F)$ is compatible with the approximation scheme (2.2) if the following conditions hold:

- The first term in the right-hand side of (2.2) is dissipative for the entropy $U$, in the sense that

$$
\begin{equation*}
\nabla^{2} U(v) B_{1}(v) \text { is a positive matrix for all } v \in \mathcal{U} \tag{2.3i}
\end{equation*}
$$

- The second term in (2.2) is conservative for $U$, in the sense that there exist $N \times N$ matrix-valued functions $B_{3}$ and $B_{4}$ such that

$$
\begin{equation*}
\partial_{x} v^{T} \nabla^{2} U(v)^{T} B_{2}(v) \partial_{x x} v=\partial_{t}\left(\partial_{x} v^{T} B_{3}(v) \partial_{x} v\right)+\partial_{x}\left(\partial_{x} v^{T} B_{4}(v) \partial_{x} v\right) \tag{2.3ii}
\end{equation*}
$$

for any solution $v: \mathbb{R} \times \mathbb{R}_{+} \rightarrow \mathcal{U}$ to (2.2), and

$$
\begin{equation*}
B_{3}(v) \text { is a nonnegative matrix for all } v \in \mathcal{U} \tag{2.3iii}
\end{equation*}
$$

Note in passing that trivial linear entropies always satisfy (2.3) but are of no use for our purpose of selecting solutions to (2.1). When (2.3) holds and $\partial_{x} u_{\epsilon}$ vanishes at
infinity, one can (formally) derive from (2.2) an entropy inequality. Indeed we obtain

$$
\begin{aligned}
\partial_{t}\left(U\left(u_{\epsilon}\right)+\right. & \left.\epsilon^{2} \partial_{x} u_{\epsilon}^{T} B_{3}\left(u_{\epsilon}\right) \partial_{x} u_{\epsilon}\right)+\partial_{x} F\left(u_{\epsilon}\right) \\
= & \epsilon \partial_{x}\left(\nabla U\left(u_{\epsilon}\right)^{T} B_{1}\left(u_{\epsilon}\right) \partial_{x} u_{\epsilon}\right)-\epsilon \partial_{x} u_{\epsilon} \nabla^{2} U\left(u_{\epsilon}\right) B_{1}\left(u_{\epsilon}\right) \partial_{x} u_{\epsilon} \\
& +\epsilon^{2} \partial_{x}\left(\nabla U\left(u_{\epsilon}\right)^{T} B_{2}\left(u_{\epsilon}\right) \partial_{x x} u_{\epsilon}\right)-\epsilon^{2} \partial_{x}\left(\partial_{x} u_{\epsilon} B_{4}\left(u_{\epsilon}\right) \partial_{x} u_{\epsilon}\right),
\end{aligned}
$$

which yields the balance law

$$
\begin{align*}
\int_{\mathbb{R}} U\left(u_{\epsilon}(t)\right) d x & +\epsilon^{2} \int_{\mathbb{R}} \partial_{x} u_{\epsilon}(t)^{T} B_{3}\left(u_{\epsilon}(t)\right) \partial_{x} u_{\epsilon}(t) d x \\
& +\epsilon \int_{0}^{t} \int_{\mathbb{R}} \partial_{x} u_{\epsilon}^{T} \nabla^{2} U\left(u_{\epsilon}\right) B_{1}\left(u_{\epsilon}\right) \partial_{x} u_{\epsilon} d x d s  \tag{2.4}\\
& =\int_{\mathbb{R}} U\left(u_{\epsilon}(0)\right) d x+\epsilon^{2} \int_{\mathbb{R}} \partial_{x} u_{\epsilon}(0)^{T} B_{3}\left(u_{\epsilon}(0)\right) \partial_{x} u_{\epsilon}(0) d x
\end{align*}
$$

for all $t \geq 0$ and an entropy inequality for $u=\lim _{\epsilon \rightarrow 0} u_{\epsilon}$ of

$$
\begin{equation*}
\partial_{t} U(u)+\partial_{x} F(u) \leq 0 \tag{2.5}
\end{equation*}
$$

We observe that

- an arbitrary entropy for (2.1) need not be compatible with the given regularization (2.2), and the inequality (2.5) need not hold for an arbitrary entropy;
- the estimate (2.4) provides an a priori control on $u_{\epsilon}$ and its derivatives, which may be used to apply the compensated compactness method, at least if $N \leq 2$. When the latter applies the sequence $u_{\epsilon}$ is shown to converge to a weak solution to (2.1), (2.5). See $[53,22]$ and sections 4 and 5 of this paper.

As an illustration, consider the case of a scalar equation $(N=1)$ and

$$
\begin{equation*}
\partial_{t} u_{\epsilon}+\partial_{x} f\left(u_{\epsilon}\right)=\epsilon \partial_{x x} u_{\epsilon}+\alpha \epsilon^{2} \partial_{x x x} u_{\epsilon} \tag{2.6}
\end{equation*}
$$

where $\alpha$ is a real parameter. It is easily checked that the conditions (2.3) hold for $U(u)=u^{2}$ with $B_{1}=1, B_{2}=\alpha, B_{3}=\alpha / 2$, and $B_{4}=0$. The estimate (2.4) reduces to

$$
\begin{equation*}
\int_{\mathbb{R}} u_{\epsilon}(t)^{2} d x+2 \epsilon \int_{0}^{T} \int_{\mathbb{R}}\left|\partial_{x} u_{\epsilon}\right|^{2} d x d s=\int_{\mathbb{R}} u_{\epsilon}(0)^{2} d x \tag{2.7}
\end{equation*}
$$

and we get the inequality

$$
\partial_{t} U(u)+\partial_{x} F(u) \leq 0, \quad F^{\prime}(u):=u f^{\prime}(u)
$$

Observe that, for nonquadratic entropies, (2.3) is generally violated and the inequality (2.5) does not hold, as was pointed out in Hayes and LeFloch [22].

The scaling in (2.6) is important. The diffusion dominant regularization

$$
\begin{equation*}
\partial_{t} u_{\epsilon}+\partial_{x} f\left(u_{\epsilon}\right)=\epsilon \partial_{x x} u_{\epsilon}+\delta \partial_{x x x} u_{\epsilon} \tag{2.8}
\end{equation*}
$$

with $\delta=o\left(\epsilon^{2}\right)$ would bring us back to the classical theory of conservation laws, while the dispersion dominant case (2.8) with $\epsilon^{2}=o(\delta)$ is the subject of the Lax-Levermore theory $[36,37]$. Limiting solutions in the latter case are not weak solutions to (2.1).

This motivates us to constrain the solutions to (2.1) with the single entropy inequality (2.5). Not surprisingly, when one characteristic field (or more) of the system
(2.1) is not genuinely nonlinear, the entropy inequality will be shown to be too lax to guarantee uniqueness even for the Riemann problem. The forthcoming analysis is built upon this elementary observation.

Our analysis in [22] of the nonclassical shocks for scalar conservation laws relied on the violation of the Oleinik criterion. For systems we shall say that a shock is classical if it satisfies the Liu criterion. Definition 2.1 restates this concept.

Definition 2.1. A propagating discontinuity is called a nonclassical shock when it satisfies the entropy inequality (2.5) but does not fulfill the Liu entropy criterion (see (2.18) below).
2.2. Nonclassical Riemann solutions. We now study the Riemann problem for nongenuinely nonlinear systems.

- Liu has constructed a unique entropy solution to the Riemann problem for such systems [41, 42]. In his construction, every shock satisfies what is now called the Liu criterion. This is described in Lemma 2.3.
- When a single entropy inequality is used, the class of admissible solutions is larger (Lemma 2.5) and undercompressive shocks are found near a curve where genuine nonlinearity breaks down (see Lemma 2.4).
- We construct a multiparameter family of solutions to the Riemann problem in Theorem 2.6. In our construction, there are two analogous cases corresponding to a minimum or a maximum of the wave speed at the point where genuine nonlinearity is lost.

This extends Liu's construction to encompass all possible limits of diffusivedispersive approximations compatible with a given entropy pair $(U, F)$. A further admissibility criterion will be necessary to ensure uniqueness of the entropy solution. This will be developed in subsection 2.3.

REmARK 2.2. Liu's criterion is consistent with the regularization (2.2) with $B_{1}(u)=I$ and $B_{2}(u)=0$. The latter regularization happens to be compatible with any convex entropy to (2.1) since, then, (2.3i) is equivalent to the convexity assumption on $U$ and (2.3ii) and (2.3iii) are trivially satisfied. Henceforth the inequalities (2.5) in this particular case hold for all convex entropy pairs. However, the Liu criterion need not be satisfied by limits of more general diffusive approximations or by diffusive-dispersive ones.

We now assume that $\mathcal{U}:=B\left(u_{*}, R\right)$ is a ball with center $u_{*}$ and radius $R>0$, and, for each $u$ and $u^{\prime}$ in $\mathcal{U}$, the matrix $A\left(u, u^{\prime}\right):=\int_{0}^{1} D f\left(m u+(1-m) u^{\prime}\right) d m$ admits $N$ real and distinct eigenvalues $\bar{\lambda}_{1}\left(u, u^{\prime}\right)<\bar{\lambda}_{2}\left(u, u^{\prime}\right)<\cdots<\bar{\lambda}_{N}\left(u, u^{\prime}\right)$ and corresponding basis of right eigenvectors $\bar{r}_{j}\left(u, u^{\prime}\right)$ and left eigenvectors $\bar{l}_{j}\left(u, u^{\prime}\right)$. Throughout this section we normalize the basis so that $\bar{l}_{j}\left(u, u^{\prime}\right) \cdot \bar{r}_{j}\left(u, u^{\prime}\right)=\delta_{i j}$.

It is assumed that the wave speeds $\lambda_{j}\left(u, u^{\prime}\right)$ are strictly separated in the sense that there exist disjoint intervals $\left[\lambda_{j}^{\min }, \lambda_{j}^{\max }\right], j=1,2, \ldots, N$, such that

$$
\begin{equation*}
\lambda_{j}^{\min }<\bar{\lambda}_{j}\left(u, u^{\prime}\right)<\lambda_{j}^{\max } \tag{2.9}
\end{equation*}
$$

for all $u, u^{\prime} \in \mathcal{U}$. We also set $\lambda_{j}(u):=\bar{\lambda}_{j}(u, u), r_{j}(u):=\bar{r}_{j}(u, u)$, and $l_{j}(u):=\bar{l}_{j}(u, u)$. When (2.1) is strictly hyperbolic, the condition (2.9) is satisfied if $\mathcal{U}$ is a sufficiently small neighborhood of $u_{*}$.

We are interested in systems admitting $N-P$ genuinely nonlinear characteristic fields and $P \leq N$ nongenuinely nonlinear characteristic fields. In the latter case the scalar-valued function $u \rightarrow \nabla \lambda_{j}(u) \cdot r_{j}(u)$ does not keep a constant sign. We assume that there is a subset with $P$ elements, $\mathbf{P} \subset\{1,2, \ldots, N\}$ such that, for $j \notin \mathbf{P}$,
$\nabla \lambda_{j}(u) \cdot r_{j}(u)>0$ for all $u$ (after suitable normalization of the eigenvectors), and for $j \in \mathbf{P}$, the set

$$
\mathcal{M}_{j}=\left\{u \in \mathcal{U} \mid \nabla \lambda_{j}(u) \cdot r_{j}(u)=0\right\}
$$

is a smooth affine manifold with dimension $N-1$ containing the point $u_{*}$. For simplicity in the presentation we do not include linearly degenerate fields.

We denote by $\mu_{j}(u)$ a scalar-valued function satisfying $\nabla \mu_{j} \cdot r_{j} \equiv 1$. When the $j$-field is genuinely nonlinear, one takes $\mu_{j}(u)=\lambda_{j}(u)$. The function $\mu_{j}$ will be used to parameterize the wave curves. We assume that $\mu_{j}$ can be chosen such that

$$
\mu_{j}(u)=0 \quad \text { iff } \quad \nabla \lambda_{j}(u) \cdot r_{j}(u)=0,
$$

and either

$$
\begin{equation*}
\text { Case A: } \mu_{j}(u) \quad \text { and } \quad \nabla \lambda_{j}(u) \cdot r_{j}(u) \quad \text { have the same sign, } \tag{2.10a}
\end{equation*}
$$

or

$$
\begin{equation*}
\text { Case B: } \mu_{j}(u) \quad \text { and } \quad \nabla \lambda_{j}(u) \cdot r_{j}(u) \quad \text { have the opposite sign. } \tag{2.10b}
\end{equation*}
$$

In particular $\nabla \lambda_{j} \cdot r_{j}$ changes sign across $\mathcal{M}_{j}$. In Case A, $\mu_{j}(u)=0$ is associated with a minimum of the wave speed, while in Case B it is associated with a maximum. In the scalar case, (2.10a) means that there is a state $u_{*}$ such that the function $f$ is strictly concave for $u<u_{*}$ and strictly convex for $u>u_{*}$. Typical examples are $f(u)=u^{3}$ in the case (2.10a) and $f(u)=-u^{3}$ in the case (2.10b); in both cases one can choose $\mu(u)=u$. As we will see, the cases (2.10a) and (2.10b) lead to wave curves with different properties.

The Riemann problem, (2.1) with initial data

$$
u(x, 0)= \begin{cases}u_{l} & \text { for } x<0,  \tag{2.11}\\ u_{r} & \text { for } x>0,\end{cases}
$$

and $u_{r}$ and $u_{l}$ fixed in $\mathcal{U}$, plays an important role in the theory of hyperbolic conservation laws. Since the problem is invariant under the transformation $(x, t) \rightarrow(\beta x, \beta t)$ (with $\beta>0$ ), it is natural to search for self-similar solutions depending only on $x / t$. We now define the one-parameter families of shock and rarefaction waves to be used as building blocks in the resolution of the Riemann problem.

Given a state $u_{0} \in \mathcal{U}$ and $j=1,2, \ldots, N$, let $\mathcal{O}_{j}\left(u_{0}\right)=\left\{v_{j}\left(\epsilon_{j} ; u_{0}\right) \in \mathcal{U}\right\}$ be the integral curve of the vector field $r_{j}$ issued from $u_{0}$, so that

$$
\begin{equation*}
\frac{d v_{j}}{d \epsilon_{j}}\left(\epsilon_{j} ; u_{0}\right)=r_{j}\left(v_{j}\left(\epsilon_{j} ; u_{0}\right)\right), \quad v_{j}\left(\epsilon_{j, 0} ; u_{0}\right)=u_{0} \tag{2.12}
\end{equation*}
$$

Note that $r_{j}\left(u_{0}\right)$ is the tangent vector of the curve $\mathcal{O}_{j}\left(u_{0}\right)$ at the point $u_{0}$. Using the normalization of the function $\mu_{j}$, one checks that

$$
\mu_{j}\left(v_{j}\left(\epsilon_{j} ; u_{0}\right)\right)=\epsilon_{j} ;
$$

therefore there should be no confusion in using the notation $m u_{j}=\epsilon_{j}$. In other words, $\mu_{j}$ is viewed as both a function of $u$ and as a parameter along the wave curves.

We also consider the Hugoniot locus

$$
\begin{equation*}
\mathcal{H}_{j}\left(u_{0}\right):=\left\{w \mid-s\left(w-u_{0}\right)+f(w)-f\left(u_{0}\right)=0\right\} . \tag{2.13}
\end{equation*}
$$

The Rankine-Hugoniot relation is equivalent to saying that there exists an index $j$ and a scalar-valued coefficient $\alpha\left(u_{0}, w\right)$ such that

$$
\begin{equation*}
w-u_{0}=\alpha\left(u_{0}, w\right) \bar{r}_{j}\left(u_{0}, w\right), \quad s=\bar{\lambda}_{j}\left(u_{0}, w\right) . \tag{2.14}
\end{equation*}
$$

By the implicit function theorem, the Hugoniot set decomposes (locally near $u_{0}$, at least) into $N$ Hugoniot curves $\mathcal{H}_{j}\left(u_{0}\right)=\left\{w_{j}\left(\mu_{j} ; u_{0}\right) \in \mathcal{U}\right\}$, passing through $u_{0}$ and having the tangent vector $r_{j}\left(u_{0}\right)$ at $u_{0}$. Since $\nabla \mu_{j} \cdot r_{j}>0$, the coefficient $\alpha\left(u_{0}, w_{j}\right)$ in (2.14) has the same sign as that of $\mu_{j}\left(w_{j}\right)-\mu_{j}\left(u_{0}\right)$. Along the $j$-curve, the shock speed satisfies

$$
\begin{equation*}
\bar{\lambda}_{j}\left(u_{0}, w_{j}\right)=\lambda_{j}\left(u_{0}\right)+\frac{\mu_{j}}{2} \nabla \lambda_{j}\left(u_{0}\right) \cdot r_{j}\left(u_{0}\right)+O\left(\mu_{j}^{2}\right) . \tag{2.15}
\end{equation*}
$$

Taking a suitable subset $B\left(u_{*}, R^{\prime}\right)$ of $\mathcal{U}=B\left(u_{*}, R\right)$ if necessary, one can assume that the curves $\mathcal{O}_{j}\left(u_{0}\right)$ and $\mathcal{H}_{j}\left(u_{0}\right)$ extend up to the boundary of $\mathcal{U}$. Furthermore we assume that, for $j \in \mathbf{P}$, these curves are transverse to the manifold $\mathcal{M}_{j}$ : each Hugoniot curve and each integral curve intersect the manifold at exactly one point. Observe that when $R$ is small enough, it is sufficient to assume that the vector field $r_{j}$ is transverse to the manifold $\mathcal{M}_{j}$. Our construction here applies, however, to the case that $R$ is not necessarily small. The tranversality assumption implies that, for $j \in \mathbf{P}$, the wave speed $\mu_{j} \rightarrow \lambda_{j}\left(v_{j}\left(\mu_{j} ; u_{0}\right)\right)$ has exactly one critical point along each integral curve. It will be checked in Lemma 2.3 below that, for $j \in \mathbf{P}$, the shock speed $\mu_{j} \rightarrow \bar{\lambda}_{j}\left(u_{0}, w_{j}\left(\mu_{j} ; u_{0}\right)\right)$ also admits (at most) one critical point along the Hugoniot curve.

Finally we introduce another assumption about the Hugoniot curve, for all $w_{j}\left(\mu_{j} ; u_{0}\right)$ with $\mu_{j} \neq \mu_{j}\left(u_{0}\right)$,

$$
\begin{gather*}
l_{j}\left(w_{j}\right) \cdot \frac{d w_{j}}{d \mu_{j}}>0  \tag{2.16i}\\
\left(\mu_{j}-\mu_{j}\left(u_{0}\right)\right) l_{j}\left(w_{j}\right) \cdot\left(w_{j}-u_{0}\right)>0 \tag{2.16ii}
\end{gather*}
$$

Both conditions in (2.16) trivially hold for weak shocks, since $l_{j}\left(u_{0}\right) \cdot r_{j}\left(u_{0}\right)=1$.
Discontinuous solutions being not unique in general, it is customary to select the "admissible" weak solutions via an entropy criterion acting on discontinuities. From physical, mathematical, and numerical standpoints, it is desirable that an admissible solution to the Riemann problem exist, be unique, and depend continuously upon its initial states in a certain topology. In the classical approach, a wave curve $\mathcal{W}_{j}(u)$ is indeed defined by piecing together (admissible) parts of the above curves. The Lax shock inequalities $[34,35]$ are fundamental for stability and are used for weak shocks in the neighborhood of a point of genuine nonlinearity. A $j$-shock connecting $u_{0}$ to $u_{1}$ with speed $\lambda_{j}\left(u_{0}, u_{1}\right)$ is admissible in the sense of Lax iff

$$
\begin{equation*}
\lambda_{j}\left(u_{0}\right) \geq \bar{\lambda}_{j}\left(u_{0}, u_{1}\right) \geq \lambda_{j}\left(u_{1}\right) . \tag{2.17}
\end{equation*}
$$

Note that the inequalities $\lambda_{j-1}\left(u_{0}\right)<\bar{\lambda}_{j}\left(u_{0}, u_{1}\right)<\lambda_{j+1}\left(u_{1}\right)$ are obtained as a direct consequence of (2.9). When the characteristic fields are genuinely nonlinear, applying
the Lax criterion leads to uniquely defined wave curves and to a unique solution for the Riemann problem. Each wave curve contains two distinct parts, half of the Hugoniot curve and half of the integral curve.

When one or more characteristic fields are not genuinely nonlinear, Liu proposed that, along the Hugoniot curve $\mathcal{H}_{j}\left(u_{0}\right)$, the following criterion holds:

$$
\begin{equation*}
\bar{\lambda}_{j}\left(u_{0}, w_{j}\left(\mu_{j} ; u_{0}\right)\right) \geq \bar{\lambda}_{j}\left(u_{0}, u_{1}\right) \tag{2.18}
\end{equation*}
$$

for all $\mu_{j}$ between $\mu_{j}\left(u_{0}\right)$ and $\mu_{j}\left(u_{1}\right)$; in other words, the shock speed for $\mu_{j}$ in the above range achieves its minimum at the point $u_{1}$. Liu [42] constructed a unique wave curve based on the condition (2.18). The wave curves may be composed of more than two pieces, and the Riemann solution contains composite waves mixing shocks and rarefactions.

It is known that (2.8), (2.17), and (2.18) are equivalent for shocks of weak amplitude and genuinely nonlinear fields. This is not true for systems having nongenuinely nonlinear fields. In the present paper we attempt to construct a wave curve based on (2.5) of the wave curves of Liu. However, instead of one-parameter wave curves we arrive here to two-parameter sets, which we call "wave sets." In this construction it is important to distinguish several types of discontinuities.

An arbitrary $j$-shock connecting $u_{0}$ to $u_{1}$ can be either a Lax shock, in which case (2.17) holds, an undercompressive shock satisfying either

$$
\begin{gather*}
\bar{\lambda}_{j}\left(u_{0}, u_{1}\right) \leq \min \left(\lambda_{j}\left(u_{0}\right), \lambda_{j}\left(u_{1}\right)\right) \text { or }  \tag{2.19}\\
\bar{\lambda}_{j}\left(u_{0}, u_{1}\right) \geq \max \left(\lambda_{j}\left(u_{0}\right), \lambda_{j}\left(u_{1}\right)\right) \tag{2.20}
\end{gather*}
$$

or a rarefaction shock:

$$
\begin{equation*}
\lambda_{j}\left(u_{0}\right)<\bar{\lambda}_{j}\left(u_{0}, u_{1}\right)<\lambda_{j}\left(u_{1}\right) \tag{2.21}
\end{equation*}
$$

The properties of the wave speeds and shock speeds are described in Lemmas 2.3 and 2.4. (See Figure 2.1 for a graphical representation.) The entropy dissipation is dealt with in Lemma 2.5.

Lemma 2.3. Let $u_{0}$ be given with $\mu_{j}\left(u_{0}\right)>0$ and consider the Hugoniot curve $\mathcal{H}_{j}\left(u_{0}\right)$ for $=j=1,2, \ldots, N$. Suppose that (2.10a) (resp., (2.10b)) holds. Then the wave speed $\mu_{j} \rightarrow g\left(\mu_{j} ; u_{0}\right):=\lambda_{j}\left(w_{j}\left(\mu_{j} ; u_{0}\right)\right)$ is decreasing (resp., increasing) for $\mu_{j}<0$ and increasing (resp., decreasing) for $\mu_{j}>0$ and achieves its minimum (resp., maximum) at $\mu_{j}=0$.

There exists $\mu_{j}^{\star}\left(u_{0}\right) \leq 0$ such that the shock speed $\mu_{j} \rightarrow h\left(\mu_{j} ; u_{0}\right):=\bar{\lambda}_{j}\left(u_{0}, w_{j}\left(\mu_{j} ; u_{0}\right)\right)$ is decreasing (resp., increasing) for $\mu_{j}<\mu_{j}^{\star}\left(u_{0}\right)$ and increasing (resp., decreasing) for $\mu_{j}>\mu_{j}^{\star}\left(u_{0}\right)$ and achieves its minimum (resp., maximum) at $\mu_{j}^{\star}\left(u_{0}\right)$.

The wave speed and the shock speed coincide at the critical value of the shock speed:

$$
\begin{equation*}
g\left(\mu_{j}^{\star}\left(u_{0}\right) ; u_{0}\right)=h\left(\mu_{j}^{\star}\left(u_{0}\right) ; u_{0}\right) \tag{2.22}
\end{equation*}
$$

Moreover we have in case (2.10a)

$$
\begin{array}{ll}
h\left(\mu_{j} ; u_{0}\right)-g\left(\mu_{j} ; u_{0}\right)>0 & \text { for } \mu_{j} \in\left(\mu_{j}^{\star}\left(u_{0}\right), \mu_{j}\left(u_{0}\right)\right) \\
h\left(\mu_{j} ; u_{0}\right)-g\left(\mu_{j} ; u_{0}\right)<0 & \text { for } \mu_{j}<\mu_{j}^{\star}\left(u_{0}\right) \text { or } \mu_{j}>\mu_{j}\left(u_{0}\right), \tag{2.23a}
\end{array}
$$



Fig. 2.1. Wave speed and shock speed for (a) the case (2.10a), (b) the case (2.10b).
and in the case (2.10b) we have

$$
\begin{array}{ll}
h\left(\mu_{j} ; u_{0}\right)-g\left(\mu_{j} ; u_{0}\right)<0 & \text { for } \mu_{j} \in\left(\mu_{j}^{\star}\left(u_{0}\right), \mu_{j}\left(u_{0}\right)\right)  \tag{2.23b}\\
h\left(\mu_{j} ; u_{0}\right)-g\left(\mu_{j} ; u_{0}\right)>0 & \text { for } \mu_{j}<\mu_{j}^{\star}\left(u_{0}\right) \text { or } \mu_{j}>\mu_{j}\left(u_{0}\right) .
\end{array}
$$

When $\mu_{j}\left(u_{0}\right)=0$, the same properties hold with $\mu_{j}^{\star}\left(u_{0}\right)=0$.
Lemma 2.3 includes, as a special case, the situation that the point $w_{j}\left(\mu_{j}^{\star}\left(u_{0}\right) ; u_{0}\right)$ belongs to the boundary of $\mathcal{U}$, in which case $\left\{\mu_{j}<\mu_{j}^{\star}\left(u_{0}\right)\right\}$ is empty. We denote by $\mu_{j}^{\star \star}\left(u_{0}\right)$, with $\mu_{j}^{\star \star}\left(u_{0}\right)<\mu_{j}^{\star}\left(u_{0}\right)$, the point of the Hugoniot curve such that

$$
\begin{equation*}
h\left(\mu_{j}^{\star \star}\left(u_{0}\right) ; u_{0}\right)=h\left(\mu_{j}\left(u_{0}\right) ; u_{0}\right) \tag{2.24}
\end{equation*}
$$

when such a point exists. In the following, we tacitly assume that both points, $\mu_{j}^{\star}\left(u_{0}\right)$ and $\mu_{j}^{\star \star}\left(u_{0}\right)$, exist and belong to the interior of $\mathcal{U}$, the discussion below being much simpler in other cases. Lemma 2.3 is due to Liu [42] and, for completeness, a proof is given in the appendix.

LEMMA 2.4. Let $u_{0}$ be given with $\mu_{j}\left(u_{0}\right) \geq 0$ and consider the Hugoniot curve $\mathcal{H}_{j}\left(u_{0}\right)$.
(1) Suppose that (2.10a) holds. A shock connecting $u_{0}$ to $u_{1}=w_{j}\left(\mu_{j}\left(u_{1}\right) ; u_{0}\right)$ is a rarefaction shock if $\mu_{j}\left(u_{1}\right)>\mu_{j}\left(u_{0}\right)$ or $\mu_{j}\left(u_{1}\right)<\mu_{j}^{\star \star}\left(u_{0}\right)$;
a Lax shock if $\mu_{j}\left(u_{1}\right) \in\left[\mu_{j}^{\star}\left(u_{0}\right), \mu_{j}\left(u_{0}\right)\right]$;
an undercompressive shock if $\mu_{j}\left(u_{1}\right) \in\left[\mu_{j}^{\star \star}\left(u_{0}\right), \mu_{j}^{\star}\left(u_{0}\right)\right)$.
In the second case the shock also satisfies the (stronger) Liu criterion.
(2) Suppose that (2.10b) holds. A shock connecting $u_{0}$ to $u_{1}=w_{j}\left(\mu_{j}\left(u_{1}\right) ; u_{0}\right)$ is
a Lax shock if $\mu_{j}\left(u_{1}\right) \geq \mu_{j}\left(u_{0}\right)$ or $\mu_{j}\left(u_{1}\right) \leq \mu_{j}^{\star \star}\left(u_{0}\right)$;
a rarefaction shock if $\mu_{j}\left(u_{1}\right) \in\left(\mu_{j}^{\star}\left(u_{0}\right), \mu_{j}\left(u_{0}\right)\right)$;
an undercompressive shock if $\mu_{j}\left(u_{1}\right) \in\left(\mu_{j}^{\star \star}\left(u_{0}\right), \mu_{j}^{\star}\left(u_{0}\right)\right]$.


FIG. 2.2. Entropy dissipation for (a) the case (2.10a), (b) the case (2.10b).

In the first case the shock also satisfies the (stronger) Liu criterion.
LEMMA 2.5. Let $u_{0}$ be given with $\mu_{j}\left(u_{0}\right) \geq 0$ and consider the Hugoniot curve $\mathcal{H}_{j}\left(u_{0}\right)$. Suppose that (2.10a) (resp., (2.10b)) holds.
(1) The entropy dissipation $\mu_{j} \rightarrow D\left(u_{0}, w_{j}\left(\mu_{j} ; u_{0}\right)\right)$ vanishes at $\mu_{j}\left(u_{0}\right)$ and at a point $\mu_{j}^{\mathrm{bb}}\left(u_{0}\right)$ in the interval $\left(\mu_{j}^{\star \star}\left(u_{0}\right), \mu_{j}^{\star}\left(u_{0}\right)\right)$. The entropy dissipation is decreasing (resp., increasing) for $\mu_{j}<\mu_{j}^{\star}\left(u_{0}\right)$, increasing (resp., decreasing) for $\mu_{j}>\mu_{j}^{\star}\left(u_{0}\right)$, and achieves a negative maximum value (resp., a positive maximum value) at the critical point of the wave speed, that is, $\mu_{j}^{\star}\left(u_{0}\right)$.
(2) A shock satisfying (2.8) cannot be a rarefaction shock. As a corollary, a nonclassical shock is undercompressive and satisfies $\mu_{j} \in\left(\mu_{j}^{b b}\left(u_{0}\right), \mu_{j}^{\star}\left(u_{0}\right)\right)$ (resp., $\left.\mu_{j} \in\left(\mu_{j}^{\star \star}\left(u_{0}\right), \mu_{j}^{\text {bb }}\left(u_{0}\right)\right)\right)$.
(3) Any shock satisfying the Liu criterion (2.18) also satisfies the entropy inequality (2.8).

For $u_{l}$ and $u_{r}$ given in $\mathcal{U}$, the Riemann problem (2.1), (2.11) admits up to a $P$ parameter family of solutions containing $N$ separated wave fans, each of them being composed of (at most) two waves. Specifically we obtain the following description of the classical and nonclassical waves.

Consider a $j$-wave fan with left-hand state $u_{0}$ and right-hand state $u$ with $\mu_{j}\left(u_{0}\right) \geq$ 0 . For $j \notin \mathbf{P}$, the wave fan is either a rarefaction wave if $\mu_{j}(u)>\mu_{j}\left(u_{0}\right)$, or a classical shock if $\mu_{j}(u)<\mu_{j}\left(u_{0}\right)$. For $j \in \mathbf{P}$, we have the following.

Case A. Assume that (2.10a) holds and $j \in \mathbf{P}$. Assume first that $\mu_{j}\left(u_{0}\right)>0$. The $j$-wave fan using only classical waves contains
(1) either a rarefaction from $u_{0}$ to $u \in \mathcal{O}_{j}\left(u_{0}\right)$ if $\mu_{j}(u)>\mu_{j}\left(u_{0}\right)$,
(2) a classical shock from $u_{0}$ to $u \in \mathcal{H}_{j}\left(u_{0}\right)$ if $\mu_{j}(u) \in\left(\mu_{j}^{\star}\left(u_{0}\right), \mu_{j}\left(u_{0}\right)\right)$,
(3) or a classical shock from $u_{0}$ to $u^{\star}:=w_{j}\left(\mu^{\star}\left(u_{0}\right) ; u_{0}\right)$ followed by an attached rarefaction connecting to $u \in \mathcal{O}_{j}\left(u^{\star}\right)$ if $\mu_{j}(u)<\mu_{j}^{\star}\left(u_{0}\right)$.

This completes the description of the classical wave curve $\mathcal{W}_{j}^{c}\left(u_{0}\right)$ for Case A.
THEOREM 2.6A. The $j$-wave fan may also contain a nonclassical $j$-shock connecting $u_{0}$ to any state $u^{b} \in \mathcal{H}_{j}\left(u_{0}\right)$ with $\mu_{j}\left(u^{b}\right) \in\left(\mu_{j}^{b b}\left(u_{0}\right), \mu_{j}^{\star}\left(u_{0}\right)\right)$ followed by
(1) either a nonattached rarefaction connecting $u^{b}$ to $u \in \mathcal{O}_{j}\left(u^{b}\right)$ if $\mu_{j}(u)<\mu_{j}\left(u^{b}\right)$,
(2) or by a classical shock connecting $u^{b}$ to $u \in \mathcal{H}_{j}\left(u^{b}\right)$ if $\mu_{j}(u)>\mu_{j}\left(u^{b}\right)$.

This defines a two-parameter family of $u$ that can be reached from $u_{0}$ by nonclassical solutions. For a given $u^{b}$, the classical shock with largest strength and connecting $u^{b}$ to some $u=u^{\sharp} \in \mathcal{H}_{j}\left(u^{b}\right)$ is characterized by the condition $\bar{\lambda}_{j}\left(u^{b}, u^{\sharp}\right)=\bar{\lambda}_{j}\left(u_{0}, u^{b}\right)$ and, in that situation, one also has $u^{\sharp} \in \mathcal{H}_{j}\left(u_{0}\right)$. In particular the nonclassical shock with largest possible strength connects the point $u^{b b}:=w_{j}\left(\mu_{j}^{b b}\left(u_{0}\right) ; u_{0}\right)$ to the point $u^{\sharp \sharp}:=w_{j}\left(\mu^{\sharp \sharp}\left(u_{0}\right) ; u^{b b}\right)$, where $\mu^{\sharp \sharp}\left(u_{0}\right)$ is defined by $u^{\sharp \sharp} \in H_{j}\left(u_{0}\right)$. Moreover one has

$$
\begin{equation*}
\mu_{j}^{\star \star}\left(u_{0}\right) \leq \mu_{j}^{b b}\left(u_{0}\right) \leq \mu_{j}^{b}\left(u_{0}\right) \leq \mu_{j}^{\star}\left(u_{0}\right) \leq \mu_{j}^{\sharp}\left(u_{0}\right) \leq \mu_{j}^{\sharp \sharp}\left(u_{0}\right) \leq \mu_{j}\left(u_{0}\right) \tag{2.26}
\end{equation*}
$$

In the special case that $\mu_{j}\left(u_{0}\right)=0$, the $j$-wave curve is the $j$-integral curve issuing from $u_{0}$.

Case B. Assume that (2.10b) holds and $j \in \mathbf{P}$. Assume first that $\mu_{j}\left(u_{0}\right)>0$. The $j$-wave fan using only classical waves contains
(1) either a classical shock connecting $u_{0}$ to $u \in \mathcal{H}_{j}\left(u_{0}\right)$ if either $\mu_{j}(u) \geq \mu_{j}\left(u_{0}\right)$ or $\mu_{j}(u) \leq \mu_{j}^{\star \star}\left(u_{0}\right)$,
(2) a rarefaction connecting $u_{0}$ to $u \in \mathcal{O}_{j}\left(u_{0}\right)$ if $\mu_{j}(u) \in\left[0, \mu_{j}\left(u_{0}\right)\right]$,
(3) or a rarefaction wave connecting $u_{0}$ to a point $u_{1}$, followed by an attached classical shock connecting to $u \in \mathcal{H}_{j}\left(u_{1}\right)$ with $\mu_{j}(u)=\mu_{j}^{\star \star}\left(u_{1}\right)$, if $\mu_{j}(u) \in\left(\mu_{j}^{\star \star}\left(u_{0}\right), 0\right)$. (In this case the set of $u$ does not describe a rarefaction or shock curve.)

This completes the description of the classical wave curve $\mathcal{W}_{j}^{c}\left(u_{0}\right)$.
THEOREM 2.6B. The $j$-wave fan may also contain
(1) either a rarefaction to $u \in \mathcal{O}_{j}\left(u_{0}\right)$ if $\mu_{j}(u) \in\left(0, \mu_{j}\left(u_{0}\right)\right)$, possibly followed by $a$ nonattached nonclassical shock connecting $u_{1}$ to $u$, if $\mu_{j}(u) \in\left(\mu_{j}^{\star \star}\left(u_{1}\right), \mu_{j}^{b b}\left(u_{1}\right)\right)$ (in this case the set of $u$ does not describe a rarefaction or shock curve),
(2) or a classical shock to $u_{1} \in \mathcal{H}_{j}\left(u_{0}\right)$ with $\mu_{j}\left(u_{1}\right)>\mu_{j}\left(u_{0}\right)$, followed by a nonclassical shock connecting to $u \in \mathcal{H}_{j}\left(u_{1}\right)$, if $\mu_{j}(u) \in\left(\mu_{j}^{\star \star}\left(u_{1}\right), \mu_{j}^{b b}\left(u_{1}\right)\right)$.

This defines a two-parameter family of $u$ that can be reached from $u_{0}$ by nonclassical solutions.

Assume finally that $\mu_{j}\left(u_{0}\right)=0$. Then the $j$-wave curve is the $j$-Hugoniot curve issuing from $u_{0}$ and correspond to classical shocks.

Based on these results, we introduce the following terminology. Given $u_{0}$, the set of all states that can be reached using only $j$-waves will be called the $j$-wave set issuing from $u_{0}$ and be denoted by $\mathcal{S}_{j}\left(u_{0}\right)$ by analogy with the notion of $j$-wave curve known for classical solutions. We shall call a curve in the wave set a composite curve when it is not a part of a rarefaction or shock curve. The wave set in both cases (2.10a) and (2.10b) is represented in Figures 2.3(a) and 2.3(b), respectively. The case that $\mu_{j}\left(u_{0}\right)<0$ is analogous and is omitted. We now give a proof of Lemmas 2.4 and 2.5 and Theorem 2.6.

REmARK 2.7. (1) Our analysis shows that, under the assumptions made in this section, the Lax inequalities and the Liu criterion are equivalent (Lemma 2.4), which, at first, may appear surprising. The Lax inequalities are sufficient to select a unique solution for shocks with small amplitude near a point where $\nabla \lambda_{j} \cdot r_{j}$ vanishes. The Liu criterion is necessary for shocks of moderate amplitude when the product $\nabla \lambda_{i} \cdot r_{i}$ changes sign several times along the Hugoniot curve.
(2) When the system (2.1) has a sufficiently large family of entropies (e.g., when $N \leq 2$ ), the formulas (2.28)-(2.29) derived below may be used to establish the converse of item (3) of Lemma 2.5, i.e., limits of regularizations compatible with all entropies (such as (2.2) with $D_{\epsilon}=\epsilon \partial_{x} u_{\epsilon}$ ), necessarily satisfy the Liu criterion.
(3) It may be of interest to search for the weakest constraint on undercompressive
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Fig. 2.3. Wave set $\mathcal{S}_{j}\left(u_{0}\right)$ issuing from $u_{0}$ for (a) the case (2.10a), (b) the case (2.10b).
shocks that can result from imposing one entropy inequality like (2.8). We shall say that a subset $\mathcal{W}_{j}^{\max }\left(u_{0}\right)$ of $\mathcal{U}$ is a maximal $j$-wave set for the system (2.1) if it contains all the $j$-wave sets for arbitrary entropies. For instance a maximal wave set for the case (2.10a) is obtained by taking $\mu_{j}^{\mathrm{bb}}\left(u_{0}\right)=\mu_{j}^{\star \star}\left(u_{0}\right)$ in Theorem 2.6 ; this follows readily from the formula (2.28)-(2.29). In the scalar case with $N=1$ and $f(u)=u^{3}$, one has $\mu_{j}\left(u_{0}\right)=u_{0}$ and $\mu_{j}^{\star \star}\left(u_{0}\right)=-2 u_{0}$. The scalar case is degenerated and $\mathcal{W}^{c}\left(u_{0}\right)=\mathcal{W}^{n c}\left(u_{0}\right)=\mathcal{W}^{\text {max }}\left(u_{0}\right)=\mathbb{R}$; the interval $\left[-2 u_{0}, u_{0}\right]$ is the maximal interval of states that can be reached from $u_{0}$ by using a classical or nonclassical shock.

Proof of Lemma 2.4. Consider for instance the case (2.10a), the case (2.10b) being similar. Lemma 2.3 states that the function $\mu_{j} \rightarrow \bar{\lambda}_{j}\left(u_{0}, w_{j}\left(\mu_{j} ; u_{0}\right)\right)-\bar{\lambda}_{j}\left(w_{j}\left(\mu_{j} ; u_{0}\right)\right)$ is positive for $\mu_{j}>\mu_{j}^{\star}\left(u_{0}\right)$ and negative for $\mu_{j}<\mu_{j}^{\star}\left(u_{0}\right)$. On the other hand the function $\mu_{j} \rightarrow \bar{\lambda}_{j}\left(u_{0}, w_{j}\left(\mu_{j} ; u_{0}\right)\right)-\lambda_{j}\left(u_{0}\right)$ is positive for $\mu_{j}<\mu_{j}^{\star \star}\left(u_{0}\right)$ or $\mu_{j}>\mu_{j}\left(u_{0}\right)$ and negative for $\mu_{j} \in\left(\mu_{j}^{\star \star}\left(u_{0}\right), \mu_{j}\left(u_{0}\right)\right)$. The classification follows easily from these two properties.

Proof of Lemma 2.5. Using the compatibility condition on the entropy pair, i.e., $\nabla F^{T}=\nabla U^{T} D f$, and the Rankine-Hugoniot relation (2.13), the entropy dissipation for a shock connecting $u_{0}$ to $w_{j}\left(\mu_{j} ; u_{0}\right)$ is found to be

$$
\begin{align*}
& D\left(u_{0}, w_{j}\left(\mu_{j} ; u_{0}\right)\right)  \tag{2.27}\\
& =\int_{\mu_{j}\left(u_{0}\right)}^{\mu_{j}} \nabla U\left(w_{j}\left(\zeta_{j}\right)\right)\left\{\bar{\lambda}_{j}\left(u_{0}, w_{j}\left(\mu_{j}\right)\right)-D f\left(w_{j}\left(\zeta_{j}\right)\right)\right\} \frac{d w_{j}}{d \zeta_{j}}\left(\zeta_{j}\right) d \zeta_{j} \\
& =\int_{\mu_{j}\left(u_{0}\right)}^{\mu_{j}} \frac{d w_{j}}{d \zeta_{j}}\left(\zeta_{j}\right) \cdot \nabla^{2} U\left(w_{j}\left(\zeta_{j}\right)\right)\left\{\bar{\lambda}_{j}\left(u_{0}, w_{j}\left(\zeta_{j}\right)\right)\left(w_{j}\left(\zeta_{j}\right)-u_{0}\right)-f\left(w_{j}\left(\zeta_{j}\right)\right)+f\left(u_{0}\right)\right\} d \zeta_{j}
\end{align*}
$$

Using once more the Rankine-Hugoniot relation, we get

$$
\begin{equation*}
D\left(u_{0}, w_{j}\right)=\int_{\mu_{j}\left(u_{0}\right)}^{\mu_{j}}\left\{\bar{\lambda}_{j}\left(u_{0}, w_{j}\left(\mu_{j}\right)\right)-\bar{\lambda}_{j}\left(u_{0}, w_{j}\left(\zeta_{j}\right)\right)\right\} m_{j}\left(\zeta_{j}\right) d \zeta_{j} \tag{2.28}
\end{equation*}
$$

where

$$
\begin{equation*}
m_{j}\left(\zeta_{j}\right):=\frac{d w_{j}}{d \zeta_{j}}\left(\zeta_{j}\right) \cdot \nabla^{2} U\left(w_{j}\left(\zeta_{j}\right)\right)\left(w_{j}\left(\zeta_{j}\right)-u_{0}\right) \tag{2.29}
\end{equation*}
$$

has the same sign as $\mu_{j}-\mu_{j}\left(u_{0}\right)$. The system (2.1) being strictly hyperbolic, it can be checked that

$$
\frac{d w_{j}}{d \mu_{j}} \cdot \nabla^{2} U\left(w_{j}\right)=l_{j}\left(w_{j}\right)
$$

which, combined with $(2.16 \mathrm{ii})$, shows that $m_{j}\left(\zeta_{j}\right)>0$ for $\zeta_{j} \neq \mu_{j}\left(u_{0}\right)$.
The occurrence of nonclassical shocks depends on the sign of the entropy dissipation. The integrand in (2.28) has the same sign as $\bar{\lambda}_{j}\left(u_{0}, w_{j}\left(\mu_{j}\right)\right)-\bar{\lambda}_{j}\left(u_{0}, w_{j}\left(\zeta_{j}\right)\right)$, which is nonpositive when the Liu entropy criterion (2.18) holds. It follows that the entropy dissipation is negative as long as the Liu criterion holds. This proves item (3) of Lemma 2.5.

When, instead, the shock satisfies the inequalities (2.21), we have

$$
\begin{equation*}
\bar{\lambda}_{j}\left(u_{0}, w_{j}\left(\mu_{j}\right)\right)-\bar{\lambda}_{j}\left(u_{0}, w_{j}\left(\zeta_{j}\right)\right) \geq 0 \tag{2.30}
\end{equation*}
$$

This indeed is an easy consequence of the facts that $\mu_{j} \rightarrow \bar{\lambda}_{j}\left(u_{0}, w_{j}\left(\mu_{j}\right)\right)$ is a monotone function (see Lemma 2.3) and that $\bar{\lambda}_{j}\left(u_{0}, u_{0}\right)=\lambda_{j}\left(u_{0}\right) \leq \bar{\lambda}_{j}\left(u_{0}, w_{j}\left(\mu_{j}\right)\right)$. Combining (2.28) and (2.30) shows that the entropy dissipation is negative for rarefaction shocks. This proves item (2) of Lemma 2.5.

Finally we can establish item (1) by differentiating the formula (2.28) with respect to $\mu_{j}$ :

$$
\frac{\partial}{\partial \mu_{j}} D\left(u_{0}, w_{j}\right)=\int_{\mu_{j}\left(u_{0}\right)}^{\mu_{j}} \frac{\partial}{\partial \mu_{j}} \bar{\lambda}_{j}\left(u_{0}, w_{j}\right) m_{j}\left(\zeta_{j}\right) d \zeta_{j}
$$

This yields a relation between the derivative of the entropy dissipation and that of the shock speed:

$$
\begin{equation*}
\frac{\partial}{\partial \mu_{j}} D\left(u_{0}, w_{j}\right)=b\left(w_{j}\right) \frac{\partial}{\partial \mu_{j}} \lambda_{j}\left(u_{0}, w_{j}\right), \quad b\left(w_{j}\right):=\int_{\mu_{j}\left(u_{0}\right)}^{\mu_{j}} m_{j}\left(\zeta_{j}\right) d \zeta_{j} \tag{2.31}
\end{equation*}
$$

with $C_{1}\left|w_{j}-u_{0}\right|^{2} \leq b\left(w_{j}\right) \leq C_{2}\left|w_{j}-u_{0}\right|^{2}$ for some positive constants $C_{1}$ and $C_{2}$. Note that the dissipation has a critical point either when the shock speed has a critical point or at the point $u_{0}$.

From the properties of the shock speed in Lemma 2.3, it follows therefore that $D\left(u_{0}, w_{j}\right)$ is decreasing for $\mu_{j}<\mu_{j}^{\star}\left(u_{0}\right)$ and increasing for $\mu_{j}>\mu_{j}^{\star}\left(u_{0}\right)$. From its definition, it is clear that $D\left(u_{0}, w_{j}\right)$ vanishes at $\mu_{j}\left(u_{0}\right)$. Moreover, we checked that it is positive for $\mu_{j}<\mu_{j}^{\star \star}\left(u_{0}\right)$. Therefore there exists a unique point, say, $\mu_{j}^{b b}\left(u_{0}\right)$, in the interval $\left(\mu_{j}^{\star \star}\left(u_{0}\right), \mu_{j}^{\star}\left(u_{0}\right)\right)$ where the dissipation vanishes. This completes the proof of Lemma 2.5.

Proof of Theorem 2.6. We construct the wave set $\mathcal{S}_{j}\left(u_{0}\right)$ for $u_{0} \in \mathcal{U}$ and $j \in \mathbf{P}$. The construction for $j \notin \mathbf{P}$ is classical and $\mathcal{S}_{j}\left(u_{0}\right)$ is the classical wave curve $\mathcal{W}_{j}\left(u_{0}\right)$.

Case A. For $u_{0} \in \mathcal{M}_{j}$, either of the conditions (2.8) or (2.18) shows that the wave set $\mathcal{W}_{j}^{n c}\left(u_{0}\right)$ coincides locally with the integral curve $\mathcal{O}_{j}\left(u_{0}\right)$. This is because the wave speed is increasing when moving away from $u_{0}$ in either direction. The construction is complete for $u_{0} \in \mathcal{M}_{j}$.

We now consider a point $u_{0}$ away from the manifold. For definiteness we assume that $\mu_{j}\left(u_{0}\right)>0$; the other case could be treated similarly. The construction of the wave curve will use the values $\mu_{j}^{\star \star}\left(u_{0}\right)<\mu_{j}^{\star}\left(u_{0}\right) \leq \mu_{j}\left(u_{0}\right)$ introduced in Lemma 2.3.

For $\mu_{j}>\mu_{j}\left(u_{0}\right)$, the state $u_{0}$ can be connected to any point on $\mathcal{O}_{j}\left(u_{0}\right)$ since the wave speed $\lambda_{j}$ is increasing for $\mu_{j}$ increasing. Therefore the wave curve $\mathcal{W}_{j}\left(u_{0}\right)$ coincides with the rarefaction curve $\mathcal{O}_{j}\left(u_{0}\right)$ for $\mu_{j} \geq \mu_{j}\left(u_{0}\right)$.

For $\mu_{j}$ decreasing from $\mu_{j}\left(u_{0}\right)$, the shock speed is decreasing as long as $\mu_{j}$ remains larger than the critical value $\mu_{j}^{\star}\left(u_{0}\right)$. Therefore all the points in the Hugoniot curve $\mathcal{H}_{j}\left(u_{0}\right)$ with $\mu_{j} \in\left[\mu_{j}^{\star}\left(u_{0}\right), \mu_{j}\left(u_{0}\right)\right]$ can be reached from $u_{0}$ by a classical shock satisfying the Liu criterion. According to Lemma 2.5, the entropy dissipation remains negative in the whole range $\mu_{j} \in\left[\mu_{j}^{b b}\left(u_{0}\right), \mu_{j}\left(u_{0}\right)\right]$. Thus the points of the Hugoniot curve $\mathcal{H}_{j}\left(u_{0}\right)$ with $\mu_{j} \in\left[\mu_{j}^{b b}\left(u_{0}\right), \mu_{j}^{\star}\left(u_{0}\right)\right]$ can also be reached from $u_{0}$ but, now, with a nonclassical shock.

These are the only admissible solutions with a single $j$-wave issuing from $u_{0}$.
Consider now an admissible one-wave solution joining $u_{0}$ to $u_{1}$. If $\mu_{j}\left(u_{1}\right)>$ $\mu_{j}^{\star}\left(u_{0}\right)$, then no further $j$-wave can be constructed from $u_{1}$. The state $u_{1}^{\star}$ with $\mu_{j}\left(u_{1}\right)=$ $\mu_{j}^{\star}\left(u_{0}\right)$ can be connected to any point $u_{2}$ in the rarefaction curve $\mathcal{O}_{j}\left(u_{1}\right)$ with $\mu_{j}\left(u_{2}\right) \leq$ $\mu_{j}^{\star}\left(u_{0}\right)$. This covers the whole range of values $\mu_{j}$ and corresponds to the classical wave curve.

We now describe all nonclassical solutions with two $j$-waves. Consider an admissible one-wave solution joining $u_{0}$ to $u^{b}$ with $\mu_{j}\left(u^{b}\right) \in\left[\mu_{j}^{b b}\left(u_{0}\right), \mu_{j}^{\star}\left(u_{0}\right)\right)$. According to Lemma 2.3, the wave speed is increasing with $\mu_{j}$ decreasing from $\mu_{j}\left(u^{b}\right)$, so $u^{b}$ can be connected to any point $u_{2}$ in the rarefaction curve $\mathcal{O}_{j}\left(u^{b}\right)$ with $\mu_{j}\left(u_{2}\right) \leq \mu_{j}\left(u^{b}\right)$. Observe that the nonclassical shock is not attached to the rarefaction fan, i.e.,

$$
\begin{equation*}
\bar{\lambda}_{j}\left(u_{0}, u^{b}\right)<\lambda_{j}\left(u^{b}\right) \tag{2.32}
\end{equation*}
$$

This describes all the solutions containing a nonclassical shock followed by a rarefaction; no further $j$-wave may follow the rarefaction.

Consider again an admissible one-wave solution joining $u_{0}$ to $u^{b}$ with $\mu_{j}\left(u^{b}\right) \in$ $\left[\mu_{j}^{b b}\left(u_{0}\right), \mu_{j}^{\star}\left(u_{0}\right)\right)$. By (2.32), the shocks with small strength issuing from $u^{b}$ have a larger speed than that of the nonclassical shock, i.e., $\bar{\lambda}_{j}\left(u^{b}, u_{2}\right) \approx \lambda_{j}\left(u^{b}\right)>\bar{\lambda}_{j}\left(u_{0}, u^{b}\right)$ for all states $u_{2}$ close to $u^{b}$. Hence the speeds have the proper ordering and $u^{b}$ may be connected to any $u_{2} \in \mathcal{H}_{j}\left(u^{b}\right)$, at least in the small. Such a shock is also admissible (according to the Liu criterion) since the wave speed is decreasing when $\mu_{j}$ increases (Lemma 2.3.).

This construction can be continued, for $u^{b}$ fixed, until $u_{2}$ violates either of the two conditions

$$
\begin{gather*}
\bar{\lambda}_{j}\left(u^{b}, u_{2}\right)>\bar{\lambda}_{j}\left(u_{0}, u^{b}\right) \text { or }  \tag{2.33}\\
D\left(u^{b}, u_{2}\right) \leq 0 \tag{2.34}
\end{gather*}
$$

Actually, as $\mu_{j}\left(u_{2}\right)$ increases from $\mu_{j}\left(u^{b}\right)$, one reaches a maximum value $\mu_{j}^{\sharp}$, in which equality holds in (2.33), while the shock is still classical and therefore (2.34) still holds.


Fig. 2.4. Graphs of the two shock speeds for (a) the case (2.10a), (b) the case (2.10b).

To check the latter, consider the graphs of the two functions $h\left(\mu_{j}\right):=\bar{\lambda}_{j}\left(u_{0}, w_{j}\left(\mu_{j} ; u_{0}\right)\right)$ and $k\left(\mu_{j}\right):=\bar{\lambda}_{j}\left(u^{\mathrm{b}}, w_{j}\left(\mu_{j} ; u^{b}\right)\right)$. See Figure 2.4(a). By symmetry of the RankineHugoniot relation, one has $\bar{\lambda}_{j}\left(u^{b}, u_{0}\right)=\bar{\lambda}_{j}\left(u_{0}, u^{b}\right)$, so

$$
\begin{equation*}
s:=h\left(\mu_{j}\left(u^{b}\right)\right)=k\left(\mu_{j}\left(u_{0}\right)\right) \tag{2.35}
\end{equation*}
$$

In view of their monotonicity properties, the two graphs must intersect at exactly one point $\mu_{j}^{\sharp}$ in the interval $\left(\mu_{j}\left(u^{b}\right), \mu_{j}\left(u_{0}\right)\right)$. We define $u_{2}^{\sharp}$ by the conditions $\mu_{j}\left(u_{2}^{\sharp}\right)=\mu_{j}^{\sharp}$ and $u_{2}^{\sharp} \in \mathcal{H}_{j}\left(u^{f}\right.$ lat $)$.

We claim that, actually,

$$
\begin{equation*}
h\left(\mu_{j}^{\sharp}\right)=k\left(\mu_{j}^{\sharp}\right)=s \quad \text { and } \quad u_{2}^{\sharp} \in \mathcal{H}_{j}\left(u_{0}\right) . \tag{2.36}
\end{equation*}
$$

Namely, from the Rankine-Hugoniot relations

$$
-s\left(u^{b}-u_{0}\right)+f\left(u^{b}\right)-f\left(u_{0}\right)=0 \quad \text { and } \quad-s\left(u_{2}^{\sharp}-u^{b}\right)+f\left(u_{2}^{\sharp}\right)-f\left(u^{b}\right)=0,
$$

we deduce that $-s\left(u_{2}^{\sharp}-u_{0}\right)+f\left(u_{2}^{\sharp}\right)-f\left(u_{0}\right)=0$, which proves $(2.36)$.
It follows (see Figure 2.4(a)) that (2.33) holds for all $\mu_{j}\left(u_{2}\right)<\mu_{j}\left(u_{2}^{\sharp}\right)$, and the equality holds in (2.33) at the critical value $u_{2}^{\sharp}$. Moreover, since $\mu_{j}\left(u_{2}^{\sharp}\right)<\mu_{j}^{\star}\left(u_{0}\right)$, the shock speed is decreasing on the interval $\left(\mu_{j}\left(u^{b}\right), \mu_{j}\left(u_{2}^{\sharp}\right)\right)$ and any shock from $u^{b}$ to $u_{2}\left(\right.$ with $\left.\mu_{j}\left(u_{2}\right) \leq \mu_{j}\left(u_{2}^{\sharp}\right)\right)$ satisfies the Liu criterion.

We have the inequalities $\mu_{j}\left(u^{b}\right)<\mu_{j}^{\star}\left(u_{0}\right)<\mu_{j}\left(u_{2}^{\sharp}\right)<\mu_{j}\left(u_{0}\right)$. As $\mu_{j}\left(u^{b}\right)$ increases, $\mu_{j}\left(u_{2}^{\sharp}\right)$ decreases and eventually both quantities approach the limiting value $\mu_{j}^{\star}\left(u_{0}\right)$. As $\mu_{j}\left(u^{b}\right)$ decreases, $\mu_{j}\left(u_{2}^{\sharp}\right)$ increases and eventually $\mu_{j}\left(u^{b}\right)$ approaches the limiting value $\mu_{j}^{\text {bb }}\left(u_{0}\right)$, while $\mu_{j}\left(u_{2}^{\sharp}\right)$ approaches some limiting value, say, $\mu_{j}^{\not \sharp \sharp}\left(u_{0}\right)$. It is tedious but straightforward to check from the properties of the wave speeds that no third wave can follow a two-wave fan. See Figure 2.2(a) for a representation of the wave set $\mathcal{S}_{j}\left(u_{0}\right)$.

Case B. For $u_{0} \in \mathcal{M}_{j}$, it is not hard to see, using either of the conditions (2.8) or (2.18), that $\mathcal{W}_{j}\left(u_{0}\right)$ coincides locally with the Hugoniot curve $\mathcal{H}_{j}\left(u_{0}\right)$. This is
because the wave speed is decreasing when moving away from $u_{0}$ in either direction. The construction is complete for $u_{0} \in \mathcal{M}_{j}$.

Consider the case $\mu_{j}\left(u_{0}\right)>0$. For $\mu_{j}>\mu_{j}\left(u_{0}\right)$, the state $u_{0}$ can be connected to any point on $\mathcal{H}_{j}\left(u_{0}\right)$ since the wave speed is decreasing for $\mu_{j}$ increasing. For $\mu_{j}<\mu_{j}\left(u_{0}\right)$, the wave speed is, locally, increasing for $\mu_{j}$ decreasing. So $u_{0}$ can be connected to a point on $\mathcal{O}_{j}\left(u_{0}\right)$ by a rarefaction. This remains possible until $\mu_{j}$ reaches the value 0 . It is also possible to connect any point $u_{1} \in \mathcal{O}_{j}\left(u_{0}\right)$ with $\mu_{j}\left(u_{1}\right) \in\left[0, \mu_{j}\left(u_{0}\right)\right]$ to a point $u_{2} \in \mathcal{H}_{j}\left(u_{1}\right)$ provided

$$
\begin{equation*}
\bar{\lambda}_{j}\left(u_{1}, u_{2}\right)=\lambda_{j}\left(u_{1}\right) \tag{2.37}
\end{equation*}
$$

This construction covers the range $\mu_{j} \in\left[\mu_{j}^{\star \star}\left(u_{0}\right), 0\right]$. It is also possible to connect $u_{0}$ directly to a point $u \in \mathcal{H}_{j}\left(u_{0}\right)$ with $\mu_{j}(u) \leq \mu_{j}^{\star \star}\left(u_{0}\right)$, since the shock speed in this range satisfies the Liu criterion.

This completes the construction of the classical wave curve $\mathcal{W}_{j}^{c}\left(u_{0}\right)$.
We now describe all nonclassical solutions with two $j$-waves. Consider an admissible one-wave solution from $u_{0}$ to $u_{1}$. Suppose first $\mu_{j}(u) \in\left(0, \mu_{j}\left(u_{0}\right)\right)$ so that $u_{1} \in \mathcal{O}_{j}\left(u_{0}\right)$. One can connect $u_{1}$ to $u_{2} \in \mathcal{H}_{j}\left(u_{0}\right)$ by a shock provided both conditions

$$
\begin{gather*}
\bar{\lambda}_{j}\left(u_{1}, u_{2}\right) \geq \lambda\left(u_{1}\right)  \tag{2.38}\\
D\left(u_{1}, u_{2}\right) \leq 0 \tag{2.39}
\end{gather*}
$$

hold. From the graph of the entropy dissipation, we know that (2.39) is equivalent to

$$
\mu_{j}\left(u_{2}\right) \leq \mu_{j}^{\mathrm{bb}}\left(u_{0}\right)
$$

In view of the graph of the shock speed, (2.38) reads

$$
\mu_{j}^{b b}\left(u_{1}\right) \leq \mu_{j}\left(u_{2}\right) \leq \mu_{j}^{\star}\left(u_{1}\right)
$$

Since we always have $\mu_{j}^{b b}\left(u_{0}\right) \in\left[\mu_{j}^{\star \star}\left(u_{0}\right), \mu_{j}^{\star}\left(u_{0}\right)\right]$, it follows that the admissible interval in the case under consideration is $\mu_{j}\left(u_{2}\right) \in\left[\mu_{j}^{\star \star}\left(u_{0}\right), \mu_{j}^{b b}\left(u_{0}\right)\right]$. Moreover such a shock is classical only when $\mu_{j}\left(u_{2}\right) \leq \mu_{j}^{\star \star}\left(u_{0}\right)$, that is, only when $\mu_{j}\left(u_{2}\right)=\mu_{j}^{\star \star}\left(u_{0}\right)$.

Suppose now that $\mu_{j}(u) \geq \mu_{j}\left(u_{0}\right)$ so that $u_{1} \in \mathcal{H}_{j}\left(u_{0}\right)$. One can connect $u_{1}$ to a point $u_{2} \in \mathcal{H}_{j}\left(u_{1}\right)$ provided

$$
\begin{equation*}
\bar{\lambda}_{j}\left(u_{1}, u_{2}\right) \geq \bar{\lambda}_{j}\left(u_{0}, u_{1}\right) \tag{2.40}
\end{equation*}
$$

and

$$
\begin{equation*}
D\left(u_{1}, u_{2}\right) \leq 0 \tag{2.41}
\end{equation*}
$$

The condition (2.41) is equivalent to saying $\mu_{j}\left(u_{2}\right) \leq \mu_{j}^{b b}\left(u_{1}\right)$. As $\mu_{j}$ decreases from $\mu_{j}^{b b}\left(u_{0}\right)$, the speed $\bar{\lambda}_{j}\left(u_{1}, u_{2}\right)$ satisfies (2.40), decreases, and eventually reaches the value $\bar{\lambda}_{j}\left(u_{0}, u_{1}\right)$. Since $u_{1} \in \mathcal{H}_{j}\left(u_{0}\right)$ and $u_{2} \in \mathcal{H}\left(u_{1}\right)$, the same argument as in the case (2.10a) shows that for that value of $\mu_{j}$, one has $u_{2} \in \mathcal{H}_{j}\left(u_{0}\right)$. This completes the proof of Theorem 2.6.
2.3. Selection by kinetic relations. In view of Theorem 2.6 , the wave set $\mathcal{S}_{j}\left(u_{0}\right)$ is a two-dimensional manifold when $j \in \mathbf{P}$. It is our objective now to select a nonclassical wave curve $\mathcal{W}_{j}^{n c}\left(u_{0}\right)$ in the wave set. Heuristically, it is sufficient to determine one free parameter needed for each nongenuinely nonlinear wave family. One may postulate that for each state $u_{0}$, there exists a single right state $u_{1}$ that can be reached by a nonclassical shock for any $j \in \mathbf{P}$. This is indeed what happens when defining nonclassical shocks as limits of diffusive-dispersive regularizations. We propose to select the admissible nonclassical shocks by considering their entropy dissipation and stipulate the knowledge of an additional jump-like relation on the nonclassical discontinuities. The derivation of such an additional relation for limits of diffusive-dispersive regularizations is discussed later in this subsection.

The following definition stipulates that the entropy dissipation

$$
D\left(u_{0}, u_{1}\right)=-s\left(U\left(u_{1}\right)-U\left(u_{0}\right)\right)+F\left(u_{1}\right)-F\left(u_{0}\right)
$$

of a nonclassical shock, with speed $s=\bar{\lambda}_{j}\left(u_{0}, u_{1}\right)$ and connecting $u_{0}$ to $u_{1}$, is a given "constitutive function" representing certain small-scale properties that have been neglected at the hyperbolic level of modeling. In the following we suppose, for the sake of definiteness, that the condition (2.10a) is satisfied. Dealing with the case (2.10b) requires some modification of the analysis in this subsection. (See also section 3 in which both cases arise.)

We denote by $B V \cap L^{\infty}$ the space of measurable and bounded functions that have bounded variation in space and time. This space is natural for systems of conservation laws. Functions in $B V \cap L^{\infty}$ admit traces in a measure theoretic sense [14], so that (2.42) below has a meaning almost everywhere with respect to the one-dimensional Hausdorff measure.

Definition 2.8. For each $j \in \mathbf{P}$, let $\phi_{j}: \mathcal{U} \rightarrow \mathbb{R}_{-}$be a given function. A solution $u(x, t) \in B V \cap E^{\infty}$ to (2.1), (2.8) is called an admissible nonclassical entropy solution if it satisfies the entropy inequality and the entropy dissipation of any nonclassical $j$-shock in $u(j \in \mathbf{P})$, connecting $u_{0}$ to $u_{1}$, satisfies

$$
\begin{equation*}
D\left(u_{0}, u_{1}\right)=\phi_{j}\left(u_{0}\right) \tag{2.42}
\end{equation*}
$$

We refer to (2.42) as a kinetic relation and to $\phi_{j}$ as the kinetic function for the family $j$ since they determine the propagation of the nonclassical shocks. The kinetic function could also be expressed as a function of the right state $u_{1}$ (which need not be equivalent to (2.42)) or-and this is physically more realistic-as a function of a variable "symmetric" in $u_{0}$ and $u_{1}$, such as the shock speed, or - for problems in fluid dynamics and material science - the mass flux across the discontinuity, etc. Here we shall focus attention on kinetic functions depending solely on the shock speed $s$, i.e.,

$$
\begin{equation*}
D\left(u_{0}, u_{1}\right)=\varphi(s) \tag{2.43}
\end{equation*}
$$

where $\varphi$ need be defined only on the union of intervals $\Lambda=\bigcup_{j \in \mathbf{P}}\left[\lambda_{j}^{\min }, \lambda_{j}^{\max }\right]$. For scalar conservation laws and under suitable monotonicity conditions, the kinetic function can always be expressed as a function of the shock speed. The same is true for the kinetics generated by diffusive-dispersive regularizations for the systems of two equations studied later in sections $3-5$.

In many physical systems, the entropy dissipation is related to the mechanical energy and may be viewed as a force driving the propagation of the nonclassical shocks; it is natural to provide a one-to-one relationship between the propagation speed and
the driving force. This standpoint was emphasized by Abeyaratne and Knowles [1] for propagating phase boundaries in solids undergoing phase transformations.

In the following we show that the kinetic relation selects a unique curve $\mathcal{W}_{j}^{n c}\left(u_{0}\right)$ corresponding to nonclassical solutions in the wave set $\mathcal{S}_{j}\left(u_{0}\right)$. Denote by $D_{j}^{\star}\left(u_{0}\right)$ the maximal negative value of the entropy dissipation $D\left(u_{0}, u_{1}\right)$ along the Hugoniot curve $\mathcal{H}_{j}\left(u_{0}\right):$

$$
D_{j}^{\star}\left(u_{0}\right)=\min _{u_{1} \in \mathcal{H}_{j}\left(u_{0}\right)} D\left(u_{0}, u_{1}\right)
$$

Actually the maximum is achieved at the critical value $\mu_{j}^{\star}\left(u_{0}\right)$ for the shock speed. Consider also the entropy dissipation as a function of $s$, say, $d^{\star}(s)$ defined as

$$
\begin{equation*}
d^{\star}(s)=\max \left\{D_{j}^{\star}\left(u_{0}\right) \mid u_{0} \in \mathcal{U}, j \in \mathbf{P}, \quad \lambda_{j}\left(u_{0}, w_{j}\left(\mu_{j}^{\star}\left(u_{0}\right) ; u_{0}\right)\right)=s\right\} . \tag{2.44}
\end{equation*}
$$

(The value is taken to be $-\infty$ when no $u_{0}$ satisfies the constraint.) Note that $D_{j}^{\star}$ and $d^{\star}$ are computable from the expression of the flux $f$ in the examples studied in sections $3-5$ below.

Theorem 2.9 below shows that knowing the entropy dissipation of the admissible nonclassical shocks determines a unique solution of the Riemann problem. To solve the Riemann problem, we assume that $\left\{r_{k}\left(u, u^{\prime}\right)\right\}$ is a basis of $\mathbb{R}^{N}$ for arbitrary $u, u^{\prime}$ $\in \mathcal{U}$. (This is always true when $R$ is small enough.)

THEOREM 2.9. Suppose that the system satisfies the condition (2.10a).
(1) For $j \in \mathbf{P}$, let $\phi_{j}: \mathcal{U} \rightarrow \mathbb{R}_{-}$be a continuous function satisfying

$$
\begin{equation*}
D_{j}^{\star}\left(u_{0}\right) \leq \phi_{j}\left(u_{0}\right) \leq 0 \quad \text { for all } u_{0} \in \mathcal{U}, j \in \mathbf{P} \tag{2.45}
\end{equation*}
$$

Let $u_{0} \in \mathcal{U}$ and $j \in \mathbf{P}$ be given. From the wave set $\mathcal{S}_{j}\left(u_{0}\right)$, there exists a unique wave curve $\mathcal{W}_{j}^{n c}\left(u_{0}\right)$ using nonclassical shocks satisfying the kinetic relation (2.42). For $u_{l}$ and $u_{r}$ in $\mathcal{U}$, the Riemann problem (2.1), (2.11) admits a unique solution in the class of admissible nonclassical entropy solutions obtained by intersection of the curves $\mathcal{W}_{j}^{\text {nc }}$. Furthermore, the solution depends continuously in the $L^{1}$ norm upon its end states.
(2) Let $\varphi: \Lambda \rightarrow \mathbb{R}_{-}$be a Lipschitz continuous function satisfying

$$
\begin{equation*}
d^{\star}(s) \leq \varphi(s) \leq 0, \quad \frac{d \varphi}{d s}(s) \leq 0 \quad \text { for all } s \in \Lambda \tag{2.46}
\end{equation*}
$$

For the kinetic relation (2.43), the conclusions are the same as in Case 1.
(3) In both Cases 1 and 2 above, there exist two values $\mu_{j}^{b}\left(u_{0}\right)$ and $\mu_{j}^{\sharp}\left(u_{0}\right)$, with

$$
\begin{equation*}
\mu_{j}^{\star \star}\left(u_{0}\right) \leq \mu_{j}^{b b}\left(u_{0}\right) \leq \mu_{j}^{b}\left(u_{0}\right) \leq \mu_{j}^{\star}\left(u_{0}\right) \leq \mu_{j}^{\sharp}\left(u_{0}\right) \leq \mu_{j}^{\sharp \sharp}\left(u_{0}\right) \leq \mu_{j}\left(u_{0}\right), \tag{2.47}
\end{equation*}
$$

such that the nonclassical wave curve is composed of the following four pieces:

$$
\mathcal{W}_{j}^{n c}\left(u_{0}\right)= \begin{cases}\mathcal{O}_{j}\left(u_{0}\right) & \text { for all } \mu_{j} \geq \mu_{j}\left(u_{0}\right) \\ \mathcal{H}_{j}\left(u_{0}\right) & \text { for all } \mu_{j}^{\sharp}\left(u_{0}\right) \leq \mu_{j} \leq \mu_{j}\left(u_{0}\right), \\ \mathcal{H}_{j}\left(u^{b}\right) & \text { for all } \mu_{j}^{b}\left(u_{0}\right) \leq \mu_{j}<\mu_{j}^{\sharp}\left(u_{0}\right), \\ \mathcal{O}_{j}\left(u^{b}\right) & \text { for all } \mu_{j} \leq \mu_{j}^{b}\left(u_{0}\right),\end{cases}
$$

where $u^{b}:=w_{j}\left(\mu_{j}^{b}\left(u_{0}\right) ; u_{0}\right)$. The curve $\mathcal{W}_{j}^{n c}\left(u_{0}\right)$ is continuous and monotone in the parameter $\mu_{j}$, and is of class $C^{2}$ except at $\mu_{j}=\mu_{j}^{\sharp}\left(u_{0}\right)$, where it is generally only Lipschitz continuous.

We can recover the classical curve $\mathcal{W}_{j}^{c}\left(u_{0}\right)$ with the (maximal) choice

$$
\begin{equation*}
\phi_{j}\left(u_{0}\right)=D_{j}^{\star}\left(u_{0}\right) \tag{2.48}
\end{equation*}
$$

In that case the classical and nonclassical shocks in the solution have the same propagation speed, and the two waves are indistinguishable in the $(x, t)$ plane. On the other hand it is not possible to use part of the classical wave curve, say, for values $\mu_{j}>\mu_{j}^{c}$, and switch to the nonclassical wave curve, say, for values $\mu_{j}<\mu_{j}^{c}$, at least as far as a Riemann solution depending continuously upon its end states is sought. The latter seems to be a natural requirement, at least in view of the examples studied so far in the literature. Furthermore the classical wave curve $\mathcal{W}_{j}^{c}\left(u_{0}\right)$ is always admissible, since Definition 2.8 does not prevent us from solving the Riemann problem by using classical waves only. Therefore, even after imposing the kinetic relation, there exist two wave curves to choose from for each nongenuinely nonlinear family, $\mathcal{W}_{j}^{c}\left(u_{0}\right)$ and $\mathcal{W}_{j}^{n c}\left(u_{0}\right)$. It would be interesting to connect this nonuniqueness with instability in solutions to an augmented diffusive-dispersive system with vanishing small-scale parameters.

Proof of Theorem 2.9. Let $u_{0} \in \mathcal{U}$ and $j \in \mathbf{P}$ be given. In view of the definition (2.44) of the maximal entropy dissipation and the assumption (2.45), the criterion (2.42) selects a unique nonclassical shock along the Hugoniot curve $\mathcal{H}_{j}\left(u_{0}\right)$, say, $u^{b}=$ $w_{j}\left(\mu_{j}^{b}\left(u_{0}\right), u_{0}\right)$. Once this state is selected, the construction in Theorem 2.6 determines a unique wave curve $\mathcal{W}_{j}^{n c}\left(u_{0}\right)$ having the form described in item (3) of the theorem. This curve is continuous in the parameter $\mu_{j}$ which by construction is monotone increasing along it. It is of class $C^{2}$ at the point $\mu_{j}\left(u_{0}\right)$ and $\mu_{j}^{b}\left(u_{0}\right)$ since classical rarefaction curves and shock curves have second-order contact. Finally, along the wave curve, the speeds of the (rarefaction or shock) waves change continuously. To see that, at the point $\mu_{j}^{\sharp}\left(u_{0}\right)$, one has to compare, on one hand, the shock speed of the nonclassical shock and, on the other hand, the shock speeds of the nonclassical shock and the classical one. Actually all three terms coincide at $\mu_{j}^{\sharp}\left(u_{0}\right)$ :

$$
\lim _{\substack{\mu_{j} \rightarrow \mu_{j}^{\sharp}\left(u_{0}\right) \\ \mu_{j}>\mu_{j}^{\sharp}\left(u_{0}\right)}} \bar{\lambda}_{j}\left(u_{0}, w_{j}\left(\mu_{j}, u_{0}\right)\right)=\lim _{\substack{\mu_{j} \rightarrow \mu_{j}^{\sharp}\left(u_{0}\right) \\ \mu_{j}<\mu_{j}^{\sharp}\left(u_{0}\right)}} \bar{\lambda}_{j}\left(u^{\mathrm{b}}, w_{j}\left(\mu_{j} ; u^{\mathrm{b}}\right)\right)=\bar{\lambda}_{j}\left(u_{0}, u^{\mathrm{b}}\right) .
$$

The continuous dependence of the wave speeds implies the $L^{1}$ continuous dependence of the solution. Finally, having constructed the Lipschitz continuous wave curves $\mathcal{W}_{j}^{n c}$ for $j \in \mathbf{P}$ and the smooth wave curves $\mathcal{W}_{j}^{c}$ for $j \notin \mathbf{P}$, and using the condition that $\left\{r_{k}\left(u, u^{\prime}\right)\right\}$ is a basis of $\mathbb{R}^{N}$ for arbitrary $u, u^{\prime}$, we can solve the Riemann problem with data in $\mathcal{U}$ : combining together the wave curves, we apply the theorem of implicit functions for Lipschitz continuous curves. (For a reference see Isaacson and Temple [29].) The Riemann problem admits a unique solution, at least with data in $B\left(u_{*}, R^{\prime}\right) \subset \mathcal{U}$, with $R^{\prime} \ll R$. This proves the items (1) and (3).

In order to use the criterion (2.43), one observes that the entropy dissipation $D\left(u_{0}, u_{1}\right)$ along the Hugoniot curve - when expressed as a function of the shock speed $s$-is increasing from its lower value $D_{j}^{\star}\left(u_{0}\right)$ at $s^{\star}=\bar{\lambda}_{j}\left(u_{0}, w_{j}\left(\mu_{j}^{\star}\left(u_{0}\right) ; u_{0}\right)\right)$ to the value 0 at $s=\bar{\lambda}_{j}\left(u_{0}, w_{j}\left(\mu_{j}^{b b}\left(u_{0}\right) ; u_{0}\right)\right)$. On the other hand, the function $\varphi(s)$ is assumed to be decreasing in the same interval and by $(2.44),(2.46)$, one has $\varphi\left(s^{\star}\right) \geq d^{\star}(s) \geq D_{j}^{\star}\left(u_{0}\right)$. Thus there exists a unique point $\mu_{j}=\mu_{j}^{b}\left(u_{0}\right)$ such that the kinetic relation (2.43) is satisfied. This wave curve shares the same properties as that in the case (2.42).

Remark 2.10. (1) The assumption that the kinetic function be a decreasing function of the shock speed may be motivated in the following way. Consider a scalar
conservation law $(N=1)$ with the flux $f(u)=u^{3}$ and the entropy $U(u)=u^{2} / 2$. Consider a linear relation for nonclassical shocks, say, between the left state $u_{0}$ and the right state $u_{1}$,

$$
\begin{equation*}
u_{1}=g\left(u_{0}\right):=\beta u_{0} \tag{2.49}
\end{equation*}
$$

According to the theory in this section, one must have $\beta \in(-1,-1 / 2)$. Plugging (2.49) into the definition of the entropy dissipation $D\left(u_{0}, u_{1}\right)$ the kinetic relation corresponding to (2.49) can be computed:

$$
\begin{aligned}
\varphi(s):=D\left(u_{0}, g\left(u_{0}\right)\right) & =-(1+\beta)(1-\beta)^{3} u^{4} \\
& =-(1+\beta)(1-\beta)^{3}\left(1+\beta+\beta^{2}\right)^{-2} s^{2}
\end{aligned}
$$

which indeed is a decreasing function of $s$ in the interesting range $s>0$.
(2) In the classical solution, the value of the intermediate state (if any) in the Riemann solution varies continuously as $u_{1} \in \mathcal{W}_{j}^{c}\left(u_{0}\right)$ describes the wave curve; the solution in the $(x, t)$ plane varies continuously in the $L^{1}$ norm and its total variation is a continuous function of the end points. For the nonclassical wave curve, the wave speeds only are continuous, and the total variation of the Riemann solution is not a continuous function of the endpoints.

To conclude this section, we explain how to determine the kinetic function, needed in (2.42) or (2.43). Consider a sequence of solutions $u^{\epsilon}$ to a regularized version of (2.1) of the form (2.2). Assume for the sake of this presentation that the $u^{\epsilon}$ remain bounded in the total variation norm and converge to a limiting solution $u$ to (2.1), (2.5). Suppose also that the system admits an entropy pair that is compatible with the regularization (2.2). We know that the entropy inequality (2.5) is too lax to guarantee uniqueness for the Riemann problem. Another Rankine-Hugoniot relation, in addition to the set of conservation laws contained in (2.1), is in principle sufficient to select a unique nonclassical solution.

The concepts of entropy and entropy dissipation are fundamental in the theory of hyperbolic conservation laws. It seems mathematically natural to go beyond the entropy inequality (2.8) and instead write the entropy balance:

$$
\begin{equation*}
\partial_{t} U(u)+\partial_{x} F(u)=\mu_{U} \leq 0 \tag{2.50}
\end{equation*}
$$

Here $\mu_{U}$ is a bounded, nonpositive Borel measure, which provides partial information on the small-scale effects in the regularization sequence that generated the solution $u$. The dissipation measure generated by a regularization (2.2) satisfying the condition (2.3) is

$$
\begin{equation*}
\mu_{U}:=w-\star \lim _{\epsilon \rightarrow 0} \epsilon \partial_{x} u_{\epsilon}^{T} \nabla^{2} U\left(u_{\epsilon}\right) B_{1}\left(u_{\epsilon}\right) \partial_{x} u_{\epsilon} \tag{2.51}
\end{equation*}
$$

Since $u$ solves (2.1), the measure $\mu_{U}$ has its support included in the union of the set of points of approximate discontinuity of $u$.

The mass of the measure along the curve of discontinuity is the entropy dissipation $D(.,$.$) .$

Of course the knowledge of the measure $\mu_{U}$ in (2.50) is required only for nonclassical shocks, since the propagation of a classical shock is uniquely determined by the Rankine-Hugoniot relation

$$
-\bar{\lambda}_{j}\left(u_{0}, u_{1}\right)\left(u_{1}-u_{0}\right)+f\left(u_{1}\right)-f\left(u_{0}\right)=0
$$

and the entropy inequality

$$
-\bar{\lambda}_{j}\left(u_{0}, u_{1}\right)\left(U\left(u_{1}\right)-U\left(u_{0}\right)\right)+F\left(u_{1}\right)-F\left(u_{0}\right) \leq 0
$$

The entropy dissipation measure $\mu_{U}$ for a nonclassical shock, as determined by (2.51), in general, will depend upon the left state $u_{0}$ and the shock speed, $s=\bar{\lambda}_{j}\left(u_{0}, u_{1}\right)$. The kinetic relation generated by (2.2) can be determined, at least at a formal level, from an analysis of admissible traveling wave solutions to (2.2). Different approximations to (2.1) will result, in general, in different kinetic relations. Consider a traveling wave solution $u_{\epsilon}(x, t)=w((x-s t) / \epsilon)$ to (2.2), that is a solution to the ordinary differential equation in $\xi=(x-s t) / \epsilon$

$$
\begin{equation*}
-s w^{\prime}+f(w)^{\prime}=\left(B_{1}(w) w^{\prime}\right)^{\prime}+\left(B_{2}(w) w^{\prime \prime}\right)^{\prime} \tag{2.52}
\end{equation*}
$$

satisfying the following boundary conditions

$$
\begin{align*}
& \lim _{\xi \rightarrow-\infty} w(\xi)=u_{0}, \quad \lim _{\xi \rightarrow \infty} w(\xi)=u_{1}, \\
& \lim _{\xi \rightarrow \pm \infty} w^{\prime}(\xi)=0, \quad \lim _{\xi \rightarrow \pm \infty} w^{\prime \prime}(\xi)=0 \tag{2.53}
\end{align*}
$$

The equation (2.52) can be integrated once:

$$
\begin{equation*}
-s\left(w-u_{0}\right)+f(w)-f\left(u_{0}\right)=B_{1}(w) w^{\prime}+B_{2}(w) w^{\prime \prime} \tag{2.54}
\end{equation*}
$$

The internal structure of the nonclassical shock is represented by the trajectory $\xi \rightarrow$ $w(\xi)$, which can be used to determine the entropy dissipation measure. Namely, at the hyperbolic level we have

$$
\begin{aligned}
D\left(u_{0}, u_{1}\right) & =-\bar{\lambda}_{j}\left(u_{0}, u_{1}\right)\left(U\left(u_{1}\right)-U\left(u_{0}\right)\right)-F\left(u_{1}\right)+F\left(u_{0}\right) \\
& =\int_{\mathbb{R}} \nabla U(w) \cdot\left(-\bar{\lambda}_{j}\left(u_{0}, u_{1}\right)+D f(w)\right) w^{\prime} d \xi \\
& =-\int_{\mathbb{R}} w^{\prime} \cdot \nabla^{2} U(w) \cdot\left(-\bar{\lambda}_{j}\left(u_{0}, u_{1}\right)\left(w-u_{0}\right)+f(w)-f\left(u_{0}\right)\right) d \xi
\end{aligned}
$$

Using (2.54) for the traveling wave and the conditions (2.3), we obtain

$$
\begin{equation*}
D\left(u_{0}, u_{1}\right)=-\int_{\mathbb{R}}\left(w^{\prime}\right)^{T} \nabla^{2} U(w) B_{1}(w) w^{\prime} d \xi \leq 0 \tag{2.55}
\end{equation*}
$$

In the examples arising in continuum mechanics, at least, the entropy dissipation for a nonclassical shock, computed from (2.55), can be expressed as a function of the state $u_{0}$ (or, equivalently, $u_{1}$ ). (See also section 4.1.)
3. Nonclassical shocks in elastodynamics (1). We now turn to a model arising in the theory of elastic materials, which is strictly hyperbolic and admits two nongenuinely nonlinear characteristic fields. This section restricts attention to the Riemann problem and extends the analysis of section 2 to arbitrarily large initial data.
3.1. Preliminaries. Consider the system of elastodynamics

$$
\begin{array}{r}
\partial_{t} v-\partial_{x} \sigma(w)=0 \\
\partial_{t} w-\partial_{x} v=0 \tag{3.1}
\end{array}
$$

where the real-valued functions $v$ and $w$ represent the velocity and gradient deformation, respectively. The stress-strain law is assumed to have the form

$$
\begin{equation*}
\sigma(w)=w^{3}+m^{2} w, \quad m>0 \tag{3.2}
\end{equation*}
$$

The focus here is on Riemann data

$$
v(x, 0), w(x, 0)=\left\{\begin{array}{lc}
v_{l}, w_{l}, & x<0  \tag{3.3}\\
v_{r}, w_{r}, & x>0
\end{array}\right.
$$

for constants $v_{l}, w_{l}, \ldots$. We note that (3.1)-(3.2) is invariant under any of the transformations:

$$
\begin{align*}
w \rightarrow-w, & v \rightarrow-v  \tag{3.4i}\\
v \rightarrow v+\bar{v} & (\text { for any constant } \bar{v}),  \tag{3.4ii}\\
x \rightarrow-x, & v \rightarrow-v \tag{3.4iii}
\end{align*}
$$

We may write (3.1) in the general form (2.1) by setting $u=(v, w), f(u)=$ $-(\sigma(w), v)$. The system is strictly hyperbolic with eigenvalues $\lambda_{1}(v, w)=-c(w)<$ $0<\lambda_{2}(v, w)=c(w)$, where the sound speed is defined by $c(w)=\sqrt{3 w^{2}+m^{2}}$. Since the wave speeds are independent of $v$, the notation $\lambda_{1}(w)=-c(w)$ and $\lambda_{2}(w)=c(w)$ is also used. The wave speeds are strictly separated: they keep different signs and are bounded away from zero. The right eigenvectors may be chosen as $r_{i}(v, w)=$ $( \pm c(w), 1)$ for $i=1,2$.

We consider the wave curves for the system (3.1). The Hugoniot locus $\mathcal{H}_{1}\left(v_{0}, w_{0}\right)$ consists of all the states $\left(v_{1}, w_{1}\right)$ connected to $\left(v_{0}, w_{0}\right)$ on the left by a discontinuity with speed $s<0$. Similarly, $\mathcal{H}_{2}\left(v_{0}, w_{0}\right)$ corresponds to the discontinuities with speed $s>0$. The Rankine-Hugoniot condition gives

$$
\begin{equation*}
-s=\frac{v-v_{0}}{w-w_{0}}=\frac{\sigma(w)-\sigma\left(w_{0}\right)}{v-v_{0}} \tag{3.5}
\end{equation*}
$$

A discontinuity connecting $\left(v_{0}, w_{0}\right)$ to $(v, w)$ therefore travels with speed $s= \pm \bar{c}\left(w_{0} ; w\right)$, where we use the notation $\bar{c}\left(w_{0} ; w\right)=\sqrt{w_{0}^{2}+w_{0} w+w^{2}+m^{2}}$. Observe that $\bar{c}(w ; w)=$ $c(w)$. We emphasize that $\bar{c}\left(w_{0} ; w\right)$ is the magnitude of the shock speed and is always positive. From (3.5) we obtain

$$
\begin{gather*}
\mathcal{H}_{1}\left(v_{0}, w_{0}\right)=\left\{v \in \mathbb{R} \mid v-v_{0}=\bar{c}\left(w_{0} ; w\right)\left(w-w_{0}\right)\right\}  \tag{3.6}\\
\mathcal{H}_{2}\left(v_{0}, w_{0}\right)=\left\{v \in \mathbb{R} \mid v-v_{0}=-\bar{c}\left(w_{0} ; w\right)\left(w-w_{0}\right)\right\} \tag{3.7}
\end{gather*}
$$

In addition, the rarefaction waves are based on the integral curves of the vector fields $r_{j}$ :

$$
\begin{equation*}
\mathcal{O}_{1}\left(v_{0}, w_{0}\right)=\left\{v \in \mathbb{R} \mid v-v_{0}=\int_{w_{0}}^{w} c(z) d z\right\} \tag{3.8}
\end{equation*}
$$

$$
\begin{equation*}
\mathcal{O}_{2}\left(v_{0}, w_{0}\right)=\left\{v \in \mathbb{R} \mid v-v_{0}=-\int_{w_{0}}^{w} c(z) d z\right\} \tag{3.9}
\end{equation*}
$$

The system (3.1)-(3.2) is not genuinely nonlinear since $\nabla \lambda_{1}(w) \cdot r_{1}(w)=-3 w / c(w)$ and $\nabla \lambda_{2}(w) \cdot r_{2}(w)=3 w / c(w)$, which vanish on the (one-dimensional) manifold $\mathcal{M}=\mathcal{M}_{1}=\mathcal{M}_{2}=\{(v, w) \mid w=0\}$. In order to uniquely solve the Riemann problem, we now apply appropriate entropy criteria. Away from the line $w=0$, the system has two genuinely nonlinear fields; therefore, for shocks with small amplitude, the Lax shock inequalities may be used.
3.2. Liu's construction of a unique solution. Here we briefly summarize the Liu's construction for the system (3.1). For a point $(v, w)$ in $\mathcal{H}_{1}\left(v_{0}, w_{0}\right)$, the Liu entropy criterion implies the Lax shock inequalities, $-c\left(w_{0}\right) \geq-\bar{c}\left(w_{0} ; w\right) \geq-c(w)$, and, as pointed out in section 2 , is actually equivalent to them since the stress-strain relation has a single inflexion point. Defining

$$
\begin{equation*}
\kappa=w / w_{0} \tag{3.10}
\end{equation*}
$$

and using the expressions for $c(w)$ and $\bar{c}\left(w_{0} ; w\right)$, one sees that the admissible region for $\mathcal{H}_{1}\left(v_{0}, w_{0}\right)$ consists of all $(v, w)$ with

$$
\begin{equation*}
\kappa \in(-\infty,-2] \cup[1,+\infty) \tag{3.11}
\end{equation*}
$$

For $\mathcal{H}_{2}\left(v_{0}, w_{0}\right)$, the shock speed is positive and the Liu criterion leads to the interval

$$
\begin{equation*}
\kappa \in[-1 / 2,1] . \tag{3.12}
\end{equation*}
$$

Note in passing that the intervals found in (3.11) and (3.12) are independent of $m$. We now utilize (3.11)-(3.12) and construct the classical wave curves $\mathcal{W}_{j}^{c}\left(v_{0}, w_{0}\right)$. Consider a point $\left(v_{0}, w_{0}\right)$ with $w_{0}>0$. By $(3.4 \mathrm{ii}), \mathcal{W}_{j}^{c}\left(v_{0}^{\prime}, w_{0}\right)$ for $v_{0}^{\prime} \neq v_{0}$ is a suitable translate of $\mathcal{W}_{j}^{c}\left(v_{0}, w_{0}\right)$, while (3.4i) allows the construction for $w_{0}>0$ to be simply extended to the case $w_{0}<0$.

The wave curves are easily defined locally. These curves are $\mathcal{H}_{1}\left(v_{0}, w_{0}\right), \mathcal{O}_{1}\left(v_{0}, w_{0}\right)$, $\mathcal{H}_{2}\left(v_{0}, w_{0}\right)$, and $\mathcal{O}_{2}\left(v_{0}, w_{0}\right)$ for values $w>w_{0}, w<w_{0}, w<w_{0}$, and $w>w_{0}$, respectively. Note that since $\nabla \lambda_{i} \cdot r_{i}= \pm 3 w / c(w)$ changes signs only along curves crossing $w=0$, we see immediately that the curves $\mathcal{H}_{1}\left(v_{0}, w_{0}\right)$ and $\mathcal{O}_{2}\left(v_{0}, w_{0}\right)$ may be extended to all points $(v, w)$ such that $w>w_{0}$. These two curves correspond to functions $w \rightarrow v(w)$ that are increasing and decreasing, respectively, according to the formulas (3.6) and (3.9).

We now turn to those wave curves which cross the line $w=0$. For $0<w \leq w_{0}$, we have $\nabla \lambda_{i} \cdot r_{i}<0$, so that all points $(v, w)$ in this region, lying on $\mathcal{O}_{1}\left(v_{0}, w_{0}\right)$, may be arrived at by a single 1-rarefaction. This construction changes for $w<$ 0 : when $-2 w_{0}<w<0$, there is a critical point on the rarefaction curve, say, $\left(v_{*}, w_{*}\right) \in \mathcal{O}_{1}\left(v_{0}, w_{0}\right)$ with $w_{*}>0$, for which $\bar{c}\left(w_{0} ;, w_{*}\right)=c\left(w_{*}\right)$. This point satisfies $w_{*}=-w / 2$.

According to the Liu criterion, in order to reach a point $(v, w)$ from $\left(v_{0}, w_{0}\right)$, having $-2 w_{0}<w<0$, the solution proceeds along $\mathcal{O}_{1}\left(v_{0}, w_{0}\right)$ until it reaches $\left(v_{*}, w_{*}\right)$, at which point it jumps on $\mathcal{H}_{1}\left(v_{*}, w_{*}\right)$ to $(v, w)$. We denote this composite curve by

$$
\begin{align*}
\mathcal{K}_{1}\left(v_{0}, w_{0}\right)=\{(v, w) \mid & \text { there exists }\left(v_{*}, w_{*}\right) \in \mathcal{O}_{1}\left(v_{0}, w_{0}\right), \quad 0<w_{*}<w_{0}  \tag{3.13}\\
& \text { such that } \left.w=-2 w_{*} \text { and }(v, w) \in \mathcal{H}_{1}\left(v_{*}, w_{*}\right)\right\}
\end{align*}
$$

It may be shown that along $\mathcal{K}_{1}\left(v_{0}, w_{0}\right), v$ is monotone increasing with $w$. When $w \leq-2 w_{0}$, the curve $\mathcal{K}_{1}\left(v_{0}, w_{0}\right)$ may be continued, by virtue of (3.11), as a single 1 -shock, i.e., $(v, w) \in \mathcal{H}_{1}\left(v_{0}, w_{0}\right)$, when $w \leq-2 w_{0}$ and $v$ is thus given by the RankineHugoniot relation (3.5). Note that $\mathcal{K}_{1}\left(v_{0}, w_{0}\right)$ joins $\mathcal{H}_{1}\left(v_{0}, w_{0}\right)$ at the point $\left(v_{* *}, w_{*}\right)=$ $\left(v_{* *},-2 w_{0}\right) \in \mathcal{H}_{1}\left(v_{0}, w_{0}\right)$, and $\mathcal{K}_{1}\left(v_{0}, w_{0}\right)$ joins $\mathcal{O}_{1}\left(v_{0}, w_{0}\right)$ at the point $\left(0, v_{0}\right) \in$ $\mathcal{O}_{1}\left(v_{0}, w_{0}\right)$. We summarize in the next lemma.

Lemma 3.1. The classical 1 -wave curve from a point $\left(v_{0}, w_{0}\right), w_{0}>0$, is the union of four pieces:

$$
\mathcal{W}_{1}^{c}\left(v_{0}, w_{0}\right)= \begin{cases}\mathcal{H}_{1}\left(v_{0}, w_{0}\right) & \text { for } w>w_{0} \\ \mathcal{O}_{1}\left(v_{0}, w_{0}\right) & \text { for } 0 \leq w \leq w_{0} \\ \mathcal{K}_{1}\left(v_{0}, w_{0}\right) & \text { for }-2 w_{0} \leq w<0 \\ \mathcal{H}_{1}\left(v_{0}, w_{0}\right) & \text { for } w<-2 w_{0}\end{cases}
$$

It is a monotone increasing curve of class $\mathcal{C}^{\infty}$, extending from $(v, w)=(-\infty,-\infty)$ to $(v, w)=(+\infty,+\infty)$.

The construction of the 2 -wave curve is similar and we summarize its properties as follows.

Lemma 3.2. The classical 2 -wave curve from $\left(v_{0}, w_{0}\right)$, with $w_{0}>0$, is the union of three pieces:

$$
\mathcal{W}_{2}^{c}\left(v_{0}, w_{0}\right)= \begin{cases}\mathcal{O}_{2}\left(v_{0}, w_{0}\right) & \text { for } w>w_{0} \\ \mathcal{H}_{2}\left(v_{0}, w_{0}\right) & \text { for }-w_{0} / 2 \leq w \leq w_{0} \\ \mathcal{O}_{2}\left(v_{*}, w_{*}\right) & \text { for } w<-w_{0} / 2\end{cases}
$$

where $\left(v_{*}, w_{*}\right) \in \mathcal{H}_{2}\left(v_{0}, w_{0}\right)$ and $w_{*}=-w_{0} / 2$. It is a monotone decreasing curve of class $\mathcal{C}^{\infty}$, extending from $(v, w)=(+\infty,-\infty)$ to $(v, w)=(-\infty,+\infty)$.

The infinite extent in $v$ of the 2 -wave curve follows from the fact that the integral curves in (3.9) have no horizontal asymptotes. This completes the construction of the wave curves based on the Liu criterion. A unique solution exists for arbitrary Riemann data. It can be checked that this solution depends continuously upon its initial states.
3.3. Two-parameter family of nonclassical entropy solutions. We apply Definition 2.1 to the system (3.1) and construct a two-parameter family of solutions. Definition 2.1 is based on a specific convex entropy pair, which we take here to be

$$
\begin{equation*}
U(v, w)=\frac{v^{2}}{2}+\frac{w^{4}}{4}+m^{2} \frac{w^{2}}{2}, \quad F(v, w)=-v \sigma(w) \tag{3.14}
\end{equation*}
$$

This choice is based on the physically motivated regularization studied in section 4. A brief computation leads to the following formula for the entropy dissipation:

$$
\begin{equation*}
D\left(v_{-}, w_{-} ; v_{+}, w_{+}\right)=-s\left(\bar{w}\left(m^{2}+\overline{w^{2}}\right)[w]+\bar{v}[v]\right)\left(m^{2} \bar{w}+\overline{w^{3}}\right)[v]-\bar{v}[\sigma(w)] \tag{3.15}
\end{equation*}
$$

with $[\alpha]=\alpha_{+}-\alpha_{-}$and $\bar{\alpha}=\left(\alpha_{+}+\alpha_{-}\right) / 2$. We now substitute the Rankine-Hugoniot relations (3.5) to get

$$
D\left(v_{-}, w_{-} ; v_{+}, w_{+}\right)=\bar{w} \overline{w^{2}}[v]-\overline{w^{3}}[v]=-\frac{1}{2} \bar{w}[w]^{2}[v]
$$

The entropy inequality (2.8), (3.14) therefore reduces to

$$
\begin{equation*}
\bar{w}[v] \geq 0 \tag{3.16}
\end{equation*}
$$

(for $[w] \neq 0$ ). If we now utilize $(3.6)-(3.7)$ for $\mathcal{H}_{1}\left(v_{-}, w_{-}\right)$and $\mathcal{H}_{2}\left(v_{-}, w_{-}\right)$, we find that

$$
\begin{equation*}
D\left(v_{-}, w_{-} ; v_{+}, w_{+}\right)=\frac{s}{2}[w]^{3} \bar{w} \tag{3.17}
\end{equation*}
$$

We recall that $s<0$ for $\mathcal{H}_{1}\left(v_{-}, w_{-}\right)$and $s>0$ for $\mathcal{H}_{2}\left(v_{-}, w_{-}\right)$. From now on we express the entropy dissipation as a function of $w_{-}$and $w_{+}$alone: $D\left(w_{-} ; w_{+}\right)$. The admissible nonclassical shocks from $\left(v_{-}, w_{-}\right)$to $\left(v_{+}, w_{+}\right)$must therefore satisfy

$$
\begin{equation*}
\left|w_{+}\right| \geq\left|w_{-}\right| \quad \text { along } \quad \mathcal{H}_{1}\left(v_{-}, w_{-}\right), \quad\left|w_{+}\right| \leq\left|w_{-}\right| \quad \text { along } \quad \mathcal{H}_{2}\left(v_{-}, w_{-}\right) \tag{3.18}
\end{equation*}
$$

Since $\mathcal{H}_{1}\left(v_{-}, w_{-}\right)$, restricted by the condition (3.8), forms a nonconnected set, we denote the portion of $\mathcal{H}_{1}\left(v_{-}, w_{-}\right)$with $w_{+} \geq w_{-}$by $\mathcal{H}_{1}^{+}\left(v_{-}, w_{-}\right)$, while that portion having $w_{+} \leq-w_{-}$will be denoted by $\mathcal{H}_{1}^{-}\left(v_{-}, w_{-}\right)$.

We now introduce solutions containing nonclassical shocks. Consider a point $\left(v_{0}, w_{0}\right)$ with $w_{0}>0$. Owing to transformations (3.4), a translation in $v_{0}$ simply effects the same translation in the entire solution; furthermore, we can obtain the wave curves for $w_{0}<0$ by switching the signs of both $w$ and $v$. We begin by discussing the 1 -wave curves. As in the classical case, the solution may leave ( $v_{0}, w_{0}$ ) along $\mathcal{O}_{1}\left(v_{0}, w_{0}\right)$ and proceed until it reaches the point $(\tilde{v}, \tilde{w})$ with $\tilde{w}=0$.

Lemma 3.3. From any point $\left(v_{1}, w_{1}\right) \in \mathcal{O}_{1}\left(v_{0}, w_{0}\right)$, with $0<w_{1}<w_{0}$, it is possible to jump to a point $\left(v_{2}, w_{2}\right) \in \mathcal{H}_{1}^{-}\left(v_{1}, w_{1}\right)$ with $w_{2} \in\left[-2 w_{1},-w_{1}\right]$.

Proof of Lemma 3.3. By (3.18), one has $w_{2}^{2}-w_{1}^{2} \geq 0$. In addition, for the shock to follow the rarefaction, one needs $0>-\bar{c}\left(w_{1} ; w_{2}\right) \geq \lambda_{1}\left(w_{1}\right)$, so that $\left(w_{2}+2 w_{1}\right)\left(w_{2}-\right.$ $\left.w_{1}\right) \leq 0$. The intersection of these two regions is the interval $-2 w_{1} \leq w_{2} \leq-w_{1}$. Of the points $w_{2}$ in this interval, only the right-hand boundary $w_{2}=-2 w_{1}$ corresponds to a classical shock.

As $\left(v_{1}, w_{1}\right)$ varies from $\left(v_{0}, w_{0}\right)$ to $(\tilde{v}, 0)$, along $\mathcal{O}_{1}\left(v_{0}, w_{0}\right)$, the set of image points, $\left\{\left(v_{2}, w_{2}\right)\right\}$, of these nonclassical shocks covers a bounded region. We refer to these wave fans as $\mathcal{O}_{1}-\mathcal{H}_{1}^{-}$nonclassical solutions. From (3.18), it is also possible to leave $\left(v_{0}, w_{0}\right)$ by a shock, i.e., to jump to $\left(v_{1}, w_{1}\right) \in \mathcal{H}_{1}\left(v_{0}, w_{0}\right)$ for $\left|w_{1}\right| \geq\left|w_{0}\right|$. We note that for $w_{1} \geq w_{0}$ and for $w_{1} \leq-2 w_{0}$, these are classical shocks. In addition we have the following.

Lemma 3.4. From a point $\left(v_{1}, w_{1}\right) \in \mathcal{H}_{1}^{+}\left(v_{0}, w_{0}\right)$, it is possible to jump via a nonclassical shock to $\left(v_{2}, w_{2}\right) \in \mathcal{H}_{1}^{-}\left(v_{1}, w_{1}\right)$ with $-w_{0}-w_{1} \leq w_{2} \leq-w_{1}$. The points with $w_{2}=-w_{0}-w_{1}$ lie on $\mathcal{H}_{1}\left(v_{0}, w_{0}\right)$. The region containing a classical shock along $\mathcal{H}_{1}^{+}\left(v_{0}, w_{0}\right)$, followed by a nonclassical shock along $\mathcal{H}_{1}^{-}\left(v_{1}, w_{1}\right)$, extends indefinitely to the left in $w_{2}$, and down in $v_{2}$.

Proof of Lemma 3.4. Once again (3.18) gives $\left|w_{2}\right| \geq\left|w_{1}\right|$, and for the nonclassical shock to follow the classical one, one must also have $-\bar{c}\left(w_{1} ; w_{2}\right) \geq-\bar{c}\left(w_{0} ; w_{1}\right)$. Manipulating the expression for $s$ leads to $\left|2 w_{2}+w_{1}\right| \leq\left|2 w_{0}+w_{1}\right|$, and, using the fact that $0<w_{0}<w_{1}$, this has the solution $-w_{0}-w_{1} \leq w_{2} \leq w_{0}$. Combining this with the entropy inequality leads to $-w_{0}-w_{1} \leq w_{2} \leq-w_{1}$.

For $w_{2}=-w_{1}-w_{0}$, one has $-\bar{c}\left(w_{0} ; w_{1}\right)=-\bar{c}\left(w_{0} ; w_{2}\right)$ and, by using the RankineHugoniot condition (3.5), one can show that $\left(v_{2}, w_{2}\right) \in \mathcal{H}_{1}^{-}\left(v_{0}, w_{0}\right)$. Since $w_{2} \leq-2 w_{0}$, the point $\left(v_{2}, w_{2}\right)$ is in the classical portion of this Hugoniot curve.

According to (3.18), a point $\left(v_{1}, w_{1}\right) \in \mathcal{H}_{1}^{+}\left(v_{0}, w_{0}\right)$ may have $w_{1}$ arbitrarily large and positive, so that $w_{2} \leq-w_{1}$ can be arbitrarily large and negative. A calculation
using the Hugoniot curve shows that

$$
\begin{aligned}
v_{2} & =v_{0}+\bar{c}\left(w_{0} ; w_{1}\right)\left(w_{1}-w_{0}\right)+\bar{c}\left(w_{1} ; w_{2}\right)\left(w_{2}-w_{1}\right) \\
& \leq v_{0}+\bar{c}\left(w_{0} ; w_{1}\right)\left(w_{1}-w_{0}\right)-2 w_{1} c\left(w_{1}\right),
\end{aligned}
$$

so that as $w_{1} \rightarrow+\infty$ with $\left(v_{0}, w_{0}\right)$ fixed, we have $v_{2} \leq-w_{1}^{2}(1+o(1)) \rightarrow-\infty$, so the upper boundary, and hence the entire region, tends to negative infinity, as $w_{2} \rightarrow-\infty$. There is no horizontal asymptote.

We refer to these 2-wave fans as $\mathcal{H}_{1}^{+}-\mathcal{H}_{1}^{-}$nonclassical solutions. A similar argument shows that no $\mathcal{O}_{1}-\mathcal{H}_{1}^{-}$or $\mathcal{H}_{1}^{+}-\mathcal{H}_{1}^{-}$wave fan may be connected to additional states by a 1 -wave.

We now turn to the 2 -wave family, again taking $\left(v_{0}, w_{0}\right)$ with $w_{0}>0$. In this case, $\lambda_{2}(w)=\sqrt{3 w^{2}+m^{2}}$ is increasing with $w$, so that any point $\left(v_{1}, w_{1}\right) \in \mathcal{O}_{2}^{+}\left(v_{0}, w_{0}\right)$, i.e., with $w_{1} \geq w_{0}$, may be connected to $\left(v_{0}, w_{0}\right)$ via a 2 -rarefaction. We may not continue from $\left(v_{1}, w_{1}\right)$ to a point $\left(v_{2}, w_{2}\right) \in \mathcal{H}_{2}\left(v_{1}, w_{1}\right)$, since the entropy inequality, which gives $\left|w_{2}\right| \leq\left|w_{1}\right|$, and the proper ordering of wave speeds, which implies $w_{2} \geq$ $w_{1}$, have only the degenerate point $\left(v_{2}, w_{2}\right)=\left(v_{1}, w_{1}\right)$ of intersection. If instead we leave $\left(v_{0}, w_{0}\right)$ via $\mathcal{H}_{2}\left(v_{0}, w_{0}\right)$, the entropy inequality permits us to proceed to the left, until we reach $(\tilde{v}, \tilde{w}) \in \mathcal{H}_{2}\left(v_{0}, w_{0}\right)$ with $\tilde{w}=-w_{0}$. Note that this shock is nonclassical for $-w_{0} \leq w_{1}<-w_{0} / 2$.

LEMMA 3.5. For $\left(v_{1}, w_{1}\right) \in \mathcal{H}_{2}\left(v_{0}, w_{0}\right)$ with $-w_{0} \leq w_{1} \leq-w_{0} / 2$, it is possible to connect to a point $\left(v_{2}, w_{2}\right) \in \mathcal{H}_{2}\left(v_{1}, w_{1}\right)$ with $w_{1} \leq w_{2} \leq-w_{0}-w_{1}$. This part of the curve $\mathcal{H}_{2}\left(v_{1}, w_{1}\right)$ extends until it reaches a point $\left(v_{2}, w_{2}\right)=\left(v_{2},-w_{0}-w_{1}\right) \in$ $\mathcal{H}_{2}\left(v_{0}, w_{0}\right)$.

Proof of Lemma 3.5. Starting from a point $\left(v_{1}, w_{1}\right) \in \mathcal{H}_{2}\left(v_{0}, w_{0}\right)$, we proceed with a 2 -shock on the right, to a point $\left(v_{2}, w_{2}\right) \in \mathcal{H}_{2}\left(v_{1}, w_{1}\right)$. The entropy inequality forces $\left|w_{2}\right| \leq\left|w_{1}\right|$. In addition, the requirement that $c\left(w_{1} ; w_{2}\right) \geq c\left(w_{0} ; w_{1}\right) \geq 0$ implies that $\left|2 w_{2}+w_{1}\right| \geq\left|2 w_{0}+w_{1}\right|$. Since $w_{0} \geq\left|w_{2}\right|$, we must take $w_{1} \leq 0$. The condition then becomes $\left|2 w_{2}-\left|w_{1}\right|\right| \geq 2 w_{0}-\left|w_{1}\right|$, so that $w_{2}$ must also be nonpositive. Some manipulation gives $w_{2} \leq-w_{0}-w_{1} \leq 0$, so that in combination with (3.18) we have $w_{2} \in\left[w_{1},-w_{0}-w_{1}\right]$, and $w_{1}$ has the restriction that $w_{1} \leq-w_{0}-w_{1}$, so that $w_{1} \leq-w_{0} / 2$. This leads to $w_{1} \in\left[-w_{0},-w_{0} / 2\right]$. At the right-hand end of this interval, $w_{1}=-w_{0} / 2$, the shock is classical.

As $w_{1}$ varies about the interval $\left[-w_{0},-w_{0} / 2\right]$, the set $\left\{\left(v_{2}, w_{2}\right)\right\}$ of image points attainable from $\left(v_{0}, w_{0}\right)$ by a nonclassical shock, followed by a second shock, fill up a bounded region. This second shock is always a classical one, across which $w$ does not change signs. Points on this second shock may not, therefore, be connected to a further rarefaction or shock wave. We now consider rarefaction waves originating at a point on $\mathcal{H}_{2}\left(v_{0}, w_{0}\right)$.

Lemma 3.6. A point $\left(v_{1}, w_{1}\right) \in \mathcal{H}_{2}\left(v_{0}, w_{0}\right)$, with $-w_{0} \leq w_{1} \leq-w_{0} / 2$, may be connected to any point $(v, w) \in \mathcal{O}_{2}\left(v_{1}, w_{1}\right)$ having $w \leq w_{1}$.

Proof of Lemma 3.6. Since $\lambda_{2}(w)$ is increasing for $|w|$ increasing, if points $\left(v_{1}, w_{1}\right)$ can be found so that $c\left(w_{1}\right) \geq c\left(w_{0} ; w_{1}\right) \geq 0$, then the rarefaction curves $\mathcal{O}_{2}\left(v_{1}, w_{1}\right)$ may be continued indefinitely to the left. The condition on wave speeds reduces to $\left(2 w_{1}+w_{0}\right)\left(w_{1}-w_{0}\right) \geq 0$, so that we must have $w_{1} \leq-w_{0} / 2$. Thus any $\left(v_{1}, w_{1}\right)$ with $w_{1} \in\left[-w_{0},-w_{0} / 2\right]$ can serve as the origin of a 2-rarefaction. Note that the classical shock-rarefaction occurs for $w_{1}=-w_{0} / 2$.

From (3.8)-(3.9), all of the (classical and nonclassical) integral curves have $v \rightarrow$ $+\infty$ as $w \rightarrow-\infty$. As $w_{1}$ varies from $-w_{0} / 2$ to $-w_{0}$, the set of points that may be reached by a nonclassical 2 -shock, followed by a rarefaction, forms an unbounded


Fig. 3.1. Wave curve for (a) the 1-wave family, (b) the 2-wave family.
strip in the $(v, w)$-plane. These rarefaction curves may not be further joined to 2 shock curves, since the entropy inequality and the proper wave speed ordering (the shock must travel faster than the maximum wave speed of the rarefaction fan) lead to incompatible intervals in $w$. We summarize the above results in this subsection by stating the following.

THEOREM 3.7. The solutions to (3.1)-(3.3) satisfying a single entropy inequality form a one-parameter family in each of the two characteristic fields. The shock speeds $s_{1}$ and $s_{2}$ of the nonclassical shocks in the 1- and 2-wave families, respectively, may be used as the parameters. Given a left-hand state ( $v_{0}, w_{0}$ ) and denoting the left-hand state of the nonclassical shock by $\left(v_{-}, w_{-}\right)$, there are nonclassical solutions in the 1-family for $s_{1}$ satisfying

$$
\max \left\{-\sqrt{w_{0}^{2}+w_{0} w_{-}+w_{-}^{2}+m^{2}},-\sqrt{3 w_{-}^{2}+m^{2}}\right\} \leq s_{1} \leq-\sqrt{w_{-}^{2}+m^{2}}
$$

and in the 2-family for $s_{2}$ satisfying

$$
\sqrt{(3 / 4) w_{-}^{2}+m^{2}} \leq s_{2} \leq \sqrt{w_{-}^{2}+m^{2}}
$$

3.4. Unique admissible nonclassical entropy solution. In this section, we construct the nonclassical wave curves $\mathcal{W}_{j}^{n c}\left(v_{0}, w_{0}\right), j=1,2$, displayed in Figure 3.1. For a solution connecting $u_{0}=\left(v_{0}, w_{0}\right)$ to $u_{1}=\left(v_{1}, w_{1}\right)$, we label the successive states, according to increasing wave speed, by $u_{0}, u_{i_{1}}=\left(v_{i_{1}}, w_{i_{1}}\right), u_{m}=\left(v_{m}, w_{m}\right), u_{i_{2}}=$ $\left(v_{i_{2}}, w_{i_{2}}\right)$, and $u_{1}$. For classical shocks or rarefactions in the 1 -wave and 2 -waves curves, the points $u_{i_{1}}$ and $u_{i_{2}}$, respectively, degenerate into $u_{0}$ and $u_{1}$, respectively. Nonclassical 1-shocks always connect $u_{i_{1}}$ to a range of $u_{m}$, while nonclassical 2-shocks join $u_{m}$ to a range of $u_{i_{2}}$. In the classical cases where shocks are attached to rarefactions, one always has $w_{m}=-2 w_{i_{1}}$ and/or $w_{i_{2}}=-w_{m} / 2$.

Depending on $u_{0}$ and $u_{1}$, a nonclassical shock may appear in either $\mathcal{H}_{1}$, or $\mathcal{H}_{2}$, or both. To select the unique nonclassical shock from among the one-parameter families of solutions found in the previous subsection, we will utilize a kinetic relation, stipulating that any nonclassical 2 -shocks from $u_{m}$ to $u_{i_{2}}$ must satisfy

$$
\begin{equation*}
D\left(w_{m} ; w_{i_{2}}\right)=\varphi(s) \tag{3.19}
\end{equation*}
$$

where $\varphi$ is the kinetic function depending upon the shock speed $s$. For a given lefthand state $\left(v_{m}, w_{m}\right)$, we show that the kinetic relation produces a unique right-hand state $\left(v_{i_{2}}, w_{i_{2}}\right)$, where $w_{i_{2}}$ depends only on $w_{m}$, and not on $v_{m}$, say, $w_{i_{2}}=g\left(w_{m}\right)$. From Lemmas 3.3 and $3.4, w_{i_{2}} \in\left[-w_{m},-w_{m} / 2\right)$.

In order to select a unique nonclassical shock in the 1 -wave family, a symmetry of system (3.1) is utilized: the nonclassical 1-shock from $u_{i_{1}}$ to $u_{m}$ is selected from among the possible nonclassical 1 -shocks from $u_{i_{1}}$, if the kinetic relation (3.19) is satisfied for $w_{i_{2}}=w_{i_{1}}$. We begin with the kinetic relation for $\mathcal{H}_{2}$-shocks, divorced from their role in the solution of the Riemann problem, and consider nonclassical $\mathcal{H}_{2}$-shocks from $\left(v_{-}, w_{-}\right)$to $\left(v_{+}, w_{+}\right)$.

Theorem 3.8. Denote by $I=[m, \infty)$ the range of positive shock speeds, $s$, and consider a kinetic function $\varphi(s)$ having the following properties:

$$
\begin{gather*}
\frac{d \varphi}{d s}<0 \quad \text { for } \quad s \in I  \tag{3.20}\\
\varphi(s) \leq 0 \quad \text { for all } \quad s \in I  \tag{3.21}\\
\varphi(s) \geq-\frac{3}{4} s\left(s^{2}-m^{2}\right)^{2} \quad \text { for } s \in I \tag{3.22}
\end{gather*}
$$

Then the kinetic relation (3.19) selects a unique value of the right-hand state $w_{+}=$ $g\left(w_{-}\right)$, from among the nonclassical shocks in $\mathcal{H}_{2}\left(v_{-}, w_{-}\right)$.

Proof of Theorem 3.8. Without loss of generality, we take $w_{-}>0$. From (3.17), we have

$$
\begin{equation*}
D\left(w_{-} ; w_{+}\right)=\bar{c}\left(w_{-} ; w_{+}\right)\left(w_{+}-w_{-}\right)^{3}\left(w_{+}+w_{-}\right) / 4 \tag{3.23}
\end{equation*}
$$

and, from the previous subsection, $-w_{-} \leq w_{+}<-w_{-} / 2$ for the $\mathcal{H}_{2}$ nonclassical shock. The following calculation shows that the entropy dissipation of (3.23) is monotone in $w_{+}$:

$$
\begin{equation*}
\frac{\partial D\left(w_{-} ; w_{+}\right)}{\partial w_{+}}=\left(2 w_{+}+w_{-}\right)\left(5 w_{+}^{2}+4 w_{+} w_{-}+3 w_{-}^{2}+4 m^{2}\right) \frac{\left(w_{+}+w_{-}\right)^{2}}{2 \bar{c}\left(w_{-} ; w_{+}\right)} \tag{3.24}
\end{equation*}
$$

We rewrite the second factor in (3.24) as $3 w_{+}^{2}+w_{-}^{2}+2\left(w_{+}+w_{-}\right)^{2}+4 m^{2}>0$. So only the first factor may change sign, and therefore

$$
\begin{equation*}
\partial D / \partial w_{+}<0 \quad \text { along } \quad \mathcal{H}_{2}\left(v_{-}, w_{-}\right) \quad \text { for } \quad w_{+}<-w_{-} / 2 \tag{3.25}
\end{equation*}
$$

so that $D$ is monotone decreasing in $w_{+}$for nonclassical 2-shocks.
For fixed $w_{-}>0$ and $w_{+}<-w_{-} / 2$,

$$
\begin{equation*}
\frac{\partial c\left(w_{-} ; w_{+}\right)}{\partial w_{+}}=\frac{2 w_{+}+w_{-}}{2 \bar{c}\left(w_{-} ; w_{+}\right)}<0 \tag{3.26}
\end{equation*}
$$

so that combined with (3.25), this shows that in the region of admissible nonclassical 2 -shocks, $D$ is increasing with $s$. Therefore by (3.20), the functions $D\left(w_{-} ; w_{+}\right)$and $\varphi(s)$ can have at most one intersection point.

We now verify that conditions (3.21) and (3.22) ensure one such intersection. Initially, by $(3.18)$, we have $D\left(w_{-} ; w_{+}\right) \leq 0$. Condition (3.21) is therefore a natural
upper bound on $\varphi$. In addition, the maximum negative entropy dissipation for a given $w_{-}$occurs at the "classical" endpoint, $w_{+}=-w_{-} / 2$, of the admissible nonclassical interval. At this point, $s=\sqrt{3 w_{-}^{2} / 4+m^{2}}$ and by (3.24),

$$
\begin{align*}
D\left(w_{-} ;-w_{-} / 2\right) & =s\left(-3 w_{-} / 2\right)^{3}\left(w_{-} / 2\right) / 4 \\
& =-\frac{3}{4} s\left(s^{2}-m^{2}\right)^{2} \tag{3.27}
\end{align*}
$$

Thus, if $\varphi(s)$ remains within the bounds (3.21) and (3.22), the kinetic relation (3.19) must have a unique solution. This completes the proof of Theorem 3.8.

Remark. The construction of Theorem 3.8 cannot be extended to cover the nonclassical 1-shocks, i.e., to the interval $s \in(-\infty,-m]$, as the following argument demonstrates. For the admissible, nonclassical 1-shock region, $-2 w_{-}<w_{+} \leq w_{-}$, one finds again that the entropy dissipation $D$ is monotonically increasing with $s$. This compels us to take $\varphi^{\prime}(s)<0$ in $(-\infty,-m]$. On the other hand, we also require $\varphi(s) \leq 0$, and $\varphi(s) \geq 3 s\left(s^{2}-m^{2}\right) / 4$, with this latter function increasing to zero at the right-hand endpoint of the interval. No kinetic function $\phi$ can possibly satisfy this combination of constraints over the whole interval of $s$.

We therefore abandon the idea of having independently prescribed kinetics for each of the families of waves. Instead, we will show existence and uniqueness for the Riemann problem under an assumption of symmetric kinetics. With symmetric kinetics, a nonclassical $\mathcal{H}_{1}$-shock from $w_{i_{1}}$ to $w_{m}$ is selected if the kinetic relation for $\mathcal{H}_{2}$ selects a shock from $w_{m}$ to $w_{i_{2}}=w_{i_{1}}$. For the case of nonclassical shocks in both families, this assumption results in the two nonclassical shocks being mirror images of each other across the $w$-axis in the $(x, w)$-plane. We will see in section 4 that a numerical scheme for (3.1) produces such symmetric nonclassical shocks.

We motivate a symmetric choice of $w_{i_{1}}$ by noting that system (3.1) is invariant under the transformation $x \rightarrow-x, \quad v \rightarrow-v$. Thus to any nonclassical 2 -shock from $\left(v_{m}, w_{m}\right)$ to $\left(v_{i_{2}}, w_{i_{2}}\right)$, there corresponds a nonclassical 1-shock from ( $v_{i_{1}}, w_{i_{1}}$ ) to $\left(v_{m}, w_{m}\right)$ with $w_{i_{1}}=w_{i_{2}}$. These shocks are actually antisymmetric in $v$ and have $v_{i_{1}}=3 v_{i_{2}}-2 v_{m}$. Whether or not such nonclassical shocks are admissible depends on the relative values of $w_{0}$ and $w_{i_{1}}$, as the following lemma shows.

LEMMA 3.9. Consider a point $u_{0}$, where $w_{0}>0$ without loss of generality. For $0<w_{i_{1}}<w_{0}$, the nonclassical 1-shock from $w_{i_{1}}$ to $w_{m}$ where $w_{m}=h\left(w_{i_{1}}\right)$ is determined by the kinetic relation (3.19) is always an admissible nonclassical 1shock. For $w_{i_{1}}>w_{0}$, the nonclassical shock from $w_{i_{1}}$ to $w_{m}$, where $w_{i_{1}}=w_{i_{2}}$ and $w_{i_{2}}=g\left(w_{m}\right)$, is determined from the $\mathcal{H}_{2}$ kinetics, is only admissible if $w_{m} \in$ $\left(-w_{i_{2}}-w_{l},-w_{i_{2}}\right]$.

Remark. The function $h\left(w_{i_{1}}\right)$ for the symmetric kinetics in the 1-wave family is the inverse of $g(\cdot)$, which yields the right-hand state for nonclassical 2 -shocks. Since, as we will show in Theorem 3.10, the function $g(\cdot)$ is monotone in its argument, such an inverse exists and is well defined.

Proof of Lemma 3.9. For $w_{i_{1}}>0$, we have $w_{m}<0$ and $w_{i_{2}}>0$. By Lemma 3.3, $w_{i_{2}} \in I_{2}:=\left(-w_{m} / 2,-w_{m}\right]$. For $w_{i_{1}}<w_{0}$, which corresponds to the rarefaction/nonclassical 1-shock wave-fan, $w_{m} \in I_{1}=\left(-2 w_{i_{1}},-w_{i_{1}}\right]=\left(-2 w_{i_{2}},-w_{i_{2}}\right]$, and therefore $w_{i_{2}} \in I_{2}$ iff $w_{m} \in I_{1}$.

In the case $w_{i_{1}}>w_{0}$, Lemma 3.4 stipulates that there can be a nonclassical shock joining $u_{i_{1}}$ to $u_{m}$, if $w_{m} \in I_{3}=\left(-w_{i_{1}}-w_{0},-w_{i_{1}}\right]$, and by the symmetric kinetics assumption, $I_{3}=\left(-w_{i_{2}}-w_{0},-w_{i_{2}}\right]$. Meanwhile, for the nonclassical 2-shock, $w_{m} \in\left(-2 w_{i_{2}},-w_{i_{2}}\right]$ which contains the interval $I_{3}$, since $w_{0}<w_{i_{2}}$.

Remark. The intervals $I_{3}$ and $I_{4}$ are almost identical for $w_{0} \approx w_{i_{1}}$. When $w_{i_{1}} \gg$ $w_{0}$, however, the interval $I_{3}$ becomes an ever-diminishing fraction of $I_{4}$, relegated to the upper end containing the "most" nonclassical shocks. As $w_{i_{2}} \rightarrow \infty$, unless the kinetic relation selects $w_{i_{2}}=-w_{m}$, no admissible, symmetric 1 -shock can be constructed.

We prepare for the construction of the nonclassical wave curves, with a given kinetics, by proving that the 2 -shocks selected by (3.19) have $w_{+}=g\left(w_{-}\right)$monotone decreasing in $w_{-}$.

Theorem 3.10. For a nonclassical 2-shock between $\left(v_{-}, w_{-}\right)$and $\left(v_{+}, w_{+}\right)$, with $w_{+}=g\left(w_{-}\right)$selected by the kinetic relation (3.19),

$$
\begin{equation*}
\frac{d g\left(w_{-}\right)}{d w_{-}}<0 \quad \text { for } \quad s \in[m, \infty) \tag{3.28}
\end{equation*}
$$

Proof of Theorem 3.10. In light of the Rankine-Hugoniot condition, we may view the selection of a unique right-hand state, $w_{+}$, alternatively as the selection of a unique (nonclassical) shock speed, $s\left(w_{-}\right)$. Thus we may reexpress the kinetic relation (3.19) as

$$
\begin{equation*}
\mathcal{D}\left(w_{-} ; s\right)=\varphi(s) \tag{3.29}
\end{equation*}
$$

Taking the derivative with respect to $w_{-}$in (3.29) gives

$$
\begin{equation*}
\frac{\partial \mathcal{D}}{\partial w_{-}}+\frac{\partial \mathcal{D}}{\partial s} \frac{\partial s}{\partial w_{-}}=\varphi^{\prime}(s) \frac{\partial s}{\partial w_{-}} \tag{3.30}
\end{equation*}
$$

Rearrangement of (3.30) leads to

$$
\begin{equation*}
\frac{\partial s}{\partial w_{-}}=\frac{\partial \mathcal{D} / \partial w_{-}}{\varphi^{\prime}-\partial \mathcal{D} / \partial s} \tag{3.31}
\end{equation*}
$$

Comparing the functions $D$ and $\mathcal{D}$, we find

$$
\begin{equation*}
\frac{\partial D}{\partial w_{-}}=\frac{\partial \mathcal{D}}{\partial w_{-}} \quad \text { and } \quad \frac{\partial D}{\partial w_{+}} \frac{\partial w_{+}}{\partial s}=\frac{\partial \mathcal{D}}{\partial s} \tag{3.32}
\end{equation*}
$$

For the $\mathcal{H}_{2}$ nonclassical shocks, we have from Theorem 3.8 that $\partial D / \partial w_{+}<0$ and $\partial w_{+} / \partial s<0$, so that by (3.32) we have $\partial \mathcal{D} / \partial s>0$. In addition, since $\varphi^{\prime}<0$ by (3.20), the denominator in (3.31) is always negative. We now use the first equality of (3.32) to compute the sign of the numerator in (3.31).

We regard $s$ as a parameter and compute the derivative of (3.23) with respect to $w_{-}$, where we have

$$
\begin{equation*}
w_{+}^{2}=-w_{-} w_{+}+S-w_{-}^{2} \tag{3.33}
\end{equation*}
$$

from the Rankine-Hugoniot relation; here we have defined $S=s^{2}-m^{2}$. We note that $3 w_{-}^{2} / 4 \leq S \leq w_{-}^{2}$. Taking the derivative of (3.33) gives $w^{\prime}{ }_{+}=-\left(w_{+}+2 w_{-}\right) /\left(2 w_{+}+\right.$ $w_{-}$). A straightforward calculation from (3.23) using these quantities results in

$$
\begin{equation*}
\frac{\partial D}{\partial w_{-}}=\frac{-2 \bar{c}\left(w_{-} ; w_{+}\right)}{2 w_{+}+w_{-}}\left[S-\frac{3 w_{-}}{2}\left(w_{-}+w_{+}\right)\right]\left(S-3 w_{-}^{2}\right) \tag{3.34}
\end{equation*}
$$

The first factor is positive, since $\bar{c}\left(w_{-} ; w_{+}\right)>0$ and $2 w_{+}+w_{-}<0$. The second factor in (3.34) is greater than or equal to $S-3 w_{-}^{2} / 4$ and so is also positive. Finally,
from the above bounds on $S$, the third factor in (3.33) is negative. Thus from (3.34) we have $\partial D / \partial w_{-}<0$ for Case A. This implies, from (3.31), that $\partial s / \partial w_{-}>0$. The result (3.28) then follows from the Rankine-Hugoniot condition. This completes the proof of Theorem 3.10.

Corollary 3.11. The nonclassical 1 -shock between $\left(v_{i_{1}}, w_{i_{1}}\right)$ and $\left(v_{m}, w_{m}\right)$ with $w_{i_{1}}=w_{i_{2}}$ from symmetric kinetics, where $w_{i_{2}}=g\left(w_{m}\right)$, has the monotonicity property

$$
\begin{equation*}
\frac{d h\left(w_{i_{1}}\right)}{d w_{i_{1}}}<0 \quad \text { for } \quad s \in(-\infty,-m] \tag{3.35}
\end{equation*}
$$

We now turn to construction of the nonclassical wave curves, beginning with $\mathcal{W}_{1}^{n c}\left(v_{0}, w_{0}\right)$. The point $u_{0}=\left(v_{0}, w_{0}\right)$ is arbitrary, but we take $w_{0}>0$ here for definiteness. Just as in the Liu construction, the wave-curve may be extended indefinitely to the right, along the classical portion of the $\mathcal{H}_{1}\left(v_{0}, w_{0}\right)$ curve. Similarly, $\mathcal{W}_{1}^{n c}\left(v_{0}, w_{0}\right)$ may be continued to the left until it reaches the point $(v, w)=(\tilde{v}, 0)$, with $\tilde{v}$ given by (3.10), along the integral curve $\mathcal{O}_{1}\left(v_{0}, w_{0}\right)$.

To extend this 1 -wave curve into the region with $w<0$, we utilize the symmetric kinetics. For $0 \leq w_{i_{1}}<w_{0}$, it is possible by Lemma 3.3 and Corollary 3.11 to connect $\left(v_{0}, w_{0}\right)$ to a point $\left(v_{m}, h\left(w_{i_{1}}\right)\right)$, with $-2 w_{0}<h\left(w_{i_{1}}\right) \leq 0$, by an $\mathcal{O}_{1}-\mathcal{H}_{1}^{-}$wave fan. The union of these points, as $w_{i_{1}}$ varies between $w_{0}$ and zero, is given by the curve

$$
\begin{align*}
\Gamma_{1}=\{ & \left(v_{m}, w_{m}\right) \in \mathcal{H}_{1}^{-}\left(v_{i_{1}}, w_{i_{1}}\right) \mid w_{m}=h\left(w_{i_{1}}\right) \in\left(-2 w_{i_{1}},-w_{i_{1}}\right]  \tag{3.36}\\
& \left.w_{i_{1}} \in \mathcal{O}_{1}\left(v_{0}, w_{0}\right), 0<w_{i_{1}}<w_{0}\right\}
\end{align*}
$$

By the monotonicity property of $w_{m}=h\left(w_{i_{1}}\right)$, the left-hand endpoint of $\Gamma_{1}$, which represents a single nonclassical shock, must be the point $(v, w)=\left(v_{0}^{*}, h\left(w_{0}\right)\right)$ $\in \mathcal{H}_{1}^{-}\left(v_{0}, w_{0}\right)$, where the value of $v_{0}^{*}$ is found from the Hugoniot curve (3.6).

According to Lemma 3.9, when $w_{i_{1}}>w_{0}$ there will be a nonclassical $\mathcal{H}_{1}^{+}-\mathcal{H}_{1}^{-}$ wave fan, connecting $\left(v_{0}, w_{0}\right)$ to $\left(v_{m}, h\left(w_{i_{1}}\right)\right)$ iff

$$
\begin{equation*}
\psi_{h}\left(w_{i_{1}} ; w_{0}\right)=h\left(w_{i_{1}}\right)+w_{i_{1}}+w_{0} \geq 0 \tag{3.37}
\end{equation*}
$$

holds, where $h\left(w_{i_{1}}\right)$ is the value of $w_{m}$ selected by the kinetic relation for $w_{i_{1}}$. Note that the monotonicity property, from Corollary 3.11, of $h$ does not imply the satisfaction or failure of condition (3.37) and, for a very general kinetic function $\varphi(s)$ in Theorem 3.8, there may be successive intervals in $w_{i_{1}}>w_{0}$ where nonclassical shocks are alternately allowed or disallowed.

Since $h\left(w_{i_{1}}\right)$ changes smoothly with $w_{i_{1}}$, we must have $\psi_{h}\left(w_{i_{1}} ; w_{0}\right)=0$ in (3.37) just before it becomes negative, for a slightly larger $w_{i_{1}}$. From Lemma 3.4, equality in (3.37) implies that $\left(v_{m}, h\left(w_{i_{1}}\right)\right)$ lies on the classical shock curve $\mathcal{H}_{1}^{-}\left(v_{0}, w_{0}\right)$.

We therefore augment the symmetric kinetics for the 1-wave nonclassical shocks by the additional requirement that if, for a given $w_{0}$, we have $\psi_{h}\left(w_{i_{1}} ; w_{0}\right)<0$, at some $w_{m}=h\left(w_{i_{1}}\right)$, determined from symmetric kinetics, then the point $\left(v_{m}, w_{m}\right) \in$ $\mathcal{W}_{1}^{n c}\left(v_{0}, w_{0}\right)$ is chosen by requiring $\left(v_{m}, w_{m}\right) \in \mathcal{H}_{1}^{-}\left(v_{0}, w_{0}\right)$.

By Lemma 3.9, $\psi_{h}\left(w_{0} ; w_{0}\right) \geq 0$. If there is strict inequality, the nonclassical $\mathcal{H}_{1}^{+}$-$\mathcal{H}_{1}^{-}$wave fan will persist until $w_{i_{1}}=\tilde{w}_{1}$, where $\psi_{h}$ switches from positive to negative. Note that $\tilde{w}_{1}=w_{0}$ if $\psi_{h}\left(w_{0} ; w_{0}\right)=0$. According to our augmented symmetric kinetics, we continue $\mathcal{W}_{1}^{n c}\left(v_{0}, w_{0}\right)$ as a portion of $\mathcal{H}_{1}^{-}\left(v_{0}, w_{0}\right)$ until $w_{i_{1}}=\tilde{w}_{2}$, where $\psi_{h}$ changes from negative to positive. The next segment - to the left of the previous
one, as $w_{m}$ is decreasing with increasing $w_{i_{1}}$-of $\mathcal{W}_{1}^{n c}\left(v_{0}, w_{0}\right)$ will be a nonclassical one, continuing until $w_{i_{1}}=\tilde{w}_{3}$, and so on.

This pattern of alternating classical and nonclassical portions of $\mathcal{W}_{1}^{n c}\left(v_{0}, w_{0}\right)$ may continue indefinitely. Regardless of the pattern of classical and nonclassical curves, it follows from Lemmas 3.1 and 3.4 that for $\left(v_{m}, w_{m}\right)$ on $\mathcal{W}_{1}^{n c}\left(v_{0}, w_{0}\right)$, we have $v_{m} \rightarrow-\infty$ as $w_{m} \rightarrow-\infty$.

Let $\left\{\tilde{w}_{k}\right\}, \quad k=0,1,2, \ldots$, with $\tilde{w}_{0}=w_{0} \leq \tilde{w}_{1}<\tilde{w}_{2}<\cdots$, be the set of points where $w_{i_{1}} \geq w_{0}$ has $\psi_{h}\left(w_{i_{1}} ; w_{0}\right)=0$. From the above argument, $\psi_{h}\left(w_{i_{1}} ; w_{0}\right)>0$ for $\tilde{w}_{2 k}<w_{i_{1}}<\tilde{w}_{2 k+1}$, while $\psi_{h}\left(w_{i_{1}} ; w_{0}\right)<0$ when $\tilde{w}_{2 k+1}<w_{i_{1}}<\tilde{w}_{2 k+2}$. We can then describe the portions of allowable nonclassical $\mathcal{H}_{1}^{+}-\mathcal{H}_{1}^{-}$wave fans by

$$
\begin{align*}
& \Gamma_{2}^{(2 k)}=\{ \left(v_{m}, w_{m}\right) \in \mathcal{H}_{1}^{-}\left(v_{i_{1}}, w_{i_{1}}\right) \mid w_{m}=h\left(w_{i_{1}}\right),\left(v_{i_{1}}, w_{i_{1}}\right) \in \mathcal{H}_{1}^{+}\left(v_{0}, w_{0}\right) \\
&\left.\tilde{w}_{2 k} \leq w_{i_{1}} \leq \tilde{w}_{2 k+1}\right\} \tag{3.38}
\end{align*}
$$

for $k=0,1,2, \ldots$ The right-hand endpoint of $\Gamma_{2}^{(0)}$ represents a single nonclassical shock from $\left(v_{0}, w_{0}\right)$ to the point $\left(v_{0}^{*}, h\left(w_{0}\right)\right)$, so that this precisely matches the left-hand endpoint of the curve $\Gamma_{1}$, calculated previously. The curve $\mathcal{W}_{1}^{\text {nc }}\left(v_{0}, w_{0}\right)$ is therefore continuous at $w_{m}=h\left(w_{0}\right)$. The left-hand endpoint of $\Gamma_{2}^{(0)}$, as well as both endpoints of $\Gamma_{2}^{(2 k)}$ for $k>0$, join continuously to the (classical) Hugoniot curve $\mathcal{H}_{1}^{-}\left(v_{0}, w_{0}\right)$, according to Lemma 3.4. We denote the segments of $\mathcal{H}_{1}^{-}\left(v_{0}, w_{0}\right)$, used in this construction, by

$$
\begin{align*}
\Gamma_{2}^{(2 k+1)}=\{ & \left(v_{m}, w_{m}\right) \in \mathcal{H}_{1}^{-}\left(v_{0}, w_{0}\right), \mid w_{m}=h\left(w_{i_{1}}\right),\left(v_{i_{1}}, w_{i_{1}}\right) \in \mathcal{H}_{1}^{+}\left(v_{0}, w_{0}\right)  \tag{3.39}\\
& \left.\tilde{w}_{2 k+1} \leq w_{i_{1}} \leq \tilde{w}_{2 k+2}\right\}
\end{align*}
$$

for $k=0,1,2, \ldots$ The curve $\mathcal{W}_{1}^{n c}\left(v_{0}, w_{0}\right)$ is then given by

$$
\mathcal{W}_{1}^{n c}\left(v_{0}, w_{0}\right)= \begin{cases}\mathcal{H}_{1}^{+}\left(v_{0}, w_{0}\right) & \text { for } w>w_{0},  \tag{3.40}\\ \mathcal{O}_{1}\left(v_{0}, w_{0}\right) & \text { for } 0 \leq w \leq w_{0}, \\ \Gamma_{1} & \text { for } h\left(w_{0}\right) \leq w<0, \\ \Gamma_{2}^{(0)} \cup \Gamma_{2}^{(1)} \cup \Gamma_{2}^{(2)} \cup \cdots & \text { for } w<h\left(w_{0}\right),\end{cases}
$$

where $h\left(w_{0}\right)<0$ is determined by symmetric kinetics, and $w_{0}$ is taken to be positive. Together, the above union of curves stretches continuously from $(v, w)=(-\infty,-\infty)$ to $(v, w)=(\infty, \infty)$.

We complete the discussion of $\mathcal{W}_{1}^{n c}\left(v_{0}, w_{0}\right)$ by showing that it increases monotonically in $v$ as a function of $w$. Since the classical portions of this curve are known from Lemma 3.1 to be monotone increasing in $w$, it remains to show that the nonclassical segments are also increasing. The next lemma shows that, in fact, the curves $\Gamma_{1}$ and $\Gamma_{2}^{(2 k)}$ are monotone increasing.

Lemma 3.12. Suppose $\left(v_{m}, w_{m}\right) \in \Gamma_{1}$ or $\left(v_{m}, w_{m}\right) \in \Gamma_{2}^{(2 k)}$. Then $v_{m}$ is monotonically increasing with $w_{m}$.

Proof of Lemma 3.12. For the point $\left(w_{m}, v_{m}\right)$ on $\Gamma_{1}$, one calculates that

$$
\frac{d v_{m}}{d w_{i_{1}}}=-\frac{\left(\bar{c}\left(w_{i_{1}} ; w_{m}\right)-\bar{c}\left(w_{i_{1}}\right)\right)^{2}}{2 \bar{c}\left(w_{i_{1}} ; w_{m}\right)}+\frac{d w_{m}}{d w_{i_{1}}}\left(c\left(w_{i_{1}} ; w_{m}\right)+\frac{\left(w_{m}-w_{i_{1}}\right)\left(2 w_{m}+w_{i_{1}}\right)}{2 c\left(w_{i_{1}} ; w_{m}\right)}\right)
$$

The first term is nonpositive, while the coefficient of the $d w_{m} / d w_{i_{1}}$ can be shown to be positive. Since we have $d h\left(w_{i_{1}}\right) / d w_{i_{1}}<0$, from Corollary 3.11 , it follows that $d v_{m} / d w_{i_{1}}<0$, and so $\Gamma_{1}$ increases from left to right in $w$. It can further be shown that for $\left(v_{m}, w_{m}\right) \in \Gamma_{2}^{(2 k)}$,

$$
\begin{aligned}
\frac{d v_{m}}{d w_{i_{1}}}= & \left(\bar{c}\left(w_{0} ; w_{i_{1}}\right)-\bar{c}\left(w_{m} ; w_{i_{1}}\right)\right)\left(1-\frac{\bar{c}^{2}\left(w_{i_{1}}\right)}{\bar{c}\left(w_{0} ; w_{i_{1}}\right)-\bar{c}\left(w_{m} ; w_{i_{1}}\right)}\right) \\
& +\frac{d w_{m}}{d v_{i_{1}}}\left(\bar{c}\left(w_{i_{1}} ; w_{m}\right)+\frac{\left(2 w_{m}+w_{i_{1}}\right)\left(w_{m}-w_{i_{1}}\right)}{2 \bar{c}\left(w_{i_{1}} ; w_{m}\right)}\right)
\end{aligned}
$$

Since we have the inequalities $\bar{c}\left(w_{i_{1}}\right) \geq \bar{c}\left(w_{0} ; w_{i_{1}}\right) \geq \bar{c}\left(w_{i_{1}} ; w_{m}\right) \geq 0$, the first term is negative, while the coefficient of $d w_{m} / d v_{i_{1}}$ is again positive. Applying Corollary 3.11, regarding the sign of $d h\left(w_{i_{1}}\right) / d w_{i_{1}}$, yields the desired monotonicity for $v_{m}$ as a function of $w_{m}$.

We now turn to the construction of $\mathcal{W}_{2}^{n c}\left(v_{m}, w_{m}\right)$. For this discussion, $u_{m}=$ $\left(v_{m}, w_{m}\right)$ is taken to be arbitrary. Alternatively, we can view this point as $u_{m} \in$ $\mathcal{W}_{1}^{n c}\left(v_{0}, w_{0}\right)$ for some $u_{0}=\left(v_{0}, w_{0}\right)$. To be definite, we take $w_{m}>0$, but this discussion could be extended to $w_{m}<0$ with little complication. We are interested in the set of points $u_{1}=\left(v_{1}, w_{1}\right)$ that can be connected to $u_{m}$ through either a rarefaction, classical shock, shock-rarefaction, or a pair of shocks with positive wave speeds; in the latter two cases, there will be an intermediate state, $u_{i_{2}}=\left(v_{i_{2}}, w_{i_{2}}\right)$, between $u_{m}$ and $u_{1}$. A specific kinetic function has been imposed, so that the kinetic relation (3.19) selects a unique value $w_{i_{2}}=g\left(w_{m}\right)$ from among the possible nonclassical shocks in $\mathcal{H}_{2}\left(v_{m}, w_{m}\right)$.

As in the classical case (see Lemma 3.2), when $w>w_{m}$, this portion of $\mathcal{W}_{2}^{n c}\left(v_{m}, w_{m}\right)$ is just $\mathcal{O}_{2}\left(v_{m}, w_{m}\right)$. Similarly, when $0<w<w_{m}$, we have that this section of $\mathcal{W}_{2}^{n c}\left(v_{m}, w_{m}\right)$ matches the classical shock curve $\mathcal{H}_{2}\left(v_{m}, w_{m}\right)$. To determine how far this classical shock curve penetrates into the region $w<0$, however, the specific kinetics must be taken into account, as we do below.

The point $u_{i_{2}} \in \mathcal{H}_{2}\left(v_{m}, w_{m}\right)$, with $-w_{m} \leq w_{i_{2}}<-w_{m} / 2$, is the unique righthand state for the nonclassical shock, determined by the kinetic relation (3.19). From $u_{i_{2}}$, the solution may be continued, according to Lemma 3.6, along $\mathcal{O}_{2}\left(v_{i_{2}}, w_{i_{2}}\right)$ for $w<w_{i_{2}}$. We denote this portion of $\mathcal{W}_{2}^{n c}\left(v_{m}, w_{m}\right)$ by

$$
\begin{equation*}
\Gamma_{4}=\left\{(v, w) \in \mathcal{O}_{2}\left(v_{i_{2}}, w_{i_{2}}\right) \mid w_{i_{2}}=g\left(w_{m}\right), \quad-\infty<w \leq w_{i_{2}}\right\} \tag{3.41}
\end{equation*}
$$

According to Lemma 3.6, one may also continue from $u_{i_{2}}$ to $u_{1}=\left(v_{1}, w_{1}\right) \in \mathcal{H}_{2}\left(v_{i_{2}}, w_{i_{2}}\right)$ for $w_{i_{2}} \leq w_{1} \leq-w_{m}-w_{i_{2}}$. This portion of $\mathcal{W}_{2}^{n c}\left(v_{m}, w_{m}\right)$ will be labeled by

$$
\begin{equation*}
\Gamma_{3}=\left\{(v, w) \in \mathcal{H}_{2}\left(v_{i_{2}}, w_{i_{2}}\right) \mid w_{i_{2}}=g\left(w_{m}\right), \quad w_{i_{2}} \leq w \leq-w_{m}-w_{i_{2}}\right\} \tag{3.42}
\end{equation*}
$$

For $u_{1} \in \mathcal{H}_{2}\left(v_{i_{2}}, w_{i_{2}}\right)$, with $w_{1}=-w_{m}-w_{i_{2}}$, we saw in Lemma 3.5 that $u_{1} \in$ $\mathcal{H}_{2}\left(v_{m}, w_{m}\right)$ as well. We may therefore complete the construction of $\mathcal{W}_{2}^{n c}\left(v_{m}, w_{m}\right)$ in a continuous manner by extending the classical portion of $\mathcal{H}_{2}\left(v_{m}, w_{m}\right)$ until $w=$ $-w_{m}-w_{i_{2}}$. This continuous, nonclassical 2 -wave curve is then given by

$$
\mathcal{W}_{2}^{n c}\left(v_{m}, w_{m}\right)= \begin{cases}\mathcal{O}_{2}\left(v_{m}, w_{m}\right) & \text { for } w>w_{m}  \tag{3.43}\\ \mathcal{H}_{2}\left(v_{m}, w_{m}\right) & \text { for }-w_{m}-w_{i_{2}}<w \leq w_{m} \\ \Gamma_{3} & \text { for } w_{i_{2}} \leq w \leq-w_{m}-w_{i_{2}} \\ \Gamma_{4} & \text { for } w<w_{i_{2}}\end{cases}
$$

where $w_{i_{2}}=g\left(w_{m}\right)$ comes from the kinetic relation (3.19). We now show that the curve $\mathcal{W}_{2}^{n c}\left(u_{m}\right)$ of (3.43) has $v$ monotone decreasing with $w$.

Lemma 3.13. The curve $\mathcal{W}_{2}^{n c}\left(v_{m}, w_{m}\right)$ defined in (3.43) is continuous, with $v$ monotone decreasing in $w$, from $(v, w)=(-\infty, \infty)$ to $(v, w)=(\infty,-\infty)$. Furthermore, $\mathcal{W}_{2}^{n c}\left(v_{m}, w_{m}\right)$ is $\mathcal{C}^{\in}$ except at $w=-w_{m}-w_{i_{2}}$, where it is merely continuous.

Proof of Lemma 3.13. The monotonicity of $\mathcal{W}_{2}^{n c}\left(v_{m}, w_{m}\right)$ follows from it being the continuous union of four monotone decreasing curves: $\Gamma_{4}$, which is a portion of $\mathcal{O}_{2}\left(v_{i_{2}}, w_{i_{2}}\right)$, has $v$ decreasing for increasing $w$ by (3.9). This integral curve naturally joins $\mathcal{H}_{2}\left(v_{i_{2}}, w_{i_{2}}\right)$ at $u_{i_{2}}$ with second-order contact, so that $\Gamma_{3}$ and $\Gamma_{4}$, together, form a $\mathcal{C}^{\in}$ curve. By (3.7), we have $\Gamma_{3}$ decreasing as $w$ increases.

From Lemma 3.6, $\Gamma_{3}$ and $\mathcal{H}_{2}\left(v_{m}, w_{m}\right)$ meet at $w=-w_{m}-w_{i_{2}}$, implying continuity. The remaining portion of $\mathcal{W}_{2}^{n c}\left(v_{m}, w_{m}\right)$ is classical, and its continuity and monotonicity follow from Lemma 3.2.

The infinite extent, in $v$, of $\mathcal{W}_{2}^{n c}\left(v_{m}, w_{m}\right)$ follows from the divergence of the integral in (3.9), as $|w| \rightarrow \infty$. This proves Lemma 3.13.

Combining Lemmas 3.12 and 3.13 , regarding the infinite extent, continuity, and the respective monotonicities of the nonclassical wave curves, $\mathcal{W}_{1}^{n c}\left(v_{0}, w_{0}\right)$ and $\mathcal{W}_{2}^{n c}\left(v_{m}, w_{m}\right)$, we have in the following theorem our main result of this section.

ThEOREM 3.14. Given a point $\left(v_{0}, w_{0}\right)$, the Riemann problem for system (3.1) with initial data $\left(u_{0}, u_{1}\right)$, where $u_{1}=\left(v_{1}, w_{1}\right)$ is an arbitrary point, has a unique solution in the class of nonclassical shocks, given a kinetic function $\varphi(s)$ satisfying assumptions (3.20)-(3.22), and assuming augmented symmetric kinetics for the 1-wave family.

## 4. Nonclassical shocks in elastodynamics (2).

4.1. Convergence result. For the model of section 3, the convergence of some approximations toward weak solutions is easily established, applying the method of compensated compactness (Murat [49], Tartar [60], DiPerna [13]) as we show in this subsection. With no uniqueness result available for nonclassical solutions, only subsequences of solutions can be shown to converge. It is one of the challenging open problems in this area to extend the kinetic relation, introduced in this paper for traveling waves, to more general solutions. This is because the kinetic relation has been introduced for functions of bounded variation, while the compensated compactness approach provides solutions in a functional space of less regular functions (i.e., $L^{p}$ ).

Consider the augmented version of the elastodynamics system:

$$
\begin{align*}
\partial_{t} v-\partial_{x} \sigma(w) & =\epsilon \partial_{x x} v-\alpha \epsilon^{2} \partial_{x x x} w  \tag{4.1}\\
\partial_{t} w-\partial_{x} v & =0
\end{align*}
$$

where $\epsilon$ and $\alpha$ are positive constants. Here $\sigma$ is given by (3.2) as in section 3. Regularization terms as in the right-hand side of (4.1) were first studied by Slemrod (see [59] and Fan and Slemrod [15]) for the case that $\sigma$ is decreasing in some interval, which models phase transitions in materials or in fluids; therein the dispersion term models the capillarity effect of the fluid. As we can demonstrate numerically, the sign of the dispersion term in (4.1) corresponds to that where nonclassical behavior is observed.

As the coefficients in front of the diffusion and dispersion terms vanish, the solutions to (4.1) converge to a nonclassical solution to the hyperbolic model (3.1). Observe that the presence of the dispersion term in the right-hand side of the first equation in (4.1) (and the absence of diffusion in the second equation) prevents obtaining an $L^{\infty}$ bound by the theory of invariant regions à la Chuey, Conley, and Smoller [7]. The theorem below uses $L^{p}$ estimates, instead.

Define the internal energy $W$ by $W^{\prime}(w)=\sigma(w)$. From (3.2) one gets $W(w)=$ $\left(w^{4}+2 m^{2} w^{2}\right) / 4$.

THEOREM 4.1. (1) Let $\left(v^{\epsilon}, w^{\epsilon}\right)$, with $\alpha \geq 0$ fixed, be a family of solutions to (4.1) assuming at $t=0$ a Cauchy data $\left(v_{0}^{\epsilon}, w_{0}^{\epsilon}\right)$ satisfying uniform bounds in $\epsilon$ in the following spaces:

$$
\begin{equation*}
v_{0}^{\epsilon} \in L^{1}(\mathbb{R}) \cap L^{2}(\mathbb{R}), \quad w_{0}^{\epsilon} \in L^{1}(\mathbb{R}) \cap L^{4}(\mathbb{R}), \quad \epsilon^{1 / 2} \partial_{x} w_{0}^{\epsilon} \in L^{2}(\mathbb{R}) \tag{4.2}
\end{equation*}
$$

Then the sequences $v^{\epsilon}$ and $w^{\epsilon}$ remain uniformly bounded in $L^{\infty}\left(\mathbb{R}_{+}, L^{2}(\mathbb{R})\right)$ and $L^{\infty}\left(\mathbb{R}_{+}, L^{4}(\mathbb{R})\right)$, respectively, and converge almost everywhere to limiting functions $v$ and $w$, solutions to the hyperbolic system (3.1).
(2) The entropy pair $(U, F)=\left(v^{2} / 2+W(w),-v \sigma(w)\right)$ is compatible in the sense (2.3) with the diffusive-dispersive regularization (4.1). Limits of traveling wave solutions to (4.1), additionally, satisfy the entropy inequality

$$
\begin{equation*}
\partial_{t}\left(\frac{v^{2}}{2}+W(w)\right)-\partial_{x}(v \sigma(w)) \leq 0 \tag{4.3}
\end{equation*}
$$

We do not expect the entropy inequalities

$$
\begin{equation*}
\partial_{t} U(v, w)+\partial_{x} F(v, w) \leq 0 \tag{4.4}
\end{equation*}
$$

with $U(v, w) \neq v^{2} / 2+W(w)$ (up to a linear function of $v$ and $w$ ), to hold in general.
Proof of Theorem 4.1. The bounds in $L^{2}$ and $L^{4}$ follow from the following standard energy estimate. Multiplying the first equation in (4.1) by $\sigma$ and the second one by $v$, we arrive at
$\partial_{t}\left(W(w)+v^{2} / 2\right)-\partial_{x}(v \sigma(w))=-\epsilon\left|\partial_{x} v\right|^{2}+\epsilon \partial_{x}\left(v \partial_{x} v\right)-\alpha \epsilon^{2} \partial_{x}\left(v \partial_{x x} w\right)+\alpha \epsilon^{2} \partial_{x} v \partial_{x x} w$.
Using the second equation in (4.1), we rewrite $\partial_{x} v \partial_{x x} w=\partial_{t} w \partial_{x x} w=\partial_{x}\left(\partial_{t} w \partial_{x} w\right)-$ $\partial_{t}\left(\left|\partial_{x} w\right|^{2} / 2\right)$. Therefore we obtain the following entropy balance:

$$
\begin{align*}
& \partial_{t}\left(W(w)+v^{2} / 2+\alpha \epsilon^{2}\left|\partial_{x} w\right|^{2} / 2\right)-\partial_{x}(v \sigma(w)) \\
& \quad=-\epsilon\left|\partial_{x} v\right|^{2}+\epsilon \partial_{x x}\left(v^{2} / 2\right)-\alpha \epsilon^{2} \partial_{x}\left(v \partial_{x x} w\right)+\alpha \epsilon^{2} \partial_{x}\left(\partial_{x} v \partial_{x} w\right) \tag{4.5}
\end{align*}
$$

This leads to the following uniform bound:

$$
\begin{align*}
& \int_{\mathbb{R}}\left(W(w)+v^{2} / 2+\alpha \epsilon^{2}\left|\partial_{x} w\right|^{2} / 2\right)(T) d x+\int_{0}^{T} \int_{\mathbb{R}} \epsilon\left|\partial_{x} v\right|^{2} d x d t  \tag{4.6}\\
& =\int_{\mathbb{R}}\left(W(w)+v^{2} / 2+\alpha \epsilon^{2}\left|\partial_{x} w\right|^{2} / 2\right)(0) d x \leq O(1)
\end{align*}
$$

where we have used (4.2) and where $O(1)$ denotes a constant independent on $\epsilon$.
Multiply the first equation in (4.1) by $\partial_{x} w$ and integrate in space and time to write, on one hand,

$$
\begin{aligned}
& \int_{0}^{T} \int_{\mathbb{R}}\left(\partial_{x} w \partial_{t} v-\partial_{x} w \sigma_{w}(w) \partial_{x} w\right) d x d t \\
& =\left[\int_{\mathbb{R}} \partial_{x} w v d x\right]_{0}^{T}-\int_{0}^{T} \int_{\mathbb{R}} \partial_{x x} v v d x d t-\int_{0}^{T} \int_{\mathbb{R}} \sigma_{w}(w)\left|\partial_{x} w\right|^{2} d x d t \\
& =\int_{\mathbb{R}} \partial_{x} w(T) v(T) d x-\int_{\mathbb{R}} \partial_{x} w(0) v(0) d x+\int_{0}^{T} \int_{\mathbb{R}}\left|\partial_{x} v\right|^{2} d x d t \\
& \quad-\int_{0}^{T} \int_{\mathbb{R}} \sigma_{w}(w)\left|\partial_{x} w\right|^{2} d x d t
\end{aligned}
$$

and, on the other hand,

$$
\begin{aligned}
& \int_{0}^{T} \int_{\mathbb{R}} \partial_{x} w\left(\epsilon \partial_{x x} v-\alpha \epsilon^{2} \partial_{x x x} w\right) d x d t \\
& =\int_{0}^{T} \int_{\mathbb{R}} \epsilon \partial_{x} w \partial_{t x} w d x d t+\alpha \epsilon^{2} \int_{0}^{T} \int_{\mathbb{R}}\left|\partial_{x x} w\right|^{2} d x d t \\
& =\left[\epsilon \int_{\mathbb{R}}\left|\partial_{x} w\right|^{2} / 2 d x\right]_{0}^{T}+\alpha \epsilon^{2} \int_{0}^{T} \int_{\mathbb{R}}\left|\partial_{x x} w\right|^{2} d x d t
\end{aligned}
$$

Observe that

$$
\left|\int_{\mathbb{R}} \partial_{x} w(T) v(T) d x\right| \leq \epsilon \int_{\mathbb{R}}\left|\partial_{x} w(T)\right|^{2} / 2 d x+(2 \epsilon)^{-1} \int_{\mathbb{R}}|v(T)|^{2} d x
$$

and similarly for the term $\partial_{x} w(0) v(0)$. Finally, combining the above formulas, we obtain

$$
\begin{align*}
& \int_{0}^{T} \int_{\mathbb{R}} \epsilon \sigma_{w}(w)\left|\partial_{x} w\right|^{2} d x d t+\alpha \epsilon^{2} \int_{0}^{T} \int_{\mathbb{R}}\left|\partial_{x x} w\right|^{2} d x d t  \tag{4.7}\\
& \quad \leq \int_{0}^{T} \int_{\mathbb{R}} \epsilon\left|\partial_{x} v\right|^{2} d x d t+\epsilon^{2} \int_{\mathbb{R}}\left|\partial_{x} w(0)\right|^{2} d x+\int_{\mathbb{R}}|v(T)|^{2} / 2 d x,+\int_{\mathbb{R}}|v(0)|^{2} / 2 d x
\end{align*}
$$

Combining (4.6) and (4.7) and using the form (3.2) of the function $\sigma$, we obtain the uniform bounds

$$
\begin{gather*}
\int_{\mathbb{R}}\left(v(T)^{2}+w(T)^{2}+w(T)^{4}\right) d x+\int_{\mathbb{R}} \alpha \epsilon\left|\partial_{x} w(T)\right|^{2} d x \leq O(1)  \tag{4.8}\\
\int_{0}^{T} \int_{\mathbb{R}}\left(\epsilon\left|\partial_{x} v\right|^{2}+\epsilon\left|\partial_{x} w\right|^{2}+\alpha \epsilon^{2}\left|\partial_{x x} w\right|^{2}\right) d x d t \leq O(1) \tag{4.9}
\end{gather*}
$$

Using the $L^{2} \times L^{4}$ bound derived for the sequence $\left(v_{\epsilon}, w_{\epsilon}\right)$, we introduce a Young measure representing possible oscillations in the sequence as $\epsilon \rightarrow 0$. The estimates (4.8)-(4.9) are the basis for applying DiPerna's argument in [13], which shows that the Young measure satisfies the so-called Tartar commutation equation. The standard reduction theorem, stating that it must reduce to a Dirac mass, does not apply here since the support of the Young measure is not bounded.

Instead, the work by Shearer [55] and Serre and Shearer [54] based on $L^{p}$ estimates does apply. The system (3.1) is strictly hyperbolic and the constitutive equation $\sigma$ possesses a single inflection point. The theorem in [54] implies that there exists a limiting function $(v, w) \in L^{\infty}\left(L^{2} \times L^{4}\right)$ such that the sequence strongly converges to $(v, w)$ in the sense

$$
\begin{align*}
v_{\epsilon} & \rightarrow v \text { in } L^{p} \text { for all } p<2 \\
w_{\epsilon} & \rightarrow w \text { in } L^{p} \text { for all } p<2 \tag{4.10}
\end{align*}
$$

Observe that (4.10) suffices for the passage to the limit in (4.1) and in order to derive (3.1): the nonlinearity $\sigma(w)$ is cubic while we have a control of $w$ in $L^{4}$ by the entropy estimate (4.6).

Showing that the natural entropy of the system (3.1) is compatible with the regularization (4.1) is easy from (2.3). It is a classical matter (see Schonbek [53] and, also, Hayes and LeFloch [22] for the analogous case of scalar equations with vanishing diffusion and dispersion) to check that, in view of (4.8)-(4.9), the righthand side of (4.5) converges to zero in the sense of distributions. The entropy flux does converge to its corresponding limit since $\sigma\left(w^{\epsilon}\right)$ converges strongly to $\sigma(w)$. The term $\alpha \epsilon \partial_{t}\left|\partial_{x} w_{\epsilon}\right|^{2}$ converges to zero in the sense of distributions thanks to (4.8)-(4.9). Let us, equivalently, check that the product of $v$ and $\alpha \epsilon^{2} \partial_{x x x} w$ converges to zero. Namely, for each smooth function $\theta$ with compact support,

$$
\begin{aligned}
& \left|\int_{0}^{T} \int_{\mathbb{R}} \epsilon^{2} v \partial_{x x x} w \theta d x d t\right| \\
& \leq\left|\int_{0}^{T} \int_{\mathbb{R}} \epsilon^{2} \partial_{x} v \partial_{x x} w \theta d x d t\right|+\left|\int_{0}^{T} \int_{\mathbb{R}} \epsilon^{2} v \partial_{x x} w \partial_{x} \theta d x d t\right| \\
& \leq O(1) \epsilon^{2}\left\|\partial_{x} v\right\|_{L^{2}((0, T) \times \mathbb{R})}\left\|\partial_{x x} w\right\|_{L^{2}((0, T) \times \mathbb{R})}+O(1) \epsilon^{2}\|v\|_{L^{2}((0, T) \times \mathbb{R})}\left\|\partial_{x x} w\right\|_{L^{2}((0, T) \times \mathbb{R})} \\
& \leq O(1) \epsilon^{1 / 2}+O(1) \epsilon \rightarrow 0
\end{aligned}
$$

Further estimates are needed to treat the entropy term in general, since we know only that $W\left(w^{\epsilon}\right)$ is bounded in $L_{t}^{\infty}\left(L_{x}^{1}\right)$ and, therefore, could a priori converge to a bounded Radon measure. However, in the special case of (smooth) traveling wave solutions to (4.1), it is straightforward to deduce (4.3) follows from the entropy balance (4.5), since all of the terms in the right-hand side of (4.5) have a conservative form but one which is nonpositive.

We now comment upon the derivation a kinetic relation for (3.1) associated with the regularization (4.1). After rescaling by $\epsilon$, a traveling wave solution $(v, w)$ to (4.1), connecting $\left(v_{0}, w_{0}\right)$ to $\left(v_{1}, w_{1}\right)$ and having the speed $s$, satisfies the following third order system of ODEs:

$$
\begin{aligned}
& s w^{\prime}+v^{\prime}=0 \\
& s v^{\prime}+\sigma(w)^{\prime}=-v^{\prime \prime}+\alpha w^{\prime \prime \prime}
\end{aligned}
$$

together with the conditions $v(\xi) \rightarrow v_{0}, w(\xi) \rightarrow w_{0}$ at $\xi \rightarrow-\infty$, and $v(\xi) \rightarrow v_{1}$, $w(\xi) \rightarrow w_{1}$ at $\xi \rightarrow+\infty$. We also assume that $w^{\prime}, w^{\prime \prime}$, and $w^{\prime \prime \prime}$ vanish at $\pm \infty$. Eliminating the variable $v$, we obtain an equation for the scalar-valued function $w$ :

$$
-s^{2} w^{\prime}+\sigma(w)^{\prime}=s w^{\prime \prime}+\alpha w^{\prime \prime \prime}
$$

Integrating once, we obtain

$$
\begin{equation*}
-s^{2}\left(w-w_{0}\right)+\sigma(w)-\sigma\left(w_{0}\right)=s w^{\prime}+\alpha w^{\prime \prime} \tag{4.11}
\end{equation*}
$$

Given a value for the shock speed $s$, there exist up to three states that solve the equation giving the equilibrium points of (4.11), i.e.,

$$
\begin{equation*}
-s^{2}\left(w-w_{0}\right)+\sigma(w)-\sigma\left(w_{0}\right)=0 \tag{4.12}
\end{equation*}
$$

Namely, these are $w_{0}$ itself and (at most) two additional points $w_{1}$ and $w_{2}$. Since the cubic $\sigma(w)=w^{3}+m^{2} w$ has no quadratic term, one must have $w_{0}+w_{1}+w_{2}=0$. Consider the case that $w_{0}$ is chosen such that $w_{0}>0$ and $w_{1}<w_{2}<0$ which holds in a certain range of values for $s$.

Consider for instance waves of the second characteristic family propagating with $s>0$. From the Liu criterion, it follows that a traveling wave connecting $w_{0}$ to $w_{1}$ represents a classical shock, while a connection from $w_{0}$ to $w_{2}$ is a nonclassical shock. A typical feature of (4.11) is the following one [62]: there exists a critical value for the slope $s^{\sharp}$ such that a traveling wave trajectory connecting to $w_{1}$ exists for speeds $s>s^{\sharp}$ and there exists a connection to $w_{2}$ when $s=s^{\sharp}$.

We emphasize that, given $w_{0}$, there exist a unique state $w_{2}$ and a unique speed such that $w_{0}$ and $w_{2}$ can be connected by a nonclassical shock. The traveling wave analysis therefore allows us to write, say,

$$
\begin{equation*}
w_{2}=g\left(w_{0}\right) \quad \text { and } \quad s=s\left(w_{0}\right) \tag{4.13}
\end{equation*}
$$

Using (4.13), the entropy dissipation of the nonclassical shocks can be computed as a function of the left state of the shock. This determines the kinetic function $\phi$ :

$$
\begin{equation*}
\phi\left(w_{0}\right):=D\left(w_{0}, w_{2}\right)=D\left(w_{0}, g\left(w_{0}\right)\right) \tag{4.14}
\end{equation*}
$$

Provided the relation $s=s\left(w_{0}\right)$ is one-to-one, one can rewrite (4.14) and obtain the kinetic function expressed as a function of the propagation speed, that is,

$$
\begin{equation*}
\varphi(s):=\phi\left(w_{0}\right) \quad \text { with } s^{2}=w_{0}^{2}+g\left(w_{0}\right)^{2}+w_{0} g\left(w_{0}\right)+m^{2} \tag{4.15}
\end{equation*}
$$

The possibility of writing the kinetic function as a function of a single variable (here $w$ ), and hence as a function of the speed $s$, is a special property of the system (3.1) and the regularization (4.1). Other regularizations to (3.1), for which a scalar equation like (4.11) could not be derived, may require a kinetic function of the general form $\phi\left(v_{0}, w_{0}\right)$.
4.2. Numerical experiments. The paper [23] is devoted to the numerical analysis of nonclassical shocks in finite difference schemes. Our purpose here is to illustrate that nonclassical shocks do indeed appear.

In this subsection, we solve the Riemann problem numerically and confirm some of the results enumerated in section 3. We employ the following semidiscrete approximation to the augmented system

$$
\begin{align*}
\frac{d v_{k}}{d t}-\frac{1}{2 \Delta}\left(\sigma\left(w_{k+1}\right)-\sigma\left(w_{k-1}\right)\right) & =\frac{\epsilon}{\Delta^{2}}\left(v_{k+1}-2 v_{k}+v_{k-1}\right) \\
& -\frac{\alpha \epsilon^{2}}{2 \Delta^{3}}\left(w_{k+2}-2 w_{k+1}+2 w_{k-1}-w_{k-2}\right),  \tag{4.16}\\
\frac{d w_{k}}{d t}-\frac{1}{2 \Delta}\left(v_{k+1}-v_{k-1}\right) & =0
\end{align*}
$$

for functions $w_{k}(t)$ and $v_{k}(t)$, where $\Delta$ denotes the spatial mesh-size. We integrate this system of ODEs using a fourth-order Runge-Kutta explicit scheme, taking as large a time-step $\tau$ as possible. We define $\lambda=\tau / \Delta$. Here we are interested in the continuous model (4.16) for small $\epsilon$. (See [23] for results on numerical schemes.) The following figures may be taken to represent features of the continuous model (4.1): we carefully checked that reducing the mesh size further virtually does not change the numerical results.

The Riemann initial data for the numerical scheme is implemented as $\left(v_{k}(0), w_{k}(0)\right)$ $=\left(v_{l}, w_{l}\right)$ for $k \leq 0$ and $\left(v_{r}, w_{r}\right)$ for $k>0$. In Figures 4.1-4.2, we plot the numerical solution for several choices of initial data and parameters $\epsilon$ and $\alpha$. From these figures,


Fig. 4.1. Single nonclassical shock: (a) nonclassical 1-shock, (b) nonclassical 2-shock.
we may compare the classical and nonclassical solutions. All the tests are performed on the interval $x \in[-3,3]$ and with $m=1$ in (3.2).

In Figure 4.1(a), we use the initial data $\left(v_{l}, w_{l}\right)=(1,1)$ and $\left(v_{r}, w_{r}\right)=(-1.5,-2)$. The parameters are chosen to be $\Delta=1 / 400, \lambda=.2$. The component $w$ of the numerical solution is represented in Figure 4.1(a): the dashed line and the solid line correspond to $\alpha=0$ and $\alpha=10$, respectively. In the second case we do observe nonclassical behavior, i.e., a nonclassical 1-shock.

Figure 4.1 (b) is similar to Figure $4.1(\mathrm{a})$, except that $\left(v_{r}, w_{r}\right)=(-1.25,6)$. The dashed line represents a nonclassical 2 -shock.

Figure 4.2 shows an example of a solution containing two nonclassical shocks, a 1 -shock propagating in the left direction and a 2 -shock going to the right. This is obtained with a suitable choice of the right state: $\left(v_{r}, w_{r}\right)=(.9,-5)$. The other parameters are the same as before. Figures $4.2(\mathrm{a})$ and $4.2(\mathrm{~b})$ show the $w$ - and $v$ component of the numerical solution, respectively.

## 5. Nonclassical shocks in magnetohydrodynamics.

5.1. Preliminaries. This section deals with a system, introduced by Freistühler [16], arising in the modeling of small amplitude solutions to conservation laws that are rotationally invariant:

$$
\begin{align*}
\partial_{t} v+\partial_{x}\left(\left(v^{2}+w^{2}\right) v\right) & =0, \\
\partial_{t} w+\partial_{x}\left(\left(v^{2}+w^{2}\right) w\right) & =0 . \tag{5.1}
\end{align*}
$$

In magnetohydrodynamics, $(v, w)$ represents transverse components of the magnetic field. This model is relevant to explain certain features observed in the solar wind around the Earth: Cohen and Kulsrud [8] and Wu and Kennel [65]. The model and its variants also arise in nonlinear elasticity. See also the interesting paper by Brio and Hunter [4]. The study of MHD traveling waves has a long history in the mathematical literature (consult, for instance, Conley and Smoller [9]). The system (5.1) has attracted attention of many researchers in recent years: Chen [6], Freistühler [17], Keyfitz and Kranzer [32], Liu and Wang [44], etc. Freistühler and Liu [19] established the nonlinear stability of overcompressive shocks for a parabolic regularization of the system (5.1).


FIG. 4.2. Nonclassical shocks in both characteristic families: (a) w-component, (b) v-component.

For smooth solutions, one can use polar coordinates

$$
v=r \cos \theta, \quad w=r \sin \theta, \quad r \geq 0, \quad \theta \in[0,2 \pi),
$$

and rewrite (5.1) as

$$
\begin{gather*}
\partial_{t} r+\partial_{x} r^{3}=0  \tag{5.3}\\
\partial_{t} \theta+r^{2} \partial_{x} \theta=0 \tag{5.4}
\end{gather*}
$$

The equation (5.3) is a scalar conservation law with a nonconvex (cubic) flux. We deduce from (5.3) that $\lambda_{2}=3 r^{2}$ is a wave speed for (5.1); it is the fast mode of
the system and the corresponding characteristic field therefore fails to be genuine nonlinear. On the other hand, (5.4) is linearly degenerate since the slow mode wave speed $\lambda_{1}=r^{2}$ is independent of $\theta$.

Observe that the system is strictly hyperbolic everywhere but at the so-called umbilic point $v=w=0$ or equivalently $r=0$. The change of variable (5.2) is in fact ill defined at $r=0$ since the angle $\theta$ may be arbitrary. The structure (5.3)-(5.4) reflects the property of invariance by rotation or isotropy of (5.1). There exists two main wave families:

- the rotational discontinuities keep the radius $r$ constant while the angle $\theta$ may vary arbitrarily. Any entropy inequality would be satisfied by rotational discontinuities.
- the fast shocks keep the angle $\theta$ constant modulo $\pi$ while the radius $r$ may vary arbitrarily. An entropy inequality would select admissible fast shocks among all possible such shocks. Note that a rotational discontinuity always precedes a fast shock.

Consider now particular solutions to (5.1) such that $w=\rho v$, where $\rho$ is a given constant. Such solutions will be called coplanar in this section. Then both equations in (5.1) reduce to the same equation,

$$
\begin{equation*}
\partial_{t} v+\left(1+\rho^{2}\right) \partial_{x} v^{3}=0 \tag{5.5}
\end{equation*}
$$

which is a scalar conservation law with cubic flux. Therefore, when the initial data for (5.1) are coplanar, one can attempt to solve the system (5.1) by solving the reduced equation (5.5). This is a saddle issue: the transformation $w=\rho v$ need not be compatible with a given regularization added to the right-hand side of (5.1). However, in several instances the solutions to (5.5) turn out to be relevant to describe the solutions to (5.1). Note finally that the "natural" entropy for (5.1),

$$
\begin{equation*}
U(v, w)=\frac{1}{2}\left(v^{2}+w^{2}\right)=\frac{r^{2}}{2}, \quad F(v, w)=\frac{3}{4}\left(v^{2}+w^{2}\right)^{2}=\frac{3 r^{4}}{4} \tag{5.6}
\end{equation*}
$$

reduces, when $w=\rho v$, to an entropy pair for (5.5),

$$
\begin{equation*}
U(v)=\frac{1}{2} v^{2}, \quad F(v, w)=\frac{3}{4}\left(1+\rho^{2}\right) v^{4} \tag{5.7}
\end{equation*}
$$

which happens to be the one used in [22].
5.2. Unique admissible nonclassical entropy solution. The existence and properties of the nonclassical shocks for the cubic conservation law (5.3) were investigated in Hayes and LeFloch [22]. The equation (5.3), however, is supplemented with the constraint that $r \geq 0$, which prevents us from truly solving (5.3) independently of (5.4) for $\theta$, even for coplanar initial data. The definitions in section 2 extend easily to (5.1) even though the system is not strictly hyperbolic. We are interested in solutions satisfying the single entropy inequality

$$
\begin{equation*}
\frac{1}{2} \partial_{t}\left(v^{2}+w^{2}\right)+\frac{3}{4} \partial_{x}\left(v^{2}+w^{2}\right)^{2} \leq 0 \tag{5.8}
\end{equation*}
$$

Our aim is to investigate the uniqueness of the nonclassical solutions for the system (5.1). Relying on the analysis in [22] we state, without proof, the following result.

THEOREM 5.1. Consider the Riemann problem for the system (5.1) with initial data $\left(v_{l}, w_{l}\right)$ and $\left(v_{r}, w_{r}\right)$. When the data are noncoplanar, then there exists a unique
solution to the Riemann problem satisfying the entropy inequality (5.8): it contains a rotational discontinuity connecting $\left(v_{l}, w_{l}\right)$ to a point $\left(v_{*}, w_{*}\right)$ with $v_{l}^{2}+w_{l}^{2}=v_{*}^{2}+w_{*}^{2}$ followed by either a fast shock or a rarefaction connecting to $\left(v_{r}, w_{r}\right)$.

When the data are coplanar and the angles $\theta_{l}$ and $\theta_{r}$ associated with the initial data satisfy $\theta_{r}=\theta_{r}$ (mod. $\pi$ ), the Riemann problem has a unique solution containing either a classical shock or a rarefaction.

When the data are coplanar and $\theta_{r}=\pi+\theta_{r}(\bmod . \pi)$, the Riemann problem admits a one-parameter family of entropy solutions containing a nonclassical shock connecting $\left(v_{l}, w_{l}\right)$ to a point $\left(v_{*}, w_{*}\right)$ with

$$
\begin{equation*}
v_{l}^{2}+w_{l}^{2} \leq v_{*}^{2}+w_{*}^{2} \leq v_{l}^{2}+w_{l}^{2} \tag{5.9}
\end{equation*}
$$

followed by either a fast shock or a rarefaction connecting to $\left(v_{r}, w_{r}\right)$.
In the latter case, we can impose across the nonclassical shock a kinetic relation of the form

$$
\begin{equation*}
-s \frac{1}{2}\left[v^{2}+w^{2}\right]+\frac{3}{4}\left[\left(v^{2}+w^{2}\right)^{2}\right]=\varphi(s), \tag{5.10}
\end{equation*}
$$

where the kinetic function $\varphi(s)$ satisfies the property $(s \geq 0)$

$$
\begin{align*}
& -\frac{3}{4} s^{2} \leq \varphi(s) \leq 0  \tag{5.11}\\
& \frac{d \varphi}{d s}(s) \leq 0
\end{align*}
$$

A unique solution is selected by (5.10) in the one-parameter family of solutions. This solution depends continuously (in the $L^{1}$ norm) on its end states for coplanar initial data.

We refer to Hayes and LeFloch [22] for further details on the Riemann solution to the cubic conservation law (5.3). A solution to (5.1) using only classical shock waves always exists. We emphasize that the one-parameter family of solutions constructed in Theorem 5.1 includes as special cases the classical Riemann solution (defined from the Oleinik criterion) and the Riemann solution using a rotational discontinuity followed by a fast shock. For noncoplanar data, the Riemann solution constructed in Theorem 5.1 does not depend continuously upon its initial states. (Consider "quasi-coplanar" initial data.) It is conceivable that this lack of continuity may be related to physical instabilities in MHD fluid which cannot be fully described by the model (5.1).

The coplanar discontinuities connecting $\left(r_{L}, \theta_{L}\right)$ to $(r, \theta)$ with $r \in\left(0, r_{L} / 2\right)$ and $\theta=\theta_{L}+\pi$ are overcompressive shock waves. They possess nonunique traveling wave profiles, due to the existence of a component $\theta$. When viewed as shock to the underlying scalar cubic conservation law, they are classical shocks, however.
5.3. Convergence result. As we now demonstrate it numerically in section 5.4 below, the solutions found in Theorem 5.1 may arise from diffusive-dispersive regularizations of (5.1). We consider here the system $(\epsilon>0, \alpha \in \mathbb{R})$

$$
\begin{gather*}
\partial_{t} v+\partial_{x}\left(v\left(v^{2}+w^{2}\right)\right)=\epsilon \partial_{x x} v+\alpha \epsilon \partial_{x x} w \\
\partial_{t} w+\partial_{x}\left(w\left(v^{2}+w^{2}\right)\right)=\epsilon \partial_{x x} w-\alpha \epsilon \partial_{x x} v \tag{5.12}
\end{gather*}
$$

called the derivative nonlinear Schrödinger-Burgers system. The right-hand side of (5.12) represents diffusive-dispersive effects arising in magnetic fluids due to the socalled Hall effect. When the ion inertia dispersion $\alpha$ can be neglected, (5.12) reduces
to the Cohen-Kulsrud-Burgers (CKB) equations and converges, as $\epsilon \rightarrow 0$, to classical solutions. When $\alpha \neq 0$, the operator $\alpha \partial_{x x}$ in the right-hand side of (5.12) generates dispersion effect and nonclassical solutions may be obtained.

Theorem 5.2. (1) Let $\left(v^{\epsilon}, w^{\epsilon}\right)$ with $\alpha \in(-1,1)$ fixed be a family of solutions to (5.12) assuming at $t=0$ a Cauchy data $\left(v_{0}^{\epsilon}, w_{0}^{\epsilon}\right)$ such that

$$
\begin{equation*}
v_{0}^{\epsilon}, w_{0}^{\epsilon} \in L^{2}(\mathbb{R}) \cap L^{4}(\mathbb{R}) \tag{5.13}
\end{equation*}
$$

uniformly in $\epsilon$. Then $\left(v^{\epsilon}, w^{\epsilon}\right)$ is bounded in $L^{\infty}\left(\mathbb{R}_{+}, L^{2}(\mathbb{R}) \cap L^{4}(\mathbb{R})\right)$ and converges almost everywhere to a limiting function $(v, w)$, a solution to (5.1) in the sense of distributions.
(2) The pair $(U, F)=\left(\left(v^{2}+w^{2}\right) / 2,3\left(v^{2}+w^{2}\right)^{2} / 4\right)$ is compatible in the sense (2.3) with the diffusive-dispersive regularization (5.12). Limits of traveling wave solutions to (5.12) additionally satisfy the entropy inequality (5.8).

Proof of Theorem 5.2. The proof relies on the compensated compactness method of DiPerna [13] and more specifically the results in Chen [6]. We restrict attention to deriving the main a priori estimates needed in applying the theory, referring to $[6,13]$ for the details. The following entropy balance follows by multiplying the equations in (5.12) by $v$ and $w$, respectively:

$$
\begin{align*}
\frac{1}{2} \partial_{t}\left(v^{2}+w^{2}\right)+\frac{3}{4} \partial_{x}\left(v^{2}+w^{2}\right)^{2}= & -\epsilon\left|\partial_{x} v\right|^{2}-\epsilon\left|\partial_{x} w\right|^{2}  \tag{5.14}\\
& +\epsilon \partial_{x}\left(v \partial_{x} v+w \partial_{x} w\right)+\alpha \epsilon \partial_{x}\left(v \partial_{x} w-w \partial_{x} v\right)
\end{align*}
$$

Integrating (5.14) over $(0, T) \times \mathbb{R}$ yields

$$
\begin{equation*}
\int_{\mathbb{R}} \frac{1}{2}\left(v^{2}+w^{2}\right)(T) d x+\int_{0}^{T} \int_{\mathbb{R}} \epsilon\left(\left|\partial_{x} v\right|^{2}+\left|\partial_{x} w\right|^{2}\right) d x d t \leq \int_{\mathbb{R}} \frac{1}{2}\left(v^{2}+w^{2}\right)(0) d x \leq O(1) \tag{5.15}
\end{equation*}
$$

Observe that the dispersive terms canceled out in this derivation, so that the estimate (5.15) does not depend on the coefficient $\alpha \in \mathbb{R}$.

We now multiply (5.14) on both sides by $v^{2}+w^{2}$ and integrate over $\mathbb{R}$ to get

$$
\begin{align*}
\frac{d}{d t} \int_{\mathbb{R}} & \frac{1}{4}\left(v^{2}+w^{2}\right)^{2} d x+\int_{\mathbb{R}} \frac{1}{2} \partial_{x}\left(v^{2}+w^{2}\right)^{3} d x \\
= & -\int_{\mathbb{R}} \epsilon\left(v^{2}+w^{2}\right)\left(\left|\partial_{x} v\right|^{2}+\left|\partial_{x} w\right|^{2}\right) d x-\int_{\mathbb{R}} \epsilon\left|\partial_{x}\left(v^{2}+w^{2}\right)\right|^{2} d x  \tag{5.16}\\
& +\int_{\mathbb{R}} \alpha \epsilon\left(v^{2}+w^{2}\right) \partial_{x}\left(v \partial_{x} w-w \partial_{x} v\right) d x
\end{align*}
$$

Thus we obtain

$$
\begin{align*}
& \int_{\mathbb{R}} \frac{1}{4}\left(v^{2}+w^{2}\right)^{2}(T) d x+\int_{0}^{T} \int_{\mathbb{R}} \epsilon\left(v^{2}+w^{2}\right)\left(\left|\partial_{x} v\right|^{2}+\left|\partial_{x} w\right|^{2}\right) d x d t \\
& +\int_{0}^{T} \int_{\mathbb{R}} \epsilon\left|\partial_{x}\left(v^{2}+w^{2}\right)\right|^{2} d x d t  \tag{5.17}\\
& =\int_{\mathbb{R}} \frac{1}{4}\left(v^{2}+w^{2}\right)^{2}(0) d x+\int_{0}^{T} \int_{\mathbb{R}} \alpha \epsilon\left(v^{2}+w^{2}\right)\left(v \partial_{x} w-w \partial_{x} v\right) d x d t
\end{align*}
$$

When $|\alpha|<1$, the integrand of the last term in the right-hand side of (5.17) can be estimated by integrands of the left-hand side, namely,

$$
\begin{aligned}
\left|\alpha \epsilon \partial_{x}\left(v^{2}+w^{2}\right)\left(v \partial_{x} w-w \partial_{x} v\right)\right| \leq & \frac{\alpha}{2} \epsilon\left|\partial_{x}\left(v^{2}+w^{2}\right)\right|^{2}+\frac{\alpha}{2} \epsilon\left|v \partial_{x} w-w \partial_{x} v\right|^{2} \\
\leq & \frac{\alpha}{2} \epsilon\left|\partial_{x}\left(v^{2}+w^{2}\right)\right|^{2}+\alpha \epsilon\left|v \partial_{x} w\right|^{2}+\alpha \epsilon\left|w \partial_{x} v\right|^{2} \\
\leq & \frac{\alpha}{2} \epsilon\left|\partial_{x}\left(v^{2}+w^{2}\right)\right|^{2} \\
& +\alpha \epsilon\left(v^{2}+w^{2}\right)\left(\left|\partial_{x} v\right|^{2}+\left|\partial_{x} w\right|^{2}\right) .
\end{aligned}
$$

Therefore (5.17) implies

$$
\begin{align*}
\int_{\mathbb{R}} \frac{1}{4}\left(v^{2}+w^{2}\right)^{2}(T) d x & +\int_{0}^{T} \int_{\mathbb{R}}(1-\alpha / 2) \epsilon\left(v^{2}+w^{2}\right)\left(\left|\partial_{x} v\right|^{2}+\left|\partial_{x} w\right|^{2}\right) d x d t  \tag{5.18}\\
& +\int_{0}^{T} \int_{\mathbb{R}}(1-\alpha) \epsilon\left|\partial_{x}\left(v^{2}+w^{2}\right)\right|^{2} d x d t \leq 0
\end{align*}
$$

The estimates (5.15) and (5.18) provide $L^{p}$ uniform bounds for $v^{\epsilon}$ and $w^{\epsilon}$, together with some derivative estimates. These estimates can be used along the lines of the proof in Schonbek [53] (and [22]) to show that a Young measure associated with $\left(v^{\epsilon}, w^{\epsilon}\right)$ satisfies Tartar's commutation equation. The reduction theorem in [6] may be extended to $L^{p}$ Young measures and shows that

$$
\begin{gather*}
v^{\epsilon} \rightarrow v, \quad w^{\epsilon} \rightarrow w \\
v_{\epsilon}^{2}+w_{\epsilon}^{2} \rightarrow v^{2}+w^{2} \quad \text { in the weak sense, }  \tag{5.19}\\
\text { in the strong sense. }
\end{gather*}
$$

One can pass to the limit in (5.12) and deduce (5.1) as $\epsilon \rightarrow 0$.
Item (2) of the theorem follows from (5.14) and the uniform estimates (5.18). Observe that the first two terms in the right-hand side of (5.14) are nonpositive and converge to nonnegative bounded measures. The third term converges to zero in the sense of distributions. On the other hand the last term in the right-hand side of (5.14), due to the dispersive terms in (5.12), does not contribute to the dissipation measure (for the quadratic entropy only); namely, for each smooth function $\theta$ with compact support, one has

$$
\begin{aligned}
\left|\int_{0}^{T} \int_{\mathbb{R}} \epsilon \partial_{x}\left(v \partial_{x} w-w \partial_{x} v\right) \theta d x d t\right| & \leq \int_{0}^{T} \int_{\mathbb{R}} \epsilon\left|v \partial_{x} w\right| \partial_{x} \theta d x d t \\
& +\int_{0}^{T} \int_{\mathbb{R}} \epsilon\left|w \partial_{x} v\right| \partial_{x} \theta d x d t \\
& \leq O(1) \epsilon\left\|v \partial_{x} w\right\|_{L^{2}((0, T) \times \mathbb{R})} \\
& +O(1) \epsilon\left\|v \partial_{x} w\right\|_{L^{2}((0, T) \times \mathbb{R})} \\
& \leq O(1) \epsilon^{1 / 2} \rightarrow 0 .
\end{aligned}
$$

This completes the proof of Theorem 5.2.
5.4. Numerical experiments. For coplanar initial data, we numerically demonstrate the existence of nonclassical shocks. We employ the following semidiscrete


FIG. 5.1. The slow shock is nonclassical: it cannot be a rotational wave, since across this shock, $\left|u_{m}\right|^{2}<\left|u_{l}\right|^{2}$.
approximation to the system (5.12):

$$
\begin{align*}
& \frac{d v_{k}}{d t}+\frac{1}{2 \Delta}\left(v_{k+1}\left(v_{k+1}^{2}+w_{k+1}^{2}\right)-v_{k-1}\left(v_{k-1}^{2}+w_{k-1}^{2}\right)\right) \\
& \quad=\frac{\epsilon}{\Delta^{2}}\left(v_{k+1}-2 v_{k}+v_{k-1}\right)+\frac{\alpha \epsilon}{\Delta^{2}}\left(w_{k+1}-2 w_{k}+w_{k-1}\right)  \tag{5.20}\\
& \begin{aligned}
& \frac{d w_{k}}{d t}+\frac{1}{2 \Delta}\left(w_{k+1}\left(v_{k+1}^{2}+w_{k+1}^{2}\right)-w_{k-1}\left(v_{k-1}^{2}+w_{k-1}^{2}\right)\right) \\
&=\frac{\epsilon}{\Delta^{2}}\left(w_{k+1}-2 w_{k}+w_{k-1}\right)-\frac{\alpha \epsilon}{\Delta^{2}}\left(v_{k+1}-2 v_{k}+v_{k-1}\right)
\end{aligned}
\end{align*}
$$

for functions $v_{k}(t)$ and $w_{k}(t)$, where $\Delta$ denotes the spatial mesh-size. We integrate this system of ODEs in the same fashion as in subsection 4.2. The Riemann initial data for the numerical scheme are implemented as $\left(v_{k}(0), w_{k}(0)\right)=\left(v_{l}, w_{l}\right)$ for $k \leq 0$ and $\left(v_{r}, w_{r}\right)$ for $k>0$.

In Figure 5.1, we plot the numerical results for two different coplanar data. The parameters are chosen to be $\Delta=1 / 400, \epsilon=1 / 800$, and $\alpha=5 / 2$. In Figure 5.1(a), we use the initial data $\left(v_{l}, w_{l}\right)=(1,0)$ and $\left(v_{r}, w_{r}\right)=(-.6,0)$. The solid and the dotted lines represent the $v$ - and $w$-components of the solution at the time $t=1$, respectively. In Figure 5.1(b), we picture the results obtained with, instead, $\left(v_{r}, w_{r}\right)=(-.85,0)$.

Appendix: Proof of Lemma 2.3. We follow Liu in [42] and treat the case (2.10a). The case (2.10b) is entirely similar. The statement on the wave speed follows easily from our assumption that $\nabla \lambda_{j} \cdot r_{j}$ changes sign only once along a shock curve. Let us show that the shock speed satisfies similar properties. By differentiating the Rankine-Hugoniot relation (2.13), we get

$$
\begin{equation*}
-\frac{\partial}{\partial \mu_{j}} \bar{\lambda}_{j}\left(u_{0}, w_{j}\right)\left(w_{j}-u_{0}\right)+\left(D f\left(w_{j}\right)-\bar{\lambda}_{j}\left(u_{0}, w_{j}\right)\right) \frac{d w_{j}}{d \mu_{j}}=0 \tag{A.1}
\end{equation*}
$$

Using the decompositions

$$
w_{j}-u_{0}=\sum_{k=1}^{N} \alpha_{k}\left(u_{0}, w_{j}\right) r_{k}\left(w_{j}\right)
$$

and

$$
\frac{d w_{j}}{d \mu_{j}}=\sum_{k=1}^{N} \beta_{k}\left(u_{0}, w_{j}\right) r_{k}\left(w_{j}\right)
$$

we deduce that, for $k=1,2, \ldots, N$,

$$
-\frac{\partial}{\partial \mu_{j}} \bar{\lambda}_{j}\left(u_{0}, w_{j}\right) \alpha_{k}\left(u_{0}, w_{j}\right)+\left(\lambda_{k}\left(w_{j}\right)-\bar{\lambda}_{j}\left(u_{0}, w_{j}\right)\right) \beta_{k}\left(u_{0}, w_{j}\right)=0
$$

In particular, for $k=j$,

$$
\frac{\partial}{\partial \mu_{j}} \bar{\lambda}_{j}\left(u_{0}, w_{j}\right) \alpha_{j}\left(u_{0}, w_{j}\right)=\left(\lambda_{j}\left(w_{j}\right)-\bar{\lambda}_{j}\left(u_{0}, w_{j}\right)\right) \beta_{j}\left(u_{0}, w_{j}\right) .
$$

In view of our assumption (2.21), the coefficient $\alpha_{j}\left(u_{0}, w_{j}\right)=l_{j}\left(w_{j}\right) \cdot\left(w_{j}-u_{0}\right)$ has the same sign as $\mu_{j}-\mu_{j}\left(u_{0}\right)$, while $\beta_{j}\left(u_{0}, w_{j}\right)=l_{j}\left(w_{j}\right) \cdot d w_{j} / d \mu_{j}$ is strictly positive. Therefore for $\mu_{j}>\mu_{j}\left(u_{0}\right)$ we have

$$
\begin{align*}
\frac{\partial}{\partial \mu_{j}} \bar{\lambda}_{j}\left(u_{0}, w_{j}\right) & =0(\text { resp., }>0 \text { or }<0) \quad \text { iff }  \tag{A.2}\\
\lambda_{j}\left(w_{j}\right)-\bar{\lambda}_{j}\left(u_{0}, w_{j}\right) & =0(\text { resp. },<0 \text { or }>0),
\end{align*}
$$

while for $\mu_{j}<\mu_{j}\left(u_{0}\right)$ the reversed inequalities are satisfied. Moreover it follows from (A.1) that (up to a multiplicative factor)

$$
\begin{equation*}
\frac{d w_{j}}{d \mu_{j}}=r_{j}\left(w_{j}\right) \quad \text { if } \quad \frac{\partial}{\partial \mu_{j}} \bar{\lambda}_{j}\left(u_{0}, w_{j}\right)=0 \tag{A.3}
\end{equation*}
$$

Denote by $\mu_{j}^{\star}\left(u_{0}\right)$ a point achieving the equality in (A.2). We now prove that, at the critical point $\mu_{j}=\mu_{j}^{\star}\left(u_{0}\right)$,

$$
\begin{align*}
\frac{\partial^{2}}{\partial \mu_{j}^{2}} \bar{\lambda}_{j}\left(u_{0}, w_{j}\right) & =0(\text { resp., }>0 \text { or }<0) \quad \text { iff }  \tag{A.4}\\
\nabla \lambda_{j}\left(w_{j}\right) \cdot r_{j}\left(w_{j}\right) & =0(\text { resp., }<0 \text { or }>0)
\end{align*}
$$

if $\mu_{j}^{\star}\left(u_{0}\right)>\mu_{j}\left(u_{0}\right)$, while the reversed inequalities are satisfied if $\mu_{j}^{\star}\left(u_{0}\right)<\mu_{j}\left(u_{0}\right)$. Namely, first rewrite the relation (A.1) (by using (A.3)) in the form

$$
\begin{align*}
& \left(D f\left(w_{j}\right)-\bar{\lambda}_{j}\left(u_{0}, w_{j}\right)\right)\left(\frac{d w_{j}}{d \mu_{j}}-r_{j}\left(w_{j}\right)\right)  \tag{A.5}\\
& =\frac{\partial}{\partial \mu_{j}} \bar{\lambda}_{j}\left(u_{0}, w_{j}\right)\left(w_{j}-u_{0}\right)-\left(\lambda_{j}\left(w_{j}\right)-\bar{\lambda}_{j}\left(u_{0}, w_{j}\right)\right) r_{j}\left(w_{j}\right)
\end{align*}
$$

Differentiating (A.5) once more, we obtain

$$
\begin{aligned}
& \frac{\partial}{\partial \mu_{j}}\left(D f\left(w_{j}\right)-\bar{\lambda}_{j}\left(u_{0}, w_{j}\right)\right)\left(\frac{d w_{j}}{d \mu_{j}}-r_{j}\left(w_{j}\right)\right) \\
& +\left(D f\left(w_{j}\right)-\bar{\lambda}_{j}\left(u_{0}, w_{j}\right)\right)\left(\frac{d^{2} w_{j}}{d \mu_{j}^{2}}-\frac{\partial}{\partial \mu_{j}} r_{j}\left(w_{j}\right)\right) \\
& =\frac{\partial^{2}}{\partial \mu_{j}^{2}} \bar{\lambda}_{j}\left(u_{0}, w_{j}\right)\left(w_{j}-u_{0}\right)+\frac{\partial}{\partial \mu_{j}} \bar{\lambda}_{j}\left(u_{0}, w_{j}\right) \frac{d w_{j}}{d \mu_{j}} \\
& -\frac{\partial}{\partial \mu_{j}}\left(\lambda_{j}\left(w_{j}\right)-\bar{\lambda}_{j}\left(u_{0}, w_{j}\right)\right) r_{j}\left(w_{j}\right)-\left(\lambda_{j}\left(w_{j}\right)-\bar{\lambda}_{j}\left(u_{0}, w_{j}\right)\right) \frac{\partial}{\partial \mu_{j}} r_{j}\left(w_{j}\right) .
\end{aligned}
$$

Plugging the value $\mu_{j}=\mu_{j}^{\star}\left(u_{0}\right)$ in the above formula and using (A.2)-(A.3), we obtain

$$
\begin{aligned}
\left(D f\left(w_{j}\right)-\bar{\lambda}_{j}\left(u_{0}, w_{j}\right)\right)\left(\frac{d^{2} w_{j}}{d \mu_{j}^{2}}-\frac{\partial}{\partial \mu_{j}} r_{j}\left(w_{j}\right)\right)= & \frac{\partial^{2}}{\partial \mu_{j}^{2}} \bar{\lambda}_{j}\left(u_{0}, w_{j}\right)\left(w_{j}-u_{0}\right) \\
& -\frac{\partial}{\partial \mu_{j}} \lambda_{j}\left(w_{j}\right) r_{j}\left(w_{j}\right)
\end{aligned}
$$

Multiplying the latter by $l_{j}\left(w_{j}\right)$ and observing that $\bar{\lambda}_{j}\left(u_{0}, w_{j}\right)=\lambda_{j}\left(w_{j}\right)$ so that the left-hand side vanishes, we arrive at

$$
\begin{aligned}
\frac{\partial^{2}}{\partial \mu_{j}^{2}} \bar{\lambda}_{j}\left(u_{0}, w_{j}\right) l_{j}\left(w_{j}\right) \cdot\left(w_{j}-u_{0}\right) & =\frac{\partial}{\partial \mu_{j}} \lambda_{j}\left(w_{j}\right) \\
& =\nabla \lambda_{j}\left(w_{j}\right) \cdot r_{j}\left(w_{j}\right)
\end{aligned}
$$

The desired result (A.4) follows immediately from the above formula and assumption (2.21ii).

We now use the notation $g\left(\mu_{j}\right):=\lambda_{j}\left(w_{j}\left(\mu_{j} ; u_{0}\right)\right)$ and $h\left(\mu_{j}\right):=\bar{\lambda}_{j}\left(u_{0}, w_{j}\left(\mu_{j} ; u_{0}\right)\right)$. The property (A.2) shows that (2.24a) is satisfied for values $\mu_{j}$ close enough to $\mu_{j}\left(u_{0}\right)$, at least. Consider the largest value $\mu_{j}<\mu_{j}\left(u_{0}\right)$ such that $h\left(\zeta_{j}\right)-g\left(\zeta_{j}\right)>0$ holds for all $\zeta \in\left(\mu_{j}, \mu_{j}\left(u_{0}\right)\right.$. Call this value $\mu_{j}^{\star}\left(u_{0}\right)$ and observe that $h\left(\mu_{j}^{\star}\left(u_{0}\right)\right)=g\left(\mu_{j}^{\star}\left(u_{0}\right)\right)$. In view of (A.2) one also has $h^{\prime}\left(\mu_{j}^{\star}\left(u_{0}\right)\right)=0$.

Assume that $\mu_{j}^{\star}\left(u_{0}\right)>0$. In view of (A.4), one has $h^{\prime \prime}\left(\mu_{j}^{\star}\left(u_{0}\right)\right)>0$ since $\mu_{j}^{\star}\left(u_{0}\right)>$ 0 . Thus the function should decrease for $\mu_{j}<\mu_{j}^{\star}\left(u_{0}\right)$ at least in a small neighborhood of $\mu_{j}^{\star}\left(u_{0}\right)$. According to (A.2), the wave speed should then be above the shock speed in this range, and so the wave speed $g$ should be nonincreasing. The function $g$ is increasing near $\mu_{j}\left(u_{0}\right)$ and nonincreasing near $\mu_{j}^{\star}\left(u_{0}\right)$, so $g$ must have a critical point in the interval $\left[\mu_{j}^{\star}\left(u_{0}\right), \mu_{j}\left(u_{0}\right)\right)$. Since the only critical point of the wave speed is $\mu_{j}=0$ and $\mu_{j}^{\star}\left(u_{0}\right)>0$ by assumption, we reach a contradiction. Henceforth, one must have $\mu_{j}^{\star}\left(u_{0}\right) \leq 0$.

Finally the shock speed is monotone in the whole region $\mu_{j}<\mu_{j}^{\star}\left(u_{0}\right)$, since otherwise that would imply the existence of a critical point for the function $g$, which is not possible. This completes the proof of Lemma 2.3.
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The authors learned that D. Marchesin, B. Plohr, and K. Zumbrun recently observed that undercompressive shocks may arise in strictly hyperbolic systems. In a recent and interesting preprint by H. Freistühler, the selection of undercompressive shocks in hyperbolic systems and their stability in the multidimensional setting is also investigated.
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#### Abstract

Let $\left\{p_{n}(x)\right\}_{n \geq 0}$ be the set of orthonormal polynomials with respect to the exponential weight $w(x)=e^{-v(x)}$, where $v(x)=x^{2 m}+\cdots$ is a monic polynomial of degree $2 m$ with $m \geq 2$ and is even. An asymptotic approximation is obtained for $p_{n}(x)$, as $n \rightarrow \infty$, which holds uniformly for $0 \leq x \leq O\left(n^{1 / 2 m}\right)$. As a corollary, a three-term asymptotic expansion is also derived for the zeros of these polynomials.
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1. Introduction. Let $\left\{p_{n}(x)\right\}_{n \geq 0}$ be the set of orthonormal polynomials with respect to the exponential weight function

$$
\begin{equation*}
w(x)=e^{-v(x)}, \quad x \in(-\infty, \infty) \tag{1.1}
\end{equation*}
$$

where $v(x)=x^{2 m}+\cdots$ is a monic polynomial of degree $2 m$ with $m \geq 2$. That is, the polynomials $p_{n}(x)$ satisfy

$$
\int_{-\infty}^{\infty} p_{n}(x) p_{k}(x) w(x) d x= \begin{cases}1, & n=k  \tag{1.2}\\ 0, & n \neq k\end{cases}
$$

Let $\gamma_{n}>0$ denote the leading coefficient of $p_{n}(x), n=0,1,2, \ldots$ Then the polynomials satisfy the three-term recurrence relation

$$
\begin{equation*}
\left(x-b_{n}\right) p_{n}(x)=a_{n+1} p_{n+1}(x)+a_{n} p_{n-1}(x), \tag{1.3}
\end{equation*}
$$

where $a_{0}=0, a_{n}=\gamma_{n-1} / \gamma_{n}$ and

$$
\begin{equation*}
b_{n}=\int_{-\infty}^{\infty} x p_{n}^{2}(x) w(x) d x, \quad n=0,1,2, \ldots \tag{1.4}
\end{equation*}
$$

In [6], Nevai studied the asymptotic behavior of $p_{n}(x)$ when $w(x)=e^{-x^{4}}$ and obtained a Plancherel-Rotach type asymptotic formula for these polynomials. The behavior of their zeros has been investigated by Máté, Nevai, and Totik [4]. More precisely, they have derived a two-term expansion for the largest zero of $p_{n}(x)$. Similar results have been obtained by Sheen [8], when $w(x)=e^{-x^{6}}$. Recently, Bo and Wong [2] reconsidered the orthogonal polynomial $p_{n}(x)$ when $w(x)=e^{-x^{4}}$. They constructed an asymptotic formula which holds uniformly in an interval containing even the critical

[^48]value $x=(4 n / 3)^{1 / 4}$. As an application of their result, they derived a four-term asymptotic expansion for the $k$ th zero of $p_{n}(x)$ for any fixed $k=1,2, \ldots, n$.

For the weight function (1.1) with $v(x)$ being convex, Chen and Ismail [3] proved that $p_{n}(x)$ satisfies the differential recurrence relation

$$
\begin{equation*}
p_{n}^{\prime}(x)=-B_{n}(x) p_{n}(x)+A_{n}(x) p_{n-1}(x), \quad n=0,1,2, \ldots \tag{1.5}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{n}(x)=a_{n} \int_{-\infty}^{\infty} \frac{v^{\prime}(x)-v^{\prime}(y)}{x-y} p_{n}^{2}(y) w(y) d y \tag{1.6}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{n}(x)=a_{n} \int_{-\infty}^{\infty} \frac{v^{\prime}(x)-v^{\prime}(y)}{x-y} p_{n}(y) p_{n-1}(y) w(y) d y \tag{1.7}
\end{equation*}
$$

Note that if $v(x)$ is even, then it has the form

$$
\begin{equation*}
v(x)=\sum_{k=0}^{m} v_{k} x^{2 k}, \quad v_{m}=1, \quad m \geq 2 \tag{1.8}
\end{equation*}
$$

and we have

$$
\begin{equation*}
\frac{v^{\prime}(x)-v^{\prime}(y)}{x-y}=2 \sum_{k=1}^{m} k v_{k} \sum_{l=0}^{2 k-2} x^{2 k-2-l} y^{l} . \tag{1.9}
\end{equation*}
$$

In this paper, we shall assume that $v(x)$ is a convex and even polynomial of the form (1.8), which is also the main case considered by Chen and Ismail [3, Theorem 4.3 and section 5]. It is easily seen that when $v(x)$ is convex, the function $A_{n}(x)$ in (1.6) is positive. Furthermore, when $v(x)$ is of the form (1.8), we have $b_{n}=0$ by (1.4), and the recurrence relation (1.3) becomes

$$
\begin{equation*}
x p_{n}(x)=a_{n+1} p_{n+1}(x)+a_{n} p_{n-1}(x) \tag{1.10}
\end{equation*}
$$

One of the main result in [3] is that the function

$$
\begin{equation*}
Y_{n}(x)=\frac{p_{n}(x)}{\sqrt{A_{n}(x)}} e^{-v(x) / 2} \tag{1.11}
\end{equation*}
$$

satisfies the second-order differential equation

$$
\begin{equation*}
Y^{\prime \prime}(x)+V(x, n) Y(x)=0 \tag{1.12}
\end{equation*}
$$

where

$$
\begin{align*}
V(x, n)= & A_{n}(x) A_{n-1}(x) \frac{a_{n}}{a_{n-1}}+B_{n}^{\prime}(x)+\frac{1}{2} v^{\prime \prime}(x)+\frac{1}{2} \frac{A_{n}^{\prime \prime}(x)}{A_{n}(x)} \\
& -\left[B_{n}(x)+\frac{1}{2} v^{\prime}(x)\right]^{2}-\frac{A_{n}^{\prime}(x)}{A_{n}(x)}\left[B_{n}(x)+\frac{1}{2} v^{\prime}(x)\right]-\frac{3}{4}\left[\frac{A_{n}^{\prime}(x)}{A_{n}(x)}\right]^{2} \tag{1.13}
\end{align*}
$$

Let the zeros of $p_{n}(x)$ be denoted by $x_{n, n}<\cdots<x_{n, 2}<x_{n, 1}$. Based on the differential equation (1.12), Chen and Ismail also showed that the largest zero $x_{n, 1}$ has the asymptotic formula

$$
\begin{equation*}
x_{n, 1} \approx X_{n}-i_{1}\left(\frac{2 a_{n}}{6 A_{n}^{2}\left(2 a_{n}\right)}\right)^{1 / 3} \tag{1.14}
\end{equation*}
$$

where $i_{1}$ is the first positive zero of Airy's function defined in [9, pp. 18 and 377$]$ and

$$
\begin{equation*}
X_{n}=\sqrt{4 a_{n}^{2}+2 a_{n} / A_{n}\left(2 a_{n}\right)} \tag{1.15}
\end{equation*}
$$

Moreover, they conjectured that the $k$ th zero $x_{n, k}$ satisfies

$$
\begin{equation*}
x_{n, k} \approx X_{n}-i_{k}\left(\frac{2 a_{n}}{6 A_{n}^{2}\left(2 a_{n}\right)}\right)^{1 / 3} \tag{1.16}
\end{equation*}
$$

where $i_{k}$ is the $k$ th positive zero of Airy's function.
In this paper, we shall extend the method used in [2] to derive an asymptotic formula for $p_{n}(x)$ with the weight function given by (1.1) and (1.8), which holds uniformly in an interval containing the critical value $x=2 a_{n}$. Our method is based on the turning-point theory developed in [7, Chap. 11]. Also, we shall construct a three-term asymptotic expansion for the zero $x_{n, k}$ for any fixed $k$. In particular, we shall establish the conjecture stated in (1.16).
2. Transformation to canonical form. In this section, we first show that the coefficient function $V(x, n)$ in (1.12) has turning points and then use the Liouville transformation to bring it to a canonical form. To this end, we note that the functions $A_{n}(x)$ and $B_{n}(x)$ in (1.6) and (1.7) satisfy the identity

$$
\begin{equation*}
B_{n}(x)+B_{n+1}(x)=\frac{x}{a_{n}} A_{n}(x)-v^{\prime}(x) ; \tag{2.1}
\end{equation*}
$$

see $[3,(2.2)]$. Differentiating both sides of (2.1) gives

$$
\begin{equation*}
B_{n}^{\prime}(x)+B_{n+1}^{\prime}(x)=\frac{A_{n}(x)}{a_{n}}+\frac{x}{a_{n}} A_{n}^{\prime}(x)-v^{\prime \prime}(x) \tag{2.2}
\end{equation*}
$$

By inserting (2.1) and (2.2) in (1.13), it can be verified that

$$
\begin{align*}
V(x, n)= & {\left[1-\frac{x^{2}}{\left(2 a_{n}\right)^{2}}\right] A_{n}^{2}(x)-A_{n}(x)\left[A_{n}(x)-A_{n-1}(x) \frac{a_{n}}{a_{n-1}}\right] } \\
& -\frac{x}{2 a_{n}} A_{n}(x)\left[B_{n}(x)-B_{n+1}(x)\right]+\frac{A_{n}(x)}{2 a_{n}} \\
& +\frac{1}{2}\left[B_{n}^{\prime}(x)-B_{n+1}^{\prime}(x)\right]-\frac{1}{4}\left[B_{n}(x)-B_{n+1}(x)\right]^{2}  \tag{2.3}\\
& -\frac{1}{2} \frac{A_{n}^{\prime}(x)}{A_{n}(x)}\left[B_{n}(x)-B_{n+1}(x)\right]+\frac{1}{2} \frac{A_{n}^{\prime \prime}(x)}{A_{n}(x)}-\frac{3}{4}\left(\frac{A_{n}^{\prime}(x)}{A_{n}(x)}\right)^{2} .
\end{align*}
$$

This equation gives the first indication that $V(x, n)$ has two turning points located at or near $x= \pm 2 a_{n}$. Let

$$
\begin{equation*}
\lambda=2 a_{n} \quad \text { and } \quad x=\lambda w \tag{2.4}
\end{equation*}
$$

and define

$$
\begin{equation*}
W(\lambda, w) \equiv Y(\lambda w) \tag{2.5}
\end{equation*}
$$

Equation (1.12) now becomes

$$
\begin{equation*}
\frac{d^{2} W}{d w^{2}}=U(\lambda w, n) W \tag{2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
U(\lambda w, n)=-\lambda^{2} V(\lambda w, n) \tag{2.7}
\end{equation*}
$$

From (2.3), we have

$$
U(\lambda w, n)=\lambda^{2}\left(w^{2}-1\right) A_{n}^{2}(\lambda w)+\lambda^{2} A_{n}(\lambda w)\left[A_{n}(\lambda w)-A_{n-1}(\lambda w) \frac{a_{n}}{a_{n-1}}\right]
$$

$$
\begin{aligned}
& +\lambda^{2} A_{n}(\lambda w) w\left[B_{n}(\lambda w)-B_{n+1}(\lambda w)\right]-\lambda A_{n}(\lambda w) \\
& +\frac{\lambda^{2}}{4}\left[B_{n}(\lambda w)-B_{n+1}(\lambda w)\right]^{2}-\frac{\lambda^{2}}{2}\left[B_{n}^{\prime}(\lambda w)-B_{n+1}^{\prime}(\lambda w)\right] \\
& +\frac{\lambda^{2}}{2} \frac{A_{n}^{\prime}(\lambda w)}{A_{n}(\lambda w)}\left[B_{n}(\lambda w)-B_{n+1}(\lambda w)\right]-\frac{\lambda^{2}}{2} \frac{A_{n}^{\prime \prime}(\lambda w)}{A_{n}(\lambda w)}+\frac{3 \lambda^{2}}{4}\left[\frac{A_{n}^{\prime}(\lambda w)}{A_{n}(\lambda w)}\right]^{2}
\end{aligned}
$$

To derive an asymptotic expansion for $U(\lambda w, n)$, as $\lambda \rightarrow \infty$, we first need to find the corresponding expansions for $A_{n}(\lambda w)$ and $B_{n}(\lambda w)$.

Put

$$
\begin{equation*}
c_{n, k, l}=\int_{-\infty}^{\infty} x^{l} p_{n}(x) p_{n-k}(x) w(x) d x, \quad n, l \geq 0, \quad n \geq k \tag{2.9}
\end{equation*}
$$

From the recurrence relation (1.10), it is readily verified by induction that $p_{n}$ is an odd polynomial when $n$ is odd and $p_{n}(x)$ is an even polynomial when $n$ is even. Since $w(x)$ is also an even function by (1.8), it follows from (2.9) that

$$
\begin{equation*}
c_{n, k, l}=0 \quad \text { if } \quad k+l \quad \text { is odd } \tag{2.10}
\end{equation*}
$$

Applying (1.10) $l$ times, we obtain

$$
\begin{equation*}
x^{l} p_{n}(x)=\sum_{k=-l}^{l} d_{n, k, l} p_{n-k}(x) \tag{2.11}
\end{equation*}
$$

Substituting (2.11) in (2.9), we get by orthonormality

$$
c_{n, k, l}= \begin{cases}d_{n, k, l}, & |k| \leq l  \tag{2.12}\\ 0, & |k|>l\end{cases}
$$

Hence (2.11) becomes

$$
\begin{equation*}
x^{l} p_{n}(x)=\sum_{k=-l}^{l} c_{n, k, l} p_{n-k}(x) \tag{2.13}
\end{equation*}
$$

Coupling (1.10) and (2.9) gives

$$
\begin{aligned}
c_{n, k, l}= & \int_{-\infty}^{+\infty} x^{l-1} p_{n}(x)\left[a_{n-k+1} p_{n-k+1}(x)+a_{n-k} p_{n-k-1}(x)\right] w(x) d x \\
= & a_{n-k+1} \int_{-\infty}^{+\infty} x^{l-1} p_{n}(x) p_{n-(k-1)}(x) w(x) d x \\
& +a_{n-k} \int_{-\infty}^{+\infty} x^{l-1} p_{n}(x) p_{n-(k+1)}(x) w(x) d x \\
= & a_{n-k+1} c_{n, k-1, l-1}+a_{n-k} c_{n, k+1, l-1} .
\end{aligned}
$$

So we also have the recurrence relation

$$
\begin{equation*}
c_{n, k, l}=a_{n-k} c_{n, k+1, l-1}+a_{n-k+1} c_{n, k-1, l-1} \tag{2.14}
\end{equation*}
$$

Lemma 2.1. (i) When $k+l$ is odd or $|k|>l$, we have $c_{n, k, l}=0$. (ii) When $k+l$ is even and $|k| \leq l, c_{n, k, l}$ is a sum of (monic) monomials of the form $a_{n-j_{1}} a_{n-j_{2}} \cdots a_{n-j_{l}}$; that is,

$$
\begin{equation*}
c_{n, k, l}=\sum_{j_{1}, j_{2}, \ldots, j_{l}} a_{n-j_{1}} a_{n-j_{2}} \cdots a_{n-j_{l}} \tag{2.15}
\end{equation*}
$$

where $k-l \leq j_{i} \leq k+l-1$ and $1 \leq i \leq l$. (iii) There are $\left(\underset{\frac{1}{2}(k+l)}{l}\right.$ ) nonzero terms in the summation on the right-hand side of (2.15). (iv) The sum of all indices $j_{1}, \ldots, j_{l}$ of nonzero terms in (2.15) is equal to

$$
\begin{equation*}
s_{k, l}=\sum_{j=0}^{l-1} \sum_{s=0}^{j}\binom{j}{s}\left[(k+j-2 s)\binom{l-j}{\frac{1}{2}(k+l)-s}-\binom{l-j-1}{\frac{1}{2}(k+l)-s-1}\right] \tag{2.16}
\end{equation*}
$$

Proof. Statement (i) is given in (2.10) and (2.12). Statement (ii) can be shown by repeated application of $(2.14) l$ times. Note that each time when we apply $(2.14)$, the $k$-index in the first term on the right-hand side goes up by one, whereas the $k$-index in the second term goes down by one. Furthermore, when $|k|>l$, we have $c_{n, k, l}=0$. Statement (iii) is proved by induction. When $l=1$, we have $k= \pm 1$ since $|k| \leq l$ and $k+l$ is even by hypothesis. From (2.14), we have $c_{n, 1,1}=a_{n}$ and $c_{n,-1,1}=a_{n+1}$. Hence, in either case, there is only one term on the right-hand side of (2.15); i.e., statement (iii) holds when $l=1$. Assume that it holds for $l=\tilde{l}-1$. Then $c_{n, k, \tilde{l}-1}$ has $\binom{\tilde{l}-1}{\frac{1}{2}(k+\tilde{l}-1)}$ nonzero terms whenever $k+\tilde{l}-1$ is even. Thus, by (2.14), when $k+\tilde{l}$ is even, $c_{n, k, \tilde{l}}$ has $\binom{\tilde{l}-1}{\frac{1}{2}(k+\tilde{l})}+\binom{\tilde{l}-1}{\frac{1}{2}(k+\tilde{l}-2)}$ nonzero terms. In view of the identity

$$
\begin{equation*}
\binom{N}{M}=\binom{N-1}{M}+\binom{N-1}{M-1}, \tag{2.17}
\end{equation*}
$$

it follows that statement (iii) also holds for $l=\tilde{l}$. To prove statement (iv), we again use induction. By (iii), $s_{1,1}=0$ and $s_{-1,1}=-1$. Direct calculation shows that the right-hand side of (2.16) is also equal to 0 when $l=1$ and $k=1$, and -1 when $l=1$ and $k=-1$, thus establishing (iv) in this case. Next, assume that (2.16) holds for $l=\tilde{l}-1$. Then $k$ must satisfy $-\tilde{l}+1 \leq k \leq \tilde{l}-1$ and $k+\tilde{l}-1$ must be even. Consider the case $l=\tilde{l},-\tilde{l} \leq k \leq \tilde{l}$ and $k+\tilde{l}$ even. From (2.14), one can see that

$$
\begin{equation*}
s_{k, \tilde{l}}=k\binom{\tilde{l}-1}{\frac{1}{2}(k+\tilde{l})}+s_{k+1, \tilde{l}-1}+(k-1)\binom{\tilde{l}-1}{\frac{1}{2}(k+\tilde{l})-1}+s_{k-1, \tilde{l}-1} \tag{2.18}
\end{equation*}
$$

for $-\tilde{l} \leq k \leq \tilde{l}$ and $k+\tilde{l}$ even; here we have assumed that $s_{k, l}=0$ if $|k|>l$. In particular, when $k= \pm \tilde{l}$,

$$
\begin{equation*}
s_{\tilde{l}, \tilde{l}}=\tilde{l}-1+s_{\tilde{l}-1, \tilde{l}-1}, \quad s_{-\tilde{l}, \tilde{l}}=-\tilde{l}+s_{-\tilde{l}+1, \tilde{l}-1} \tag{2.19}
\end{equation*}
$$

From (2.18), we have by the induction hypothesis

$$
s_{k, \tilde{l}}=k\binom{\tilde{l}}{\frac{1}{2}(k+\tilde{l})}-\binom{\tilde{l}-1}{\frac{1}{2}(k+\tilde{l})-1}
$$

$$
\begin{aligned}
(2.20) & +\sum_{j=0}^{\tilde{l}-2} \sum_{s=0}^{j}\binom{j}{s}\left[(k+j-2 s+1)\binom{\tilde{l}-j-1}{\frac{1}{2}(k+\tilde{l})-s}-\binom{\tilde{l}-j-2}{\frac{1}{2}(k+\tilde{l})-s-1}\right] \\
& +\sum_{j=0}^{\tilde{l}-2} \sum_{s=0}^{j}\binom{j}{s}\left[(k+j-2 s-1)\binom{\tilde{l}-j-1}{\frac{1}{2}(k+\tilde{l})-s-1}-\binom{\tilde{l}-j-2}{\frac{1}{2}(k+\tilde{l})-s-2}\right] .
\end{aligned}
$$

After reindexing the last term on the right-hand side of (2.20) and applying (2.17), it can be shown that

$$
\begin{equation*}
s_{k, \tilde{l}}=\sum_{j=0}^{\tilde{l}-1} \sum_{s=0}^{j}\binom{j}{s}\left[(k+j-2 s)\binom{\tilde{l}-j}{\frac{1}{2}(k+\tilde{l})-s}-\binom{\tilde{l}-j-1}{\frac{1}{2}(k+\tilde{l})-s-1}\right] \tag{2.21}
\end{equation*}
$$

which is exactly (2.16). The first two terms on the right-hand side of (2.20) are included in the last sum with $j=0$. When $k= \pm l$, (2.16) reduces

$$
s_{\tilde{l}, \tilde{l}}=\sum_{j=0}^{\tilde{l}-1}(\tilde{l}-1-j) \quad \text { and } \quad s_{-\tilde{l}, \tilde{l}}=\sum_{j=0}^{\tilde{l}-1}(\tilde{l}-j)
$$

which agree with what can be obtained from (2.19) directly, thus proving the case $l=\tilde{l}$. This completes the proof of the lemma.

We now proceed to find the asymptotic behavior of $A_{n}(x)$ and $B_{n}(x)$. Substituting (1.9) into (1.6) and (1.7), we get

$$
A_{n}(x)=2 a_{n} \sum_{k=1}^{m} k v_{k} \sum_{l=0}^{2 k-2} x^{2 k-l-2} c_{n, 0, l}
$$

and

$$
B_{n}(x)=2 a_{n} \sum_{k=1}^{m} k v_{k} \sum_{l=0}^{2 k-2} x^{2 k-l-2} c_{n, 1, l}
$$

In view of (2.10), the last two equations can be written as

$$
\begin{equation*}
A_{n}(x)=2 a_{n} \sum_{k=0}^{m-1}(k+1) v_{k+1} \sum_{l=0}^{k} x^{2 k-2 l} c_{n, 0,2 l} \tag{2.22}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{n}(x)=2 a_{n} \sum_{k=1}^{m-1}(k+1) v_{k+1} \sum_{l=0}^{k-1} x^{2 k-2 l-1} c_{n, 1,2 l+1} \tag{2.23}
\end{equation*}
$$

In [1], Bauldry, Máté, and Nevai proved that for any $N>0$, there exist constants $\eta_{1}, \ldots, \eta_{N}$ such that

$$
\begin{equation*}
a_{n}=\left(L_{m} n\right)^{1 / 2 m}\left[1+\frac{\eta_{1}}{n^{1 / m}}+\frac{\eta_{2}}{n^{2 / m}}+\cdots+\frac{\eta_{N}}{n^{N / m}}+O\left(\frac{1}{n^{(N+1) / m}}\right)\right] \tag{2.24}
\end{equation*}
$$

as $n \rightarrow \infty$, where

$$
\begin{equation*}
L_{m}=\frac{m!(m-1)!}{(2 m)!} \tag{2.25}
\end{equation*}
$$

These coefficients $\eta_{1}, \eta_{2}, \ldots$ will be determined later in section 3 . In the special case $v(x)=x^{2 m}$, Máté, Nevai, and Zaslavsky [5] earlier have given the result

$$
\begin{equation*}
a_{n}=\left(L_{m} n\right)^{1 / 2 m}\left[1+\frac{\eta}{n^{2}}+O\left(\frac{1}{n^{4}}\right)\right] \quad \text { as } n \rightarrow \infty \tag{2.26}
\end{equation*}
$$

where $\eta$ is some constant independent of $n$. Since $\lambda=2 a_{n}$ by (2.4), we also have from (2.24) $\lambda=2\left(L_{m} n\right)^{1 / 2 m}\left[1+O\left(n^{-1 / m}\right)\right]$ or, equivalently,

$$
\begin{equation*}
n=\frac{\lambda^{2 m}}{2^{2 m} L_{m}}\left[1+O\left(\frac{1}{\lambda^{2}}\right)\right] \tag{2.27}
\end{equation*}
$$

Note that $n^{-1 / m}=O\left(\lambda^{-2}\right)$. Taking $N=m$ in (2.24) gives

$$
a_{n-j}=\left[L_{m}(n-j)\right]^{1 / 2 m}\left[1+\frac{\eta_{1}}{(n-j)^{1 / m}}+\cdots+\frac{\eta_{m}}{(n-j)}+O\left(\frac{1}{n^{1+1 / m}}\right)\right]
$$

for any integer $j$. Upon simplification, we get

$$
\begin{equation*}
a_{n-j}=\left(L_{m} n\right)^{1 / 2 m}\left[1-\frac{j}{2 m n}+O\left(\frac{1}{n^{2}}\right)\right]\left[1+\frac{\eta_{1}}{n^{1 / m}}+\cdots+\frac{\eta_{m}}{n}+O\left(\frac{1}{n^{1+1 / m}}\right)\right] \tag{2.28}
\end{equation*}
$$

Comparing (2.28) with (2.24) yields

$$
\begin{equation*}
a_{n-j}=a_{n}\left[1-\frac{j}{2 m n}+O\left(\frac{1}{n^{1+1 / m}}\right)\right] . \tag{2.29}
\end{equation*}
$$

Substituting (2.29) in (2.15), we have

$$
\begin{equation*}
c_{n, k, l}=\binom{l}{\frac{1}{2}(k+l)} a_{n}^{l}\left[1+\frac{\tilde{c}_{k, l}}{2 m n}+O\left(\frac{1}{n^{1+1 / m}}\right)\right], \tag{2.30}
\end{equation*}
$$

where $\tilde{c}_{k, l}=-s_{k, l} /\left(_{\frac{1}{2}(k+l)}^{l}\right), s_{k, l}$ being defined in (2.16). Inserting (2.30) into (2.22) and (2.23), we obtain

$$
\begin{align*}
A_{n}(x)=2 a_{n} \sum_{k=0}^{m-1} & (k+1) v_{k+1}  \tag{2.31}\\
& \cdot \sum_{l=0}^{k} x^{2 k-2 l} a_{n}^{2 l}\binom{2 l}{l}\left[1+\frac{\tilde{c}_{0,2 l}}{2 m n}+O\left(\frac{1}{n^{1+1 / m}}\right)\right]
\end{align*}
$$

and

$$
\begin{align*}
B_{n}(x)=2 a_{n} \sum_{k=1}^{m-1} & (k+1) v_{k+1}  \tag{2.32}\\
& \cdot \sum_{l=0}^{k-1} x^{2 k-2 l-1} a_{n}^{2 l+1}\binom{2 l+1}{l+1}\left[1+\frac{\tilde{c}_{1,2 l+1}}{2 m n}+O\left(\frac{1}{n^{1+1 / m}}\right)\right] .
\end{align*}
$$

Put $x=\lambda w$. Since $2 a_{n}=\lambda$, it follows from (2.27) that

$$
\begin{align*}
A_{n}(\lambda w)=\lambda \sum_{k=0}^{m-1} & (k+1) v_{k+1} \lambda^{2 k}  \tag{2.33}\\
& \cdot \sum_{l=0}^{k} w^{2 k-2 l} 2^{-2 l}\binom{2 l}{l}\left[1+\frac{\tilde{d}_{2 l}}{\lambda^{2 m}}+O\left(\frac{1}{\lambda^{2 m+2}}\right)\right]
\end{align*}
$$

and

$$
\begin{align*}
B_{n}(\lambda w)=\lambda \sum_{k=1}^{m-1} & (k+1) v_{k+1} \lambda^{2 k}  \tag{2.34}\\
& \cdot \sum_{l=0}^{k-1} w^{2 k-2 l-1} 2^{-2 l-1}\binom{2 l+1}{l+1}\left[1+\frac{\tilde{d}_{2 l+1}}{\lambda^{2 m}}+O\left(\frac{1}{\lambda^{2 m+2}}\right)\right]
\end{align*}
$$

where $\tilde{d}_{2 l}=2^{2 m} L_{m} \tilde{c}_{0,2 l} / 2 m$ and $\tilde{d}_{2 l+1}=2^{2 m} L_{m} \tilde{c}_{1,2 l+1} / 2 m$. Note that $A_{n}(\lambda w)$ and $B_{n}(\lambda w)$ are polynomials in $w$ of degree $2 m-2$ and $2 m-3$, respectively. Formulas (2.33) and (2.34) clearly imply that

$$
\begin{align*}
A_{n}(\lambda w) & =\sum_{k=0}^{m-1}(k+1) v_{k+1} \lambda^{2 k+1} \sum_{l=0}^{k} w^{2 k-2 l} 2^{-2 l}\binom{2 l}{l}+O\left(\frac{1}{\lambda}\right)  \tag{2.35}\\
& \sim \lambda^{2 m-1} m v_{m} \sum_{l=0}^{m-1} w^{2 m-2 l-2} 2^{-2 l}\binom{2 l}{l}
\end{align*}
$$

and

$$
\begin{align*}
B_{n}(\lambda w) & =\sum_{k=1}^{m-1}(k+1) v_{k+1} \lambda^{2 k+1} \sum_{l=0}^{k-1} w^{2 k-2 l-1} 2^{-2 l-1}\binom{2 l+1}{l+1}+O\left(\frac{1}{\lambda}\right)  \tag{2.36}\\
& \sim \lambda^{2 m-1} m v_{m} \sum_{l=0}^{m-2} w^{2 m-2 l-3} 2^{-2 l-1}\binom{2 l+1}{l+1} .
\end{align*}
$$

Since $A_{n}(\lambda w)$ and $B_{n}(\lambda w)$ are polynomials in $w$, the last two asymptotic formulas hold uniformly with respect to $w$ in any bounded interval. In fact, from here on, all $O$-symbols will be used to mean that they are uniform with respect to $w$ in any bounded interval, except for cases otherwise indicated.

In (2.31), we now replace $n$ by $n-1$. Coupling the resulting formula with (2.29), we obtain

$$
\begin{align*}
A_{n-1}(x) \frac{a_{n}}{a_{n-1}}=2 a_{n} & \sum_{k=0}^{m-1}(k+1) v_{k+1}  \tag{2.37}\\
& \cdot \sum_{l=0}^{k} w^{2 k-2 l} a_{n}^{2 l}\binom{2 l}{l}\left[1+\frac{\tilde{c}_{0,2 l}-2 l}{2 m n}+O\left(\frac{1}{n^{1+1 / m}}\right)\right] .
\end{align*}
$$

In terms of $\lambda,(2.37)$ can be written as

$$
\begin{aligned}
A_{n-1}(\lambda w) \frac{a_{n}}{a_{n-1}}= & \lambda \sum_{k=0}^{m-1}(k+1) v_{k+1} \lambda^{2 k} \\
& \cdot \sum_{l=0}^{k} w^{2 k-2 l} 2^{-2 l}\binom{2 l}{l}\left[1+\frac{\tilde{d}_{2 l}^{\prime}}{\lambda^{2 m}}+O\left(\frac{1}{\lambda^{2 m+2}}\right)\right]
\end{aligned}
$$

where $\tilde{d}_{2 l}^{\prime}=\tilde{d}_{2 l}-\frac{l}{m} 2^{2 m} L_{m}$. Hence

$$
\begin{equation*}
A_{n-1}(\lambda w) \frac{a_{n}}{a_{n-1}}=\sum_{k=0}^{m-1}(k+1) v_{k+1} \lambda^{2 k+1} \sum_{l=0}^{k} w^{2 k-2 l} 2^{-2 l}\binom{2 l}{l}+O\left(\frac{1}{\lambda}\right) \tag{2.38}
\end{equation*}
$$

A comparison of (2.35) and (2.38) gives

$$
\begin{equation*}
A_{n}(\lambda w)-A_{n-1}(\lambda w) \frac{a_{n}}{a_{n-1}}=O\left(\frac{1}{\lambda}\right) \tag{2.39}
\end{equation*}
$$

In a similar manner, it can be shown that

$$
\begin{equation*}
B_{n}(\lambda w)-B_{n+1}(\lambda w)=O\left(\frac{1}{\lambda}\right) \tag{2.40}
\end{equation*}
$$

By differentiating (2.22) and using (2.30), we have

$$
\begin{aligned}
A_{n}^{\prime}(\lambda w)=\sum_{k=1}^{m-1} & (k+1) v_{k+1} \lambda^{2 k} \\
& \cdot \sum_{l=0}^{k-1} 2(k-l) w^{2 k-2 l-1} 2^{-2 l}\binom{2 l}{l}\left[1+\frac{\tilde{d}_{2 l}}{\lambda^{2 m}}+O\left(\frac{1}{\lambda^{2 m+2}}\right)\right]
\end{aligned}
$$

from which it follows that

$$
\begin{equation*}
A_{n}^{\prime}(\lambda w)=O\left(\lambda^{2 m-2}\right) \tag{2.41}
\end{equation*}
$$

The same analysis yields

$$
\begin{align*}
& B_{n}^{\prime}(\lambda w)=O\left(\lambda^{2 m-2}\right)  \tag{2.42}\\
& A_{n}^{\prime \prime}(\lambda w)=O\left(\lambda^{2 m-3}\right) \tag{2.43}
\end{align*}
$$

and

$$
\begin{equation*}
B_{n}^{\prime}(\lambda w)-B_{n+1}^{\prime}(\lambda w)=O\left(\frac{1}{\lambda^{2}}\right) \tag{2.44}
\end{equation*}
$$

We now return to the function $U(\lambda w, n)$ in (2.8) and write

$$
\begin{equation*}
U(\lambda w, n)=U_{0}(\lambda w, n)+U_{1}(\lambda w, n)+U_{2}(\lambda w, n) \tag{2.45}
\end{equation*}
$$

where

$$
\begin{gather*}
U_{0}(\lambda w, n)=\lambda^{2}\left(w^{2}-1\right) A_{n}^{2}(\lambda w)  \tag{2.46}\\
U_{1}(\lambda w, n)=\lambda^{2} A_{n}(\lambda w)\left[A_{n}(\lambda w)-A_{n-1}(\lambda w) \frac{a_{n}}{a_{n-1}}\right] \\
+\lambda^{2} A_{n}(\lambda w) w\left[B_{n}(\lambda w)-B_{n+1}(\lambda w)\right]-\lambda A_{n}(\lambda w)
\end{gather*}
$$

and
$U_{2}(\lambda w, n)=\frac{\lambda^{2}}{4}\left[B_{n}(\lambda w)-B_{n+1}(\lambda w)\right]^{2}-\frac{\lambda^{2}}{2}\left[B_{n}^{\prime}(\lambda w)-B_{n+1}^{\prime}(\lambda w)\right]$

$$
\begin{equation*}
+\frac{\lambda^{2}}{2} \frac{A_{n}^{\prime}(\lambda w)}{A_{n}(\lambda w)}\left[B_{n}(\lambda w)-B_{n+1}(\lambda w)\right]-\frac{\lambda^{2}}{2} \frac{A_{n}^{\prime \prime}(\lambda w)}{A_{n}(\lambda w)}+\frac{3 \lambda^{2}}{4}\left[\frac{A_{n}^{\prime}(\lambda w)}{A_{n}(\lambda w)}\right]^{2} \tag{2.48}
\end{equation*}
$$

From the asymptotic results in (2.35), (2.39)-(2.41), (2.43), and (2.44), it follows that

$$
\begin{align*}
& U_{0}(\lambda w, n)=O\left(\lambda^{4 m}\right)  \tag{2.49}\\
& U_{1}(\lambda w, n)=O\left(\lambda^{2 m}\right) \tag{2.50}
\end{align*}
$$

and

$$
\begin{equation*}
U_{2}(\lambda w, n)=O(1) \tag{2.51}
\end{equation*}
$$

With these order estimates, the differential equation in (2.6) can be expressed as

$$
\begin{equation*}
\frac{d^{2}}{d w^{2}} W(\lambda, w)=\left[\lambda^{4 m} H_{0}(\lambda, w)+\lambda^{2 m} H_{1}(\lambda, w)+H_{2}(\lambda, w)\right] W(\lambda, w) \tag{2.52}
\end{equation*}
$$

where $H_{0}(\lambda, w)=\lambda^{-4 m} U_{0}(\lambda w, n), H_{1}(\lambda, w)=\lambda^{-2 m} U_{1}(\lambda w, n)$, and $H_{2}(\lambda, w)=$ $U_{2}(\lambda w, n)$. From the definitions of $H_{0}(\lambda, w)$ and $H_{1}(\lambda, w)$, it is clear that they are polynomials in $w$. Since $A_{n}(\lambda w) \neq 0, H_{2}(\lambda, w)$ is a real analytic function of $w$. Note that for each $i=0,1,2$, we have $H_{i}(\lambda, w)=O(1)$. Since

$$
\begin{equation*}
H_{0}(\lambda, w)=\lambda^{-4 m+2}\left(w^{2}-1\right) A_{n}^{2}(\lambda w) \tag{2.53}
\end{equation*}
$$

vanishes only at $w= \pm 1,(2.52)$ has two turning points, one at $w=1$ and the other at $w=-1$. From the recurrence relation (1.10), it can be readily verified by induction that $p_{n}(x)$ satisfies the reflection formula

$$
\begin{equation*}
p_{n}(x)=(-1)^{n} p_{n}(-x) \tag{2.54}
\end{equation*}
$$

Thus we need consider only the turning point $w=+1$.
2.1. Liouville transformation. Following [7, p. 398], we make the Liouville transformation

$$
\begin{equation*}
\zeta\left(\frac{d \zeta}{d w}\right)^{2}=H_{0}(\lambda, w), \quad Z=\left(\frac{d \zeta}{d w}\right)^{1 / 2} W \tag{2.55}
\end{equation*}
$$

Integration of the first equation in (2.55) gives

$$
\zeta(\lambda, w)= \begin{cases}{\left[\frac{3}{2} \frac{1}{\lambda^{2 m-1}} \int_{1}^{w} \sqrt{t^{2}-1} A_{n}(\lambda t) d t\right]^{2 / 3},} & w \geq 1  \tag{2.56}\\ -\left[\frac{3}{2} \frac{1}{\lambda^{2 m-1}} \int_{w}^{1} \sqrt{1-t^{2}} A_{n}(\lambda t) d t\right]^{2 / 3}, & |w| \leq 1\end{cases}
$$

Setting

$$
\begin{equation*}
\hat{H}_{0}(\lambda, w)=\frac{H_{0}(\lambda, w)}{\zeta} \tag{2.57}
\end{equation*}
$$

we have from (2.55)

$$
\begin{equation*}
Z=\hat{H}_{0}^{1 / 4}(\lambda, w) W \tag{2.58}
\end{equation*}
$$

Note that $d \zeta / d w=\hat{H}_{0}^{1 / 2}(\lambda, w)>0$ for $w \neq 1$, and hence that the relation in (2.56) defines a one-to-one correspondence between $w$ and $\zeta$. Since (2.35) holds uniformly for $w$ in bounded intervals, we have

$$
\begin{equation*}
\zeta(\lambda, w) \rightarrow \zeta_{\infty}(w) \tag{2.59}
\end{equation*}
$$

uniformly for bounded $w$, where

$$
\zeta_{\infty}(w)= \begin{cases}{\left[\frac{3}{2} m v_{m} \sum_{l=0}^{m-1} 2^{-2 l}\binom{2 l}{l} \int_{1}^{w} \sqrt{t^{2}-1} t^{2 m-2 l-2} d t\right]^{2 / 3},} & w \geq 1  \tag{2.60}\\ -\left[\frac{3}{2} m v_{m} \sum_{l=0}^{m-1} 2^{-2 l}\binom{2 l}{l} \int_{w}^{1} \sqrt{1-t^{2}} t^{2 m-2 l-2} d t\right]^{2 / 3}, & |w| \leq 1\end{cases}
$$

Put $u=\lambda^{2 m}$. The Liouville transformation (2.55) then takes (2.52) into the form

$$
\begin{equation*}
\frac{d^{2} Z}{d \zeta^{2}}=\left\{u^{2} \zeta+u \phi(\lambda, \zeta)+\psi(\lambda, \zeta)\right\} Z \tag{2.61}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi(\lambda, \zeta)=\frac{H_{1}(\lambda, w)}{\hat{H}_{0}(\lambda, w)}=\frac{H_{1}(\lambda, w)}{H_{0}(\lambda, w)} \zeta \tag{2.62}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi(\lambda, \zeta)=\frac{H_{2}(\lambda, w)}{\hat{H}_{0}(\lambda, w)}-\frac{1}{\hat{H}_{0}(\lambda, w)^{3 / 4}} \frac{d^{2}}{d w^{2}}\left(\frac{1}{\hat{H}_{0}(\lambda, w)^{1 / 4}}\right) . \tag{2.63}
\end{equation*}
$$

The following result is an analogue of Lemma 3.1 in [7, p. 399]. If $f(\lambda, x)$ represents a function of $x$ with a parameter $\lambda$, it will be understood that $f^{(k)}(\lambda, x)$ denotes the $k$ th derivative of $f$ with respect to $x$.

Lemma 2.2. In a given interval $(a, b)$, let $f(\lambda, x)$ be an $n$-times continuously differentiable function of $x$, and let $x_{0} \in(a, b)$. Define

$$
g(\lambda, x)= \begin{cases}\frac{1}{\left(x-x_{0}\right)^{3 / 2}} \int_{x_{0}}^{x}\left(t-x_{0}\right)^{1 / 2} f(\lambda, t) d t, & x \geq x_{0}  \tag{2.64}\\ \frac{1}{\left(x_{0}-x\right)^{3 / 2}} \int_{x}^{x_{0}}\left(x_{0}-t\right)^{1 / 2} f(\lambda, t) d t, & x<x_{0}\end{cases}
$$

Then $g(\lambda, x)$ is n-times continuously differentiable with respect to $x$. Moreover, if $f(\lambda, x)$ and its derivatives $f^{(k)}(\lambda, x)$, respectively, tend to $f_{\infty}(x)$ and its derivatives $f_{\infty}^{(k)}(x)$ uniformly in a closed subinterval of $(a, b)$, then $g(\lambda, x)$ and its derivatives $g^{(k)}(\lambda, x)$ also, respectively, tend to

$$
g_{\infty}(x)= \begin{cases}\frac{1}{\left(x-x_{0}\right)^{3 / 2}} \int_{x_{0}}^{x}\left(t-x_{0}\right)^{1 / 2} f_{\infty}(t) d t, & x \geq x_{0}  \tag{2.65}\\ \frac{1}{\left(x_{0}-x\right)^{3 / 2}} \int_{x}^{x_{0}}\left(x_{0}-t\right)^{1 / 2} f_{\infty}(t) d t, & x<x_{0}\end{cases}
$$

and its derivatives $g_{\infty}^{(k)}(x)$ uniformly in this closed subinterval.
Proof. Since the proof of this result is similar to that of Lemma 3.1 in [7, p. 399], we present here only a brief outline of the argument. Consider $x \in\left[x_{0}, b\right)$. By repeated use of the mean-value theorem and repeated integration by parts, it can be shown that

$$
g^{(k)}(\lambda, x)=\frac{1}{\left(x-x_{0}\right)^{k+3 / 2}} \int_{x_{0}}^{x}\left(t-x_{0}\right)^{k+1 / 2} f^{(k)}(\lambda, t) d t, \quad x>x_{0}
$$

and

$$
g^{(k)}(\lambda, x) \longrightarrow \frac{1}{k+\frac{3}{2}} f^{(k)}\left(\lambda, x_{0}\right) \quad \text { as } x \rightarrow x_{0}
$$

for $k=0,1, \ldots, n$. These two results also hold when $\lambda=\infty$. This establishes the first part of the lemma. If for any $\varepsilon>0$ we have $\left|f^{(k)}(\lambda, x)-f_{\infty}^{(k)}(x)\right|<\varepsilon$ uniformly for $x$ in a closed subinterval of $(a, b)$, then it can be verified that

$$
\left|g^{(k)}(\lambda, x)-g_{\infty}^{(k)}(x)\right|<\frac{\varepsilon}{k+\frac{3}{2}}
$$

also uniformly for $x$ in that subinterval, thus proving the second part of the lemma.

To apply the above result, we replace the variable $x$ by $w$ and take $(a, b)=$ $(-1, \infty), x_{0}=1$, and

$$
\begin{equation*}
f(\lambda, w)=\left[\frac{H_{0}(\lambda, w)}{w-1}\right]^{1 / 2}=\frac{1}{\lambda^{2 m-1}}(w+1)^{1 / 2} A_{n}(\lambda w) \tag{2.66}
\end{equation*}
$$

Let $g(\lambda, w)$ be defined as in (2.64); i.e.,

$$
g(\lambda, w)= \begin{cases}\frac{1}{(v-1)^{3 / 2}} \int_{1}^{w}(v-1)^{1 / 2} f(\lambda, v) d v, & w \geq 1  \tag{2.67}\\ \frac{1}{(1-w)^{3 / 2}} \int_{w}^{1}(1-v)^{1 / 2} f(\lambda, v) d v, & |w| \leq 1\end{cases}
$$

By Lemma 2.2, $g(\lambda, w)$ is $n$-times continuously differentiable in $(-1, \infty)$. Moreover, the limits of $g(\lambda, w)$ and its derivatives $g^{(k)}(\lambda, w)$, as $\lambda \rightarrow \infty$, exist uniformly on $[-1+\varepsilon, M]$ for any $0<\varepsilon \ll 1$ and $1 \ll M<\infty$. Note that $g(\lambda, w)>0$ since $f(\lambda, w)>0$, and that from (2.56) and (2.67) we have

$$
\frac{\zeta(\lambda, w)}{w-1}=\left[\frac{3}{2} g(\lambda, w)\right]^{2 / 3}
$$

Hence, it follows that $\zeta(\lambda, w) /(w-1)$ is nonvanishing, and that $\zeta(\lambda, w)$ is $n$-times continuously differentiable. Furthermore, the limits of the derivatives $\zeta^{(k)}(\lambda, w)$, as $\lambda \rightarrow \infty$, exist uniformly on $[-1+\varepsilon, M]$. In particular,

$$
\zeta^{\prime}(\lambda, 1)=\lim _{w \rightarrow 1} \frac{\zeta(\lambda, w)}{w-1}=\left[\frac{3}{2} g(\lambda, 1)\right]^{2 / 3}=2^{1 / 3}\left[\frac{A_{n}(\lambda)}{\lambda^{2 m-1}}\right]^{2 / 3}>0
$$

for all $\lambda$. When $w \neq 1$, we have already seen that $\zeta^{\prime}(\lambda, w)=\left[\hat{H}_{0}(\lambda, w)\right]^{1 / 2}>0$. Therefore, $\zeta^{\prime}(\lambda, w)$ is a positive and differentiable function in $(-1, \infty)$. By (2.57), $\hat{H}_{0}(\lambda, w)$ is also $n$-times continuously differentiable and has a uniform limit, as $\lambda \rightarrow$ $\infty$, on closed subintervals of $(-1, \infty)$. For sufficiently large $\lambda, \hat{H}_{0}(\lambda, w)$ is strictly positive in $[-1+\varepsilon, M]$. By using the chain rule and the inverse function theorem, it is evident from (2.62) and (2.63) that $\phi(\lambda, \zeta)$ and $\psi(\lambda, \zeta)$ are $n$-times continuously differentiable with respect to $\zeta$. By (2.59), $\zeta(\lambda,-1+\varepsilon) \rightarrow \zeta_{\infty}(-1+\varepsilon)$ and $\zeta(\lambda, M) \rightarrow$ $\zeta_{\infty}(M)$ as $\lambda \rightarrow \infty$, and by (2.60) we have $\zeta_{\infty}(-1+\varepsilon)<0$ and $\zeta_{\infty}(M)>0$. The limits of $\phi(\lambda, \zeta), \psi(\lambda, \zeta)$ and all their derivatives exist uniformly on the closed interval $\left[\zeta_{\infty}(-1+\varepsilon), \zeta_{\infty}(M)\right]$.

Motivated by (2.13) in [2], we define

$$
\Phi(\zeta)=\Phi(\lambda, \zeta)= \begin{cases}\frac{1}{2 \zeta^{1 / 2}} \int_{0}^{\zeta} \frac{\phi(\lambda, v)}{v^{1 / 2}} d v, & \zeta>0  \tag{2.68}\\ \frac{1}{2(-\zeta)^{1 / 2}} \int_{\zeta}^{0} \frac{\phi(\lambda, v)}{(-v)^{1 / 2}} d v, & \zeta<0\end{cases}
$$

As in the proof of Lemma 2.2, it can be shown that $\Phi(\zeta)$ is continuous at $\zeta=0$ and

$$
\Phi(0)=\phi(\lambda, 0)
$$

Integration by parts gives

$$
\Phi^{\prime}(\lambda, \zeta)=\frac{ \pm 1}{2|\zeta|^{3 / 2}} \int_{0}^{\zeta}|v|^{1 / 2} \phi^{\prime}(\lambda, v) d v
$$

where the $\pm$ signs depend on $\zeta>0$ or $\zeta<0$, and by the mean-value theorem, $\Phi^{\prime}(\lambda, \zeta)$ is continuous at $\zeta=0$. From Lemma 2.2, it follows that $\Phi(\lambda, \zeta)$ has $n$-times continuous derivatives and that all its derivatives tend to their limits, as $\lambda \rightarrow \infty$, uniformly on $\left[\zeta_{\infty}(-1+\varepsilon), \zeta_{\infty}(M)\right]$. As a consequence, $\Phi(\zeta)$ and its derivatives $\Phi^{(k)}(\zeta), k=1, \ldots, n$, are uniformly bounded on $\left[\zeta_{\infty}(-1+\varepsilon), \zeta_{\infty}(M)\right]$ for all sufficiently large $\lambda$.
2.2. Asymptotic solutions. In the following, we wish to present two linearly independent asymptotic solutions to (2.61). This result is analogous to Theorem 1 in [2] or Theorem 3.1 in [7, p. 399]. Before stating the theorem, we first recall the modulus function $M(x)$ and the weight function $E(x)$ associated with the Airy functions $\operatorname{Ai}(x)$ and $\operatorname{Bi}(x)$; cf. [7, p. 395]. Let $c$ denote the negative root of the equation

$$
\operatorname{Ai}(x)=\operatorname{Bi}(x)
$$

of smallest absolute value. Define $E(x)=1$ for $-\infty<x \leq c$,

$$
E(x)=\{\operatorname{Bi}(x) / \operatorname{Ai}(x)\}^{1 / 2}, \quad c \leq x<\infty
$$

and

$$
M(x)=\left\{E^{2}(x) \operatorname{Ai}^{2}(x)+E^{-2}(x) \mathrm{Bi}^{2}(x)\right\}^{1 / 2}
$$

where $E^{-1}(x)=1 / E(x)$. The phase function $\theta(x)$ is defined by

$$
E(x) \operatorname{Ai}(x)=M(x) \sin \theta(x), \quad E^{-1}(x) \operatorname{Bi}(x)=M(x) \cos \theta(x)
$$

or, equivalently,

$$
\theta(x)=\tan ^{-1}\left\{E^{2}(x) \operatorname{Ai}(x) / \operatorname{Bi}(x)\right\}
$$

Modulus and phase functions are also needed for the derivatives of the Airy functions, and they are defined by

$$
E(x) \mathrm{Ai}^{\prime}(x)=N(x) \sin \omega(x), \quad E^{-1}(x) \operatorname{Bi}^{\prime}(x)=N(x) \cos \omega(x)
$$

For convenience, we introduce the function (cf. [7, p. 429])

$$
\begin{equation*}
G(\zeta)=G(\lambda, \zeta)=\zeta \Phi^{\prime 2}+2 \Phi \Phi^{\prime}+\frac{\Phi \Phi^{\prime 2}}{u}+\frac{3 \Phi^{\prime \prime 2}-2 \Phi^{\prime} \Phi^{\prime \prime \prime}-2 u \Phi^{\prime \prime \prime}}{4 u^{2}\left(1+\Phi^{\prime} / u\right)^{2}} \tag{2.69}
\end{equation*}
$$

where $\Phi$ is given in (2.68) and $u=\lambda^{2 m}$. The error control function is then defined by

$$
\begin{equation*}
\Psi(\zeta)=\Psi(\lambda, \zeta)=\int_{0}^{\zeta} \frac{\psi(v)-G(v)}{1+\Phi^{\prime}(v) / u}\left\{v+\frac{\Phi(v)}{u}\right\}^{-\frac{1}{2}} d v \tag{2.70}
\end{equation*}
$$

where $\psi(v)=\psi(v, \lambda)$ is given in (2.63); cf. [7, p. 399] and [2, (2.18)]. Clearly the integral in (2.70) is convergent for sufficiently large values of $u$ and, as $\lambda \rightarrow \infty, \Psi(\lambda, \zeta)$ tends to a limiting function $\Psi_{\infty}(\zeta)$ uniformly on the interval $\left[\zeta_{\infty}(-1+\varepsilon), \zeta_{\infty}(M)\right]$ containing the origin $\zeta=0$.

Here and thereafter, we shall often use $f$ or $f(\zeta)$ to represent $f(\lambda, \zeta)$. For instance, both $\Phi$ and $\Phi(\zeta)$ will mean the function $\Phi(\lambda, \zeta)$ defined in (2.68).

THEOREM 2.3. Equation (2.61) has a pair of twice continuously differentiable solutions $Z_{1}(\lambda, \zeta)$ and $Z_{2}(\lambda, \zeta)$, given by

$$
\begin{align*}
& Z_{1}(\lambda, \zeta)=\left(1+\frac{\Phi^{\prime}(\zeta)}{u}\right)^{-\frac{1}{2}}\left\{\operatorname{Ai}\left(u^{2 / 3} \zeta+\frac{\Phi(\zeta)}{u^{1 / 3}}\right)+\varepsilon_{1}(\lambda, \zeta)\right\}  \tag{2.71}\\
& Z_{2}(\lambda, \zeta)=\left(1+\frac{\Phi^{\prime}(\zeta)}{u}\right)^{-\frac{1}{2}}\left\{\operatorname{Bi}\left(u^{2 / 3} \zeta+\frac{\Phi(\zeta)}{u^{1 / 3}}\right)+\varepsilon_{2}(\lambda, \zeta)\right\} \tag{2.72}
\end{align*}
$$

For sufficiently large $\lambda$, the error terms satisfy

$$
\begin{align*}
& \left|\varepsilon_{1}(\lambda, \zeta)\right| / M\left(u^{2 / 3} \zeta+\frac{\Phi(\zeta)}{u^{1 / 3}}\right),\left|\varepsilon_{1}^{\prime}(\lambda, \zeta)\right| /\left(u^{2 / 3}+\frac{\Phi^{\prime}(\zeta)}{u^{1 / 3}}\right) N\left(u^{2 / 3} \zeta+\frac{\Phi(\zeta)}{u^{1 / 3}}\right)  \tag{2.73}\\
& \quad \leq \frac{K \pi}{u} E^{-1}\left(u^{2 / 3} \zeta+\frac{\Phi(\zeta)}{u^{1 / 3}}\right) \mathcal{V}_{\zeta, \zeta_{\infty}(M)}(\Psi(\xi)) \exp \left\{\frac{K_{0}}{u} \mathcal{V}_{\zeta, \zeta_{\infty}(M)}(\Psi(\xi))\right\}
\end{align*}
$$

and

$$
\begin{align*}
\left|\varepsilon_{2}(\lambda, \zeta)\right| & / M\left(u^{2 / 3} \zeta+\frac{\Phi(\zeta)}{u^{1 / 3}}\right),\left|\varepsilon_{2}^{\prime}(\lambda, \zeta)\right| /\left(u^{2 / 3}+\frac{\Phi^{\prime}(\zeta)}{u^{1 / 3}}\right) N\left(u^{2 / 3} \zeta+\frac{\Phi(\zeta)}{u^{1 / 3}}\right) \\
& \leq \frac{K \pi}{u} E\left(u^{2 / 3} \zeta+\frac{\Phi(\zeta)}{u^{1 / 3}}\right) \mathcal{V}_{\zeta_{\infty}(-1+\varepsilon), \zeta}(\Psi(\xi)) \exp \left\{\frac{K_{0}}{u} \mathcal{V}_{\zeta_{\infty}(-1+\varepsilon), \zeta}(\Psi(\xi))\right\} \tag{2.74}
\end{align*}
$$

where $K, K_{0}$ are positive constants, $\mathcal{V}_{a, b}(f)$ denotes the total variation of a function $f(\zeta)$ on an interval $(a, b)$, and $\zeta_{\infty}(w)$ is the function given in (2.59)-(2.60).

Since the argument used in the proof of this theorem is along the same line as that for Theorem 3.1 in [7, p. 399], it will not be included in this paper.

From (2.73), we have

$$
\begin{aligned}
& \varepsilon_{1}(\lambda, \zeta)=E^{-1}\left(u^{2 / 3} \zeta+\frac{\Phi(\zeta)}{u^{1 / 3}}\right) M\left(u^{2 / 3} \zeta+\frac{\Phi(\zeta)}{u^{1 / 3}}\right) O\left(u^{-1}\right) \\
& \varepsilon_{1}^{\prime}(\lambda, \zeta)=E^{-1}\left(u^{2 / 3} \zeta+\frac{\Phi(\zeta)}{u^{1 / 3}}\right) N\left(u^{2 / 3} \zeta+\frac{\Phi(\zeta)}{u^{1 / 3}}\right) O\left(u^{-1 / 3}\right)
\end{aligned}
$$

In view of the asymptotic results [7, pp. 395-396]

$$
\begin{gathered}
E(x) \sim 2^{1 / 2} \exp \left(\frac{2}{3} x^{3 / 2}\right), \quad M(x) \sim \pi^{-1 / 2} x^{-1 / 4} \quad(x \rightarrow+\infty) \\
M(x) \sim \pi^{-1 / 2}(-x)^{-1 / 4} \quad(x \rightarrow-\infty)
\end{gathered}
$$

and

$$
N(x) \sim \pi^{-1 / 2}|x|^{1 / 4} \quad(x \rightarrow \pm \infty)
$$

it follows that

$$
\begin{equation*}
\varepsilon_{1}(\lambda, \zeta)=O\left(u^{-1}\right), \quad \quad \varepsilon_{1}^{\prime}(\lambda, \zeta)=O\left(u^{-1 / 6}\right) \tag{2.75}
\end{equation*}
$$

as $\lambda \rightarrow \infty$, uniformly for $\zeta$ in $\left[\zeta_{\infty}(-1+\varepsilon), \zeta_{\infty}(M)\right]$. Moreover, if $\zeta \in\left[\zeta_{\infty}(-1+\right.$ $\left.\varepsilon), \zeta_{\infty}(1-\varepsilon)\right]$, then

$$
\begin{equation*}
\varepsilon_{1}(\lambda, \zeta)=O\left(u^{-7 / 6}\right), \quad \quad \varepsilon_{1}^{\prime}(\lambda, \zeta)=O\left(u^{-1 / 6}\right) \tag{2.76}
\end{equation*}
$$

(Recall that $\zeta_{\infty}(1-\varepsilon)$ is negative.) If $\zeta \in\left[\zeta_{\infty}(1+\varepsilon), \zeta_{\infty}(M)\right]$, then both $\varepsilon_{1}(\lambda, \zeta)$ and $\varepsilon_{1}^{\prime}(\lambda, \zeta)$ are exponentially small, since $\zeta_{\infty}(1+\varepsilon)$ is positive.
3. Uniform asymptotic formula for $\boldsymbol{p}_{\boldsymbol{n}}(\boldsymbol{x}) e^{-\boldsymbol{v}(\boldsymbol{x}) / 2}$. We first recall the asymptotic formula

$$
\operatorname{Ai}(x) \sim \frac{1}{2 \pi^{1 / 2} x^{1 / 4}} \exp \left(-\frac{2}{3} x^{3 / 2}\right)
$$

and

$$
\operatorname{Bi}(x) \sim \frac{1}{\pi^{1 / 2} x^{1 / 4}} \exp \left(\frac{2}{3} x^{3 / 2}\right)
$$

as $x \rightarrow \infty$. Since the function $Y_{n}(x)$ in (1.11) is exponentially small as $x \rightarrow \infty$, by (2.5) and (2.58) there exists a constant $C(n)$ such that

$$
\begin{equation*}
Y_{n}(x)=C(n) \hat{H}_{0}(\lambda, w)^{-1 / 4} Z_{1}(\lambda, \zeta) \tag{3.1}
\end{equation*}
$$

where $Z_{1}$ is the asymptotic solution given in (2.71). Substituting (1.11), (2.1), and (2.71) into (3.1), we have

$$
\begin{align*}
p_{n}(x) e^{-v(x) / 2}= & C(n) \lambda^{m-\frac{1}{2}}\left(\frac{\zeta}{w^{2}-1}\right)^{1 / 4}\left(1+\frac{\Phi^{\prime}(\zeta)}{u}\right)^{-1 / 2}  \tag{3.2}\\
& \cdot\left\{\operatorname{Ai}(X(\zeta))+\varepsilon_{1}(\lambda, \zeta)\right\}
\end{align*}
$$

where $X(\zeta)$ is defined by

$$
\begin{equation*}
X(\zeta)=u^{2 / 3} \zeta+\frac{\Phi(\lambda, \zeta)}{u^{1 / 3}} \tag{3.3}
\end{equation*}
$$

Next we need to find a formula for $C(n)$ as $n \rightarrow \infty$. Put $x=0$ and, equivalently, $w=0$. Then (3.2) gives

$$
\begin{align*}
p_{n}(0) e^{-v_{0} / 2}= & C(n) \lambda^{m-\frac{1}{2}}(-\zeta(\lambda, 0))^{1 / 4}\left(1+\frac{\Phi^{\prime}(\lambda, \zeta(\lambda, 0))}{u}\right)^{-1 / 2}  \tag{3.4}\\
& \cdot\left\{\operatorname{Ai}[X(\zeta(\lambda, 0))]+\varepsilon_{1}(\lambda, \zeta(\lambda, 0))\right\}
\end{align*}
$$

First we consider the left-hand side of (3.4). From the recurrence relation (1.10), we have

$$
p_{n}(0)= \begin{cases}0, & n=2 k+1,  \tag{3.5}\\ (-1)^{k} \gamma_{0} \frac{a_{1} a_{3} \cdots a_{2 k-1}}{a_{2} a_{4} \cdots a_{2 k}}, & n=2 k\end{cases}
$$

From (2.29), we also have

$$
\begin{aligned}
a_{n-1} & =a_{n}\left[1-\frac{1}{2 m n}+O\left(\frac{1}{n^{1+1 / m}}\right)\right] \\
& =a_{n}\left(1-\frac{1}{2 m n}\right)\left[1+O\left(\frac{1}{n^{1+1 / m}}\right)\right] .
\end{aligned}
$$

The last equation gives

$$
\frac{a_{2 k-1}}{a_{2 k}}=\left(1-\frac{1}{4 m k}\right)\left[1+O\left(\frac{1}{k^{1+1 / m}}\right)\right]
$$

Simple calculation shows

$$
\begin{equation*}
\prod_{k=1}^{n}\left(1-\frac{1}{4 m k}\right)=\frac{\Gamma\left(n+1-\frac{1}{4 m}\right)}{\Gamma(n+1) \Gamma\left(1-\frac{1}{4 m}\right)}=n^{-1 / 4 m}\left[1+O\left(n^{-1}\right)\right] / \Gamma\left(1-\frac{1}{4 m}\right) \tag{3.6}
\end{equation*}
$$

Here use has been made of an asymptotic formula on the ratio of two gamma functions [7, p. 118]. It is easily seen that the infinite product $\prod_{k=1}^{\infty}\left[1+O\left(\frac{1}{k^{1+1 / m}}\right)\right]$ converges, say, to a finite value $\tilde{A}_{1}$. Then it is readily verifiable that

$$
\begin{equation*}
\prod_{k=1}^{n}\left[1+O\left(\frac{1}{k^{1+1 / m}}\right)\right]=\tilde{A}_{1}\left[1+O\left(\frac{1}{n^{1 / m}}\right)\right] . \tag{3.7}
\end{equation*}
$$

Hence, when $n$ is even, we obtain from (3.5)

$$
p_{n}(0)=(-1)^{n / 2} \gamma_{0} \prod_{k=1}^{n / 2}\left(1-\frac{1}{4 m k}\right) \prod_{k=1}^{n / 2}\left[1+O\left(\frac{1}{k^{1+1 / m}}\right)\right]
$$

By (3.6) and (3.7), we get

$$
\begin{equation*}
p_{n}(0)=(-1)^{n / 2} \tilde{A}_{2} n^{-1 / 4 m}\left[1+O\left(n^{-1 / m}\right)\right], \tag{3.8}
\end{equation*}
$$

where $\tilde{A}_{2}=2^{1 / 4 m} \gamma_{0} \tilde{A}_{1} / \Gamma\left(1-\frac{1}{4 m}\right)$.
Next we consider the right-hand side of (3.4). To simplify the notations, we put $\zeta_{0}=\zeta(\lambda, 0)$ and $X_{0}=X(\zeta(\lambda, 0))$. Note that when $\zeta \in\left[\zeta_{\infty}(-1+\varepsilon), \zeta_{\infty}(1-\varepsilon)\right] \subset$ $(-\infty, 0)$, or equivalently, $w \in[-1+\varepsilon, 1-\varepsilon]$, we have $X(\zeta)=u^{2 / 3} \zeta+\Phi(\zeta) / u^{1 / 3} \rightarrow-\infty$ uniformly; thus, $X\left(\zeta_{0}\right) \rightarrow-\infty$. Recall the asymptotic formula [7, p. 392]

$$
\begin{align*}
\operatorname{Ai}(-x)=\frac{1}{\pi^{1 / 2} x^{1 / 4}} & \left\{\cos \left(\frac{2}{3} x^{3 / 2}-\frac{\pi}{4}\right)\left[1+O\left(x^{-3}\right)\right]\right. \\
& \left.+\sin \left(\frac{2}{3} x^{3 / 2}-\frac{\pi}{4}\right)\left[\frac{5}{48} x^{-3 / 2}+O\left(x^{-9 / 2}\right)\right]\right\} \tag{3.9}
\end{align*}
$$

as $x \rightarrow+\infty$. When $\zeta$ is bounded away from $0, X(\zeta)=O\left(u^{2 / 3}\right)$ and we thus have

$$
\begin{equation*}
\operatorname{Ai}(X(\zeta))=\frac{1}{\pi^{1 / 2}[-X(\zeta)]^{1 / 4}}\left\{\cos \left(\frac{2}{3}[-X(\zeta)]^{3 / 2}-\frac{\pi}{4}\right)+O\left(u^{-1}\right)\right\} \tag{3.10}
\end{equation*}
$$

uniformly for $\zeta \in\left[\zeta_{\infty}(-1+\varepsilon), \zeta_{\infty}(1-\varepsilon)\right]$. In particular,

$$
\begin{equation*}
\operatorname{Ai}\left(X\left(\zeta_{0}\right)\right)=\frac{1}{\pi^{1 / 2}\left[-X\left(\zeta_{0}\right)\right]^{1 / 4}}\left\{\cos \left(\frac{2}{3}\left[-X\left(\zeta_{0}\right)\right]^{3 / 2}-\frac{\pi}{4}\right)+O\left(u^{-1}\right)\right\} . \tag{3.11}
\end{equation*}
$$

To proceed further, we need to derive an asymptotic formula for $\frac{2}{3}\left[-X\left(\zeta_{0}\right)\right]^{3 / 2}-\frac{\pi}{4}$, which is given in (3.25) below.

Recall from (2.56) that we have

$$
\zeta(\lambda, w)=-\left[\frac{3}{2} \frac{1}{\lambda^{2 m-1}} \int_{w}^{1} \sqrt{1-t^{2}} A_{n}(\lambda t) d t\right]^{2 / 3}
$$

when $|w|<1$. Let

$$
\begin{equation*}
I(\lambda, w)=\frac{1}{\lambda^{2 m-1}} \int_{w}^{1} \sqrt{1-t^{2}} A_{n}(\lambda t) d t=\frac{2}{3}[-\zeta(\lambda, w)]^{3 / 2} \tag{3.12}
\end{equation*}
$$

Inserting (2.33) in (3.12) yields

$$
\begin{align*}
I(\lambda, w)=\frac{1}{\lambda^{2 m-2}} & \sum_{k=0}^{m-1}(k+1) v_{k+1} \lambda^{2 k} \\
& \cdot \sum_{l=0}^{k}\left\{2^{-2 l}\binom{2 l}{l} \int_{w}^{1} \sqrt{1-t^{2}} t^{2 k-2 l} d t\left[1+\frac{\tilde{d}_{2 l}}{\lambda^{2 m}}+O\left(\frac{1}{\lambda^{2 m+2}}\right)\right]\right\} \tag{3.13}
\end{align*}
$$

Note that when $w=0$, the integral in (3.13) is a beta function and we have

$$
\begin{aligned}
\int_{0}^{1} \sqrt{1-t^{2}} t^{2 k-2 l} d t & =\frac{1}{2} B\left(k-l+\frac{1}{2}, \frac{3}{2}\right) \\
& =\frac{\Gamma\left(k-l+\frac{1}{2}\right) \Gamma\left(\frac{3}{2}\right)}{2 \Gamma(k-l+2)} \\
& =\frac{\pi}{2} \frac{1}{2^{2 k-2 l+1}(k-l+1)}\binom{2 k-2 l}{k-l}
\end{aligned}
$$

Substituting this into (3.13), and then reindexing, we get

$$
\begin{align*}
I(\lambda, 0)= & \frac{\pi}{2} \frac{1}{\lambda^{2 m}} \sum_{k=0}^{m-1}(k+1) v_{k+1} \frac{\lambda^{2 k+2}}{2^{2 k+1}} \sum_{l=0}^{k} \frac{1}{l+1}\binom{2 k-2 l}{k-l}\binom{2 l}{l} \\
& +\frac{\pi}{2} \frac{1}{\lambda^{4 m}} \sum_{k=0}^{m-1}(k+1) v_{k+1} \frac{\lambda^{2 k+2}}{2^{2 k+1}} \sum_{l=0}^{k} \frac{\tilde{d}_{2 l}}{l+1}\binom{2 k-2 l}{k-l}\binom{2 l}{l}+O\left(\frac{1}{\lambda^{2 m+2}}\right) . \tag{3.14}
\end{align*}
$$

For convenience, we put

$$
D_{2 k}=\sum_{l=0}^{k} \frac{\tilde{d}_{2 l}}{l+1}\binom{2 l}{l}\binom{2 k-2 l}{k-l}
$$

Using the combinatorial identity

$$
\sum_{l=0}^{k} \frac{1}{l+1}\binom{2 l}{l}\binom{2 k-2 l}{k-l}=\binom{2 k+1}{k+1}
$$

which can be proved by induction, (3.14) can be simplified to

$$
\begin{align*}
I(\lambda, 0)= & \frac{\pi}{2} \frac{1}{\lambda^{2 m}} \sum_{k=0}^{m-1}(k+1) v_{k+1} \lambda^{2 k+2} 2^{-(2 k+1)}\binom{2 k+1}{k+1}  \tag{3.15}\\
& +\frac{\pi}{2} \frac{1}{\lambda^{2 m}} m v_{m} 2^{-(2 m-1)} D_{2 m-2}+O\left(\frac{1}{\lambda^{2 m+2}}\right)
\end{align*}
$$

When $\zeta \in\left[\zeta_{\infty}(-1+\varepsilon), \zeta_{\infty}(1-\varepsilon)\right], \Phi(\lambda, \zeta)$ is bounded for large $\lambda$. Hence it follows from (3.3) that

$$
\begin{align*}
\frac{2}{3}[-X(\zeta)]^{3 / 2} & =\frac{2}{3} u(-\zeta)^{3 / 2}\left[1+\frac{3}{2} \frac{\Phi(\lambda, \zeta)}{\zeta u}+O\left(u^{-2}\right)\right]  \tag{3.16}\\
& =\lambda^{2 m} I(\lambda, w)-(-\zeta)^{1 / 2} \Phi(\lambda, \zeta)+O\left(\lambda^{-2 m}\right)
\end{align*}
$$

When $w=0, \zeta=\zeta_{0} \neq 0$ and (3.16) becomes

$$
\begin{equation*}
\frac{2}{3}\left[-X\left(\zeta_{0}\right)\right]^{3 / 2}-\frac{\pi}{4}=\lambda^{2 m} I(\lambda, 0)-\left(-\zeta_{0}\right)^{1 / 2} \Phi\left(\lambda, \zeta_{0}\right)-\frac{\pi}{4}+O\left(\lambda^{-2 m}\right) \tag{3.17}
\end{equation*}
$$

Observe that the limit of the second term on the right-hand side of (3.17) exists as $\lambda \rightarrow \infty$. Inserting (3.15) in (3.17) gives

$$
\begin{align*}
\frac{2}{3}\left[-X\left(\zeta_{0}\right)\right]^{3 / 2}-\frac{\pi}{4}= & \frac{\pi}{2} \sum_{k=0}^{m-1}(k+1) v_{k+1} \lambda^{2 k+2} 2^{-(2 k+1)}\binom{2 k+1}{k+1} \\
& \frac{\pi}{2} m v_{m} 2^{-(2 m-1)} D_{2 m-2}-\left(-\zeta_{0}\right)^{1 / 2} \Phi\left(\lambda, \zeta_{0}\right)-\frac{\pi}{4}+O\left(\lambda^{-2}\right) \tag{3.18}
\end{align*}
$$

On the other hand, using integration by parts and orthogonality, we have

$$
\begin{align*}
& \int_{-\infty}^{\infty} v^{\prime}(x) p_{n}(x) p_{n-1}(x) e^{-v(x)} d x \\
& =\int_{-\infty}^{\infty}\left[p_{n}^{\prime}(x) p_{n-1}(x)+p_{n}(x) p_{n-1}^{\prime}(x)\right] e^{-v(x)} d x  \tag{3.19}\\
& =n \frac{\gamma_{n}}{\gamma_{n-1}} \int_{-\infty}^{\infty} p_{n-1}^{2}(x) e^{-v(x)} d x=\frac{n}{a_{n}}
\end{align*}
$$

Substituting $v^{\prime}(x)=2 \sum_{k=1}^{m} k v_{k} x^{2 k-1}$ into (3.19) and applying (2.9), we also have

$$
\begin{align*}
& \int_{-\infty}^{\infty} v^{\prime}(x) p_{n}(x) p_{n-1}(x) e^{-v(x)} d x \\
& =2 \sum_{k=1}^{m} k v_{k} c_{n, 1,2 k-1}=2 \sum_{k=0}^{m-1}(k+1) v_{k+1} c_{n, 1,2 k+1} \tag{3.20}
\end{align*}
$$

Coupling (3.19) and (3.20) gives

$$
\begin{equation*}
n=2 a_{n} \sum_{k=0}^{m-1}(k+1) v_{k+1} c_{n, 1,2 k+1} \tag{3.21}
\end{equation*}
$$

see $[2,(1.2)]$. Inserting (2.30) in (3.21), and noting that $2 a_{n}=\lambda$, we have

$$
n=\lambda \sum_{k=0}^{m-1}(k+1) v_{k+1}\binom{2 k+1}{k+1} 2^{-(2 k+1)} \lambda^{2 k+1}\left[1+\frac{\tilde{c}_{1,2 k+1}}{2 m n}+O\left(\frac{1}{n^{1+1 / m}}\right)\right]
$$

By (2.27) and the relationship between $\tilde{c}_{1,2 k+1}$ and $\tilde{d}_{2 k+1}$ given in the statement
following (2.34), we obtain

$$
\begin{align*}
n= & \sum_{k=0}^{m-1}(k+1) v_{k+1} \lambda^{2 k+2} 2^{-(2 k+1)}\binom{2 k+1}{k+1}\left[1+\frac{\tilde{d}_{2 k+1}}{\lambda^{2 m}}+O\left(\frac{1}{\lambda^{2 m+2}}\right)\right] \\
= & \sum_{k=0}^{m-1}(k+1) v_{k+1} \lambda^{2 k+2} 2^{-(2 k+1)}\binom{2 k+1}{k+1}  \tag{3.22}\\
& +m v_{m} 2^{-(2 m-1)}\binom{2 m-1}{m} \tilde{d}_{2 m-1}+O\left(\lambda^{-2}\right) .
\end{align*}
$$

Recall from (2.25) that $L_{m}=\frac{m!(m-1)!}{(2 m)!}$, and hence $L_{k}^{-1}=2 k\binom{2 k-1}{k}$. Thus on one hand we have

$$
\begin{align*}
n= & \sum_{k=1}^{m} v_{k} \lambda^{2 k} 2^{-2 k} L_{k}^{-1}+2^{-2 m} L_{m}^{-1} \tilde{d}_{2 m-1}+O\left(\lambda^{-2}\right) \\
= & 2^{-2 m} L_{m}^{-1} u\left[1+v_{m-1} \frac{L_{m}}{L_{m-1}} 2^{-2(m-1)} \frac{1}{u^{1 / m}}+v_{m-2} \frac{L_{m}}{L_{m-2}} 2^{-2(m-2)} \frac{1}{u^{2 / m}}\right.  \tag{3.23}\\
& \left.\quad+\cdots+v_{1} \frac{L_{m}}{L_{1}} 2^{-2} \frac{1}{u^{1-1 / m}}+\frac{\tilde{d}_{2 m-1}}{u}+O\left(\frac{1}{u^{1+1 / m}}\right)\right]
\end{align*}
$$

and on the other hand we have by (2.24)

$$
\begin{equation*}
u=2^{2 m} L_{m} n\left[1+\frac{\tau_{1}}{n^{1 / m}}+\frac{\tau_{2}}{n^{2 / m}}+\cdots+\frac{\tau_{m}}{n}+O\left(\frac{1}{n^{1+1 / m}}\right)\right] \tag{3.24}
\end{equation*}
$$

since $2 a_{n}=\lambda$ and $\lambda^{2 m}=u$. Inserting (3.24) in (3.23) and comparing the coefficients of $n^{-k / m}$ for $k=0, \ldots, m$, we can determine the coefficients $\tau_{1}, \tau_{2}, \ldots, \tau_{m}$. The first two are given by

$$
\begin{aligned}
\tau_{1} & =-2^{-2 m} \frac{L_{m}}{L_{m-1}} L_{m}^{-1 / m} v_{m-1} \\
\tau_{2} & =-2^{-2 m} \frac{L_{m}}{L_{m-2}} L_{m}^{-2 / m} v_{m-2}+\left(1-\frac{1}{m}\right) \tau_{1}^{2}
\end{aligned}
$$

Since $a_{n}=u^{1 / 2 m} / 2$, we can also determine the coefficients $\eta_{1}, \eta_{2}, \ldots, \eta_{m}$ in (2.24). For instance, we have

$$
\begin{aligned}
& \eta_{1}=-\frac{2^{-2 m}}{2 m} \frac{L_{m}}{L_{m-1}} L_{m}^{-1 / m} v_{m-1} \\
& \eta_{2}=-\frac{2^{-2 m}}{2 m} \frac{L_{m}}{L_{m-2}} L_{m}^{-2 / m} v_{m-2}+\left(m-\frac{3}{2}\right) \eta_{1}^{2}
\end{aligned}
$$

Comparing (3.22) with (3.18) gives

$$
\begin{equation*}
\frac{2}{3}\left[-X\left(\zeta_{0}\right)\right]^{3 / 2}-\frac{\pi}{4}=\frac{\pi}{2} n+\beta(\lambda) \tag{3.25}
\end{equation*}
$$

where

$$
\begin{align*}
\beta(\lambda)= & \frac{\pi}{2} m v_{m} 2^{-(2 m-1)}\left[D_{2 m-2}-\binom{2 m-1}{m} \tilde{d}_{2 m-1}\right]  \tag{3.26}\\
& -\left(-\zeta_{0}\right)^{1 / 2} \Phi\left(\lambda, \zeta_{0}\right)-\frac{\pi}{4}+O\left(\lambda^{-2}\right)
\end{align*}
$$

Since $\zeta_{0}=\zeta(\lambda, 0)$ and $\Phi\left(\lambda, \zeta_{0}\right)$ have limits as $\lambda \rightarrow \infty$, so does $\beta(\lambda)$ as $\lambda \rightarrow \infty$.
Substituting (3.3) and (3.25) in (3.10), we get
(3.27) $\operatorname{Ai}\left(X\left(\zeta_{0}\right)\right)=\pi^{-1 / 2} u^{-1 / 6}\left(-\zeta_{0}\right)^{-1 / 4}\left[1+O\left(u^{-1}\right)\right]\left\{\cos \left(\frac{\pi}{2} n+\beta(\lambda)\right)+O\left(u^{-1}\right)\right\}$,
which can be simplified to

$$
\begin{equation*}
\operatorname{Ai}\left(X\left(\zeta_{0}\right)\right)=\pi^{-1 / 2} u^{-1 / 6}\left(-\zeta_{0}\right)^{-1 / 4}\left\{\cos \left(\frac{\pi}{2} n+\beta(\lambda)\right)+O\left(u^{-1}\right)\right\} \tag{3.28}
\end{equation*}
$$

We need both of these results in our later discussions. Inserting (3.28) in (3.4) and noting that $\varepsilon_{1}\left(\lambda, \zeta_{0}\right)=O\left(u^{-7 / 6}\right)$ and $u=\lambda^{2 m}$, we have

$$
\begin{align*}
p_{n}(0) e^{-v_{0} / 2}= & C(n) \pi^{-1 / 2} u^{1 / 3-1 / 4 m} \\
& \cdot\left\{\cos \left(\frac{\pi}{2} n\right) \cos \beta(\lambda)-\sin \left(\frac{\pi}{2} n\right) \sin \beta(\lambda)+O\left(u^{-1}\right)\right\} \tag{3.29}
\end{align*}
$$

Now we differentiate both sides of (3.2) and then set $x=0$ and, correspondingly, $w=0$. This leads to

$$
\begin{align*}
& p_{n}^{\prime}(0) \quad e^{-v_{0} / 2}= \\
& \\
& C(n) \lambda^{m-3 / 2}\left\{\frac{1}{4}\left(-\zeta_{0}\right)^{-3 / 4}\left(-\zeta_{0}^{\prime}\right)\left(1+\frac{\Phi^{\prime}\left(\zeta_{0}\right)}{u}\right)^{-1 / 2}\left[\operatorname{Ai}\left(X\left(\zeta_{0}\right)\right)+\varepsilon_{1}\left(\lambda, \zeta_{0}\right)\right]\right.  \tag{3.30}\\
& \quad-\frac{1}{2}\left(-\zeta_{0}\right)^{1 / 4}\left(1+\frac{\Phi^{\prime}\left(\zeta_{0}\right)}{u}\right)^{-3 / 2} \frac{\Phi^{\prime \prime}\left(\zeta_{0}\right)}{u} \zeta_{0}^{\prime}\left[\operatorname{Ai}\left(X\left(\zeta_{0}\right)\right)+\varepsilon_{1}\left(\lambda, \zeta_{0}\right)\right] \\
& \left.+\left(-\zeta_{0}\right)^{1 / 4}\left(1+\frac{\Phi^{\prime}\left(\zeta_{0}\right)}{u}\right)^{-1 / 2} \zeta_{0}^{\prime}\left[\operatorname{Ai}^{\prime}\left(X\left(\zeta_{0}\right)\right) X^{\prime}\left(\zeta_{0}\right)+\varepsilon_{1}^{\prime}\left(\lambda, \zeta_{0}\right)\right]\right\}
\end{align*}
$$

By using the differential recurrence relation (1.5) and the fact that $B_{n}(x)$ is an odd function, we obtain

$$
\begin{equation*}
p_{n}^{\prime}(0)=A_{n}(0) p_{n-1}(0) \tag{3.31}
\end{equation*}
$$

From (2.55) and (2.53), we also have

$$
\begin{equation*}
\zeta_{0}^{\prime}=\hat{H}_{0}(\lambda, 0)^{1 / 2}=\left(-\zeta_{0}\right)^{-1 / 2} \frac{A_{n}(0)}{\lambda^{2 m-1}} \tag{3.32}
\end{equation*}
$$

Recall again that $u=\lambda^{2 m}$. Hence, inserting (3.31) and (3.32) in (3.30) yields

$$
\begin{align*}
p_{n-1}(0) e^{-v_{0} / 2} & =C(n) \lambda^{m-1 / 2}\left\{-\frac{1}{4 u}\left(-\zeta_{0}\right)^{-5 / 4}\left(1+\frac{\Phi^{\prime}\left(\zeta_{0}\right)}{u}\right)^{-1 / 2}\left[\operatorname{Ai}\left(X\left(\zeta_{0}\right)\right)+\varepsilon_{1}\left(\lambda, \zeta_{0}\right)\right]\right.  \tag{3.33}\\
& -\frac{1}{2}\left(-\zeta_{0}\right)^{-1 / 4}\left(1+\frac{\Phi^{\prime}\left(\zeta_{0}\right)}{u}\right)^{-3 / 2} \frac{\Phi^{\prime \prime}\left(\zeta_{0}\right)}{u^{2}}\left[\operatorname{Ai}\left(X\left(\zeta_{0}\right)\right)+\varepsilon_{1}\left(\lambda, \zeta_{0}\right)\right] \\
& \left.+\frac{1}{u}\left(-\zeta_{0}\right)^{-1 / 4}\left(1+\frac{\Phi^{\prime}\left(\zeta_{0}\right)}{u}\right)^{-1 / 2}\left[\operatorname{Ai}^{\prime}\left(X\left(\zeta_{0}\right)\right) X^{\prime}\left(\zeta_{0}\right)+\varepsilon_{1}^{\prime}\left(\lambda, \zeta_{0}\right)\right]\right\}
\end{align*}
$$

The first term inside the curly brackets in (3.33) is of order $O\left(u^{-7 / 6}\right)$ since $\operatorname{Ai}\left(X\left(\zeta_{0}\right)\right)=$ $O\left(u^{-1 / 6}\right)$ (cf. (3.28)), and the second term inside the brackets is of order $O\left(u^{-13 / 6}\right)$. Since $X^{\prime}\left(\zeta_{0}\right)=u^{2 / 3}\left(1+\Phi^{\prime}\left(\zeta_{0}\right) / u\right)$ by (3.3) and $\varepsilon_{1}^{\prime}(\lambda, \zeta)=O\left(u^{-1 / 6}\right)$ by (2.76), the third term is equal to

$$
\left(-\zeta_{0}\right)^{-1 / 4} u^{-1 / 3}\left(1+\frac{\Phi^{\prime}\left(\zeta_{0}\right)}{u}\right)^{1 / 2} \operatorname{Ai}^{\prime}\left(X\left(\zeta_{0}\right)\right)+O\left(u^{-7 / 6}\right)
$$

Hence it follows from (3.33) that

$$
p_{n-1}(0) e^{-v_{0} / 2}=C(n) \lambda^{m-1 / 2}
$$

$$
\begin{equation*}
\left\{\left(-\zeta_{0}\right)^{-1 / 4} u^{-1 / 3}\left(1+\frac{\Phi^{\prime}\left(\zeta_{0}\right)}{u}\right)^{1 / 2} \operatorname{Ai}^{\prime}\left(X\left(\zeta_{0}\right)\right)+O\left(u^{-7 / 6}\right)\right\} \tag{3.34}
\end{equation*}
$$

Using the asymptotic formula [7, p. 392]

$$
\mathrm{Ai}^{\prime}(-x)=\frac{x^{1 / 4}}{\pi^{1 / 2}}\left\{\sin \left(\frac{2}{3} x^{3 / 2}-\frac{\pi}{4}\right)+O\left(x^{-3 / 2}\right)\right\}, \quad x \rightarrow \infty
$$

we have from (3.3) and (3.25)

$$
\begin{equation*}
\operatorname{Ai}^{\prime}\left(X\left(\zeta_{0}\right)\right)=\pi^{-1 / 2}\left(-\zeta_{0}\right)^{1 / 4} u^{1 / 6}\left\{\sin \left(\frac{\pi}{2} n+\beta(\lambda)\right)+O\left(u^{-1}\right)\right\} \tag{3.35}
\end{equation*}
$$

cf. (3.28). Coupling (3.34) and (3.35) yields

$$
\begin{align*}
p_{n-1}(0) e^{-v_{0} / 2}= & C(n) \pi^{-1 / 2} u^{1 / 3-1 / 4 m} \\
& \cdot\left\{\sin \left(\frac{\pi}{2} n\right) \cos \beta(\lambda)+\cos \left(\frac{\pi}{2} n\right) \sin \beta(\lambda)+O\left(u^{-1}\right)\right\} \tag{3.36}
\end{align*}
$$

When $n$ is even, we have $p_{n-1}(0)=0, \sin \left(\frac{\pi}{2} n\right)=0$, and $\cos \left(\frac{\pi}{2} n\right)=(-1)^{n / 2}$. Thus, from (3.36), we obtain $\sin \beta(\lambda)=O\left(u^{-1}\right)$, from which it follows that $\cos \beta(\lambda)=$ $\delta\left[1+O\left(u^{-2}\right)\right]$, where $\delta=1$ or -1 . When $n$ is odd, we obtain $p_{n}(0)=0, \cos \left(\frac{\pi}{2} n\right)=0$, and $\sin \left(\frac{\pi}{2} n\right)=(-1)^{(n-1) / 2}$. From (3.29), we again obtain $\sin \beta(\lambda)=O\left(u^{-1}\right)$ and $\cos \beta(\lambda)=\delta\left[1+O\left(u^{-2}\right)\right]$. Since $\beta(\lambda)$ has a limit as $\lambda \rightarrow \infty$, we always have

$$
\begin{equation*}
\cos \beta(\lambda)=\delta\left[1+O\left(u^{-2}\right)\right] \quad \text { as } \quad \lambda \rightarrow \infty \tag{3.37}
\end{equation*}
$$

regardless of whether $n$ is even or odd. Inserting (3.8) and (3.37) in (3.29) when $n$ is even and in (3.36) when $n$ is odd, we obtain

$$
\tilde{A}_{2} n^{-1 / 4 m} e^{-v_{0} / 2}\left[1+O\left(n^{-1 / m}\right)\right]=C(n) \pi^{-1 / 2} \delta u^{1 / 3-1 / 4 m}\left[1+O\left(u^{-1}\right)\right]
$$

which in turn gives

$$
\begin{equation*}
C(n)=A n^{-1 / 4 m} u^{1 / 4 m-1 / 3}\left[1+O\left(u^{-1 / m}\right)\right] \tag{3.38}
\end{equation*}
$$

where $A=\tilde{A}_{2} \delta^{-1} \pi^{1 / 2} e^{-v_{0} / 2}$. Substituting (3.38) into (3.2) gives

$$
\begin{equation*}
p_{n}(x) e^{-v(x) / 2}=A n^{-1 / 4 m} u^{1 / 6}\left(\frac{\zeta}{w^{2}-1}\right)^{1 / 4}\left\{\operatorname{Ai}(X(\zeta))+\varepsilon_{1}(\lambda, \zeta)\right\}\left[1+O\left(u^{-1 / m}\right)\right] \tag{3.39}
\end{equation*}
$$

This formula holds uniformly for $w \in[-1+\varepsilon, M]$.
Our next task is to determine the constant $A$. To this end, we restrict $w$ to the interval $[-1+\varepsilon, 1-\varepsilon]$. By inserting (3.10), (2.76), and (3.3) in (3.39), we have

$$
\begin{align*}
p_{n}(x) e^{-v(x) / 2}= & A \pi^{-1 / 2} n^{-1 / 4 m}\left(1-w^{2}\right)^{-1 / 4} \\
& \cdot\left\{\cos \left(\frac{2}{3}[-X(\zeta)]^{3 / 2}-\frac{\pi}{4}\right)+O\left(u^{-1}\right)\right\}\left[1+O\left(u^{-1 / m}\right)\right] \tag{3.40}
\end{align*}
$$

uniformly for $w \in[-1+\varepsilon, 1-\varepsilon]$, which can be simplified to

$$
\begin{align*}
p_{n}(x) e^{-v(x) / 2}= & A \pi^{-1 / 2} n^{-1 / 4 m}\left(1-w^{2}\right)^{-1 / 4} \\
& \cdot\left\{\cos \left(\frac{2}{3}[-X(\zeta)]^{3 / 2}-\frac{\pi}{4}\right)+O\left(u^{-1 / m}\right)\right\} \tag{3.41}
\end{align*}
$$

Squaring both sides of the last equation gives

$$
\begin{align*}
p_{n}^{2}(x) e^{-v(x)} & =A^{2} \pi^{-1} n^{-1 / 2 m}\left(1-w^{2}\right)^{-1 / 2}\left\{\cos ^{2}\left(\frac{2}{3}[-X(\zeta)]^{3 / 2}-\frac{\pi}{4}\right)+O\left(u^{-1 / m}\right)\right\} \\
& =\frac{1}{2} A^{2} \pi^{-1} n^{-1 / 2 m}\left(1-w^{2}\right)^{-1 / 2}\left\{\sin \left(\frac{4}{3}[-X(\zeta)]^{3 / 2}\right)+1+O\left(u^{-1 / m}\right)\right\} \tag{3.42}
\end{align*}
$$

On account of (1.2) and (2.4), we have

$$
1=\int_{-\infty}^{\infty} p_{n}^{2}(x) e^{-v(x)} d x \geq \lambda \int_{-1+\varepsilon}^{1-\varepsilon} p_{n}^{2}(x) e^{-v(x)} d w
$$

From (3.42), it follows that

$$
\begin{align*}
1 \geq \frac{\lambda}{2} A^{2} \pi^{-1} n^{-1 / 2 m} & {\left[\int_{-1+\varepsilon}^{1-\varepsilon} \frac{1}{\sqrt{1-w^{2}}} \sin \left(\frac{4}{3}[-X(\zeta)]^{3 / 2}\right) d w\right.} \\
& \left.+\int_{-1+\varepsilon}^{1-\varepsilon} \frac{d w}{\sqrt{1-w^{2}}}+O\left(u^{-1 / m}\right)\right] \tag{3.43}
\end{align*}
$$

Let us consider for a moment the function

$$
\xi=\xi(w)=\frac{4}{3}(-\zeta)^{3 / 2}\left(1+\frac{\Phi(\zeta)}{u \zeta}\right)^{3 / 2}
$$

Clearly

$$
\begin{aligned}
\xi^{\prime}(w)= & -2(-\zeta)^{1 / 2}\left(1+\frac{\Phi(\zeta)}{u \zeta}\right)^{3 / 2} \zeta^{\prime}(\lambda, w) \\
& +2(-\zeta)^{3 / 2}\left(1+\frac{\Phi(\zeta)}{u \zeta}\right)^{1 / 2} \frac{1}{u} \frac{d}{d w} \frac{\Phi(\zeta)}{\zeta}
\end{aligned}
$$

The first term on the right-hand side is negative for $w \in[-1+\varepsilon, 1-\varepsilon]$ and for $\lambda$ sufficiently large, the second term tends to zero, uniformly for $w \in[-1+\varepsilon, 1-\varepsilon]$,
as $\lambda \rightarrow \infty$. Thus, when $\lambda$ is sufficiently large, we have $\xi^{\prime}(w)<0$. Therefore, the mapping $w \mapsto \xi$ is one-to-one on the interval $[-1+\varepsilon, 1-\varepsilon]$. Since

$$
\frac{4}{3}[-X(\zeta)]^{3 / 2}=u \cdot \frac{4}{3}(-\zeta)^{3 / 2}\left(1+\frac{\Phi(\zeta)}{u \zeta}\right)^{3 / 2}
$$

the first integral inside the square brackets in (3.43) is equal to

$$
I_{0}=\int_{\xi(-1+\varepsilon)}^{\xi(1-\varepsilon)} \frac{1}{\sqrt{1-\omega^{2}(\xi)}} \frac{1}{\xi^{\prime}(\omega(\xi))} \sin (u \xi) d \xi
$$

where $\omega(\xi)$ is the inverse of $\xi=\xi(w)$. The Riemann-Lebesgue lemma infers that this integral tends to 0 as $\lambda \rightarrow \infty$, or equivalently, as $u \rightarrow \infty$. By (2.27),

$$
\begin{equation*}
\lambda n^{-1 / 2 m} \rightarrow 2 L_{m}^{1 / 2 m} \tag{3.44}
\end{equation*}
$$

as $\lambda \rightarrow \infty$. Hence, letting $\lambda \rightarrow \infty$ in (3.43), we obtain

$$
1 \geq 2 A^{2} \pi^{-1} L_{m}^{1 / 2 m} \cdot \arcsin (1-\varepsilon)
$$

Since $\varepsilon$ is arbitrary, it follows that

$$
\begin{equation*}
A^{2} \leq L_{m}^{-1 / 2 m} \tag{3.45}
\end{equation*}
$$

To show that the reverse inequality also holds, we consider the identity

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left(1-\frac{x^{2}}{\lambda^{2}}\right) p_{n}^{2}(x) e^{-v(x)} d x=1-\frac{1}{\lambda^{2}}\left(a_{n+1}^{2}+a_{n}^{2}\right) \tag{3.46}
\end{equation*}
$$

which can be obtained by squaring both sides of the recurrence relation (1.10) and using the orthonormal property (1.2). From (2.4) and (2.54), it is evident that

$$
\int_{-\infty}^{\infty}\left(1-\frac{x^{2}}{\lambda^{2}}\right) p_{n}^{2}(x) e^{-v(x)} d x \leq 2 \lambda \int_{0}^{1}\left(1-w^{2}\right) p_{n}^{2}(x) e^{-v(x)} d w
$$

Divide the interval of integration on the right-hand side at $w=1-\varepsilon n^{-\alpha}, \alpha>0$, and denote by $I_{1}$ and $I_{2}$ the integrals corresponding, respectively, to the subintervals $\left[0,1-\varepsilon n^{-\alpha}\right]$ and $\left[1-\varepsilon n^{-\alpha}, 1\right]$. Thus,

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left(1-\frac{x^{2}}{\lambda^{2}}\right) p_{n}^{2}(x) e^{-v(x)} d x \leq 2 \lambda I_{1}+2 \lambda I_{2} \tag{3.47}
\end{equation*}
$$

Since $\zeta(\lambda, w)$ is continuous in $[-1+\varepsilon, M]$ and has limit as $\lambda \rightarrow \infty, \zeta(\lambda, w)$ is uniformly bounded there. By the same reasoning, $\zeta /\left(w^{2}-1\right)$ is uniformly bounded in this interval. Furthermore, in view of (3.3) and (2.75), $\operatorname{Ai}(X(\zeta))$ and $\varepsilon_{1}(\lambda, \zeta)$ are also uniformly bounded in $[-1+\varepsilon, M]$. Hence, by virtue of (3.39), there exists a constant $K$ such that

$$
p_{n}^{2}(x) e^{-v(x)} \leq A^{2} n^{-1 / 2 m} u^{1 / 3} K
$$

uniformly for $w \in[-1+\varepsilon, M]$, from which it follows that

$$
\begin{align*}
0 \leq 2 \lambda I_{2} & =2 \lambda \int_{1-\varepsilon u^{-\alpha}}^{1}\left(1-w^{2}\right) p_{n}^{2}(x) e^{-v(x)} d w \\
& \leq 2 \lambda A^{2} n^{-1 / 2 m} u^{1 / 3} K \varepsilon u^{-\alpha}\left(2 \varepsilon u^{-\alpha}-\varepsilon^{2} u^{-2 \alpha}\right)  \tag{3.48}\\
& =8 A^{2} K L_{m}^{1 / 2 m} \varepsilon^{2} u^{1 / 3-2 \alpha}[1+O(1)]
\end{align*}
$$

where we have also made use of (3.44). We choose $\alpha>1 / 6$ so that $2 \lambda I_{2} \rightarrow 0$ as $\lambda \rightarrow \infty$.

Now consider the integral $I_{1}$. When $w \in(0,1)$, by the mean-value theorem, $\zeta(\lambda, w)=\zeta^{\prime}\left(\lambda, \omega_{\lambda}\right)(w-1)$, where $\omega_{\lambda} \in(w, 1)$. Since $\zeta^{\prime}(\lambda, w) \rightarrow \zeta_{\infty}^{\prime}(w)$ uniformly on $[0,1]$ and $\zeta_{\infty}^{\prime}(w)>0$ on $[0,1]$ (see section 2), there exists a constant $K_{1}>0$ such that $-\zeta(\lambda, w)>K_{1}(1-w)$ uniformly for $w \in(0,1)$ and for all sufficiently large $\lambda$. Hence, when $0<w<1-\varepsilon u^{-\alpha}$, we have $-\zeta(\lambda, w) \geq K_{1} \varepsilon u^{-\alpha}$, from which it follows from (3.3) that

$$
-X(\zeta) \geq K_{1} \varepsilon u^{2 / 3-\alpha}\left(1-|\Phi(\zeta)| u^{\alpha-1} / K_{1} \varepsilon\right) \geq \frac{1}{2} K_{1} \varepsilon u^{2 / 3-\alpha}
$$

for sufficiently large $u$ and for $0<\alpha<1$ since $\Phi(\zeta)$ is bounded. Hence, if $\alpha<$ $2 / 3$, then $-X(\zeta) \rightarrow+\infty$. Also, we have $-X(\zeta)=u^{2 / 3}(-\zeta)\left[1+O\left(u^{\alpha-1}\right)\right]$ and $[-X(\zeta)]^{-3 / 2}=O\left(u^{3 \alpha / 2-1}\right)$ uniformly for $w \in\left[0,1-\varepsilon u^{-\alpha}\right]$. By (3.9), we have for $1 / 6<\alpha<2 / 3$

$$
\begin{align*}
\operatorname{Ai}(X(\zeta))= & \pi^{-1 / 2} u^{-1 / 6}(-\zeta)^{-1 / 4}\left[1+O\left(u^{\alpha-1}\right)\right] \\
& \cdot\left\{\cos \left(\frac{2}{3}[-X(\zeta)]^{3 / 2}-\frac{\pi}{4}\right)+O\left(u^{3 \alpha / 2-1}\right)\right\} \tag{3.49}
\end{align*}
$$

which may be simplified to

$$
\begin{equation*}
\operatorname{Ai}(X(\zeta))=\pi^{-1 / 2} u^{-1 / 6}(-\zeta)^{-1 / 4}\left\{\cos \left(\frac{2}{3}[-X(\zeta)]^{3 / 2}-\frac{\pi}{4}\right)+O\left(u^{-1 / 2}\right)\right\} \tag{3.50}
\end{equation*}
$$

with $\alpha=1 / 3$. Substituting (3.50) into (3.39) and squaring both sides give
$p_{n}^{2}(x) e^{-v(x)}=A^{2} \pi^{-1} n^{-1 / 2 m}\left(1-w^{2}\right)^{-1 / 2}\left\{\cos ^{2}\left(\frac{2}{3}[-X(\zeta)]^{3 / 2}-\frac{\pi}{4}\right)+O\left(u^{-1 / m}\right)\right\}$.

Inserting this in $I_{1}$, we obtain
$2 \lambda I_{1}=2 \lambda \pi^{-1} A^{2} n^{-1 / 2 m} \int_{0}^{1-\varepsilon u^{-\alpha}} \sqrt{1-w^{2}}\left\{\cos ^{2}\left(\frac{2}{3}[-X(\zeta)]^{3 / 2}-\frac{\pi}{4}\right)+O\left(u^{-1 / m}\right)\right\} d w$,
which in turn gives

$$
\begin{align*}
2 \lambda I_{1}=\lambda \pi^{-1} A^{2} n^{-1 / 2 m} & {\left[\int_{0}^{1-\varepsilon u^{-\alpha}} \sqrt{1-w^{2}} \sin \left(\frac{4}{3}[-X(\zeta)]^{3 / 2}\right) d w\right.}  \tag{3.52}\\
& \left.+\int_{0}^{1-\varepsilon u^{-\alpha}} \sqrt{1-w^{2}} d w+O\left(u^{-1 / m}\right)\right]
\end{align*}
$$

As before, the Riemann-Lebesgue lemma infers that the first integral inside the square brackets in (3.52) tends to 0 as $\lambda \rightarrow \infty$. From (3.44) and the result

$$
\int \sqrt{1-w^{2}} d w=\frac{1}{2}\left(w \sqrt{1-w^{2}}+\arcsin w\right)
$$

it follows that

$$
2 \lambda I_{1} \rightarrow \frac{1}{2} A^{2} L_{m}^{1 / 2 m} \quad \text { as } \quad \lambda \rightarrow \infty
$$

Since $\lambda=2 a_{n}$ and $a_{n+1} \sim a_{n}$, we have $1-\frac{1}{\lambda^{2}}\left(a_{n+1}^{2}+a_{n}^{2}\right) \rightarrow \frac{1}{2}$ as $\lambda \rightarrow \infty$. In view of (3.46) and (3.47), we get

$$
\begin{equation*}
1 \leq A^{2} L_{m}^{1 / 2 m} \tag{3.53}
\end{equation*}
$$

Coupling (3.45) and (3.53) yields

$$
\begin{equation*}
A=L_{m}^{-1 / 4 m} \tag{3.54}
\end{equation*}
$$

From (3.39), we obtain

$$
\begin{align*}
p_{n}(x) e^{-v(x) / 2}= & L_{m}^{-1 / 4 m} n^{-1 / 4 m} u^{1 / 6} \\
& \cdot\left(\frac{\zeta}{w^{2}-1}\right)^{1 / 4}\left\{\operatorname{Ai}(X(\zeta))+\varepsilon_{1}(\lambda, \zeta)\right\}\left[1+O\left(u^{-1 / m}\right)\right] \tag{3.55}
\end{align*}
$$

Since $\varepsilon_{1}(\lambda, \zeta)=O\left(u^{-1}\right)$ uniformly on $[-1+\varepsilon, M]$ by (2.75) and $u=2^{2 m} L_{m} n[1+$ $\left.O\left(n^{-1 / m}\right)\right]$ by (2.24), we have from (3.55) the following main result.

ThEOREM 3.1. For any positive and fixed numbers $\varepsilon \ll 1$ and $1 \ll M$, the asymptotic formula

$$
\begin{equation*}
p_{n}(x) e^{-v(x) / 2}=2^{m / 3} L_{m}^{1 / 6-1 / 4 m} n^{1 / 6-1 / 4 m}\left(\frac{\zeta}{w^{2}-1}\right)^{1 / 4}\left\{\operatorname{Ai}(X(\zeta))+O\left(n^{-1 / m}\right)\right\} \tag{3.56}
\end{equation*}
$$

holds uniformly for $w \in[-1+\varepsilon, M]$, where $x=\lambda w, \zeta$ is defined in (2.56), and $X(\zeta)$ is defined in (3.3).
4. Asymptotic formula for the zeros of $\boldsymbol{p}_{\boldsymbol{n}}(\boldsymbol{x})$. Let the zeros of $p_{n}(x)$ be arranged in decreasing order:

$$
\begin{equation*}
-\infty<x_{n, n}<x_{n, n-1}<\cdots<x_{n, 2}<x_{n, 1}<\infty \tag{4.1}
\end{equation*}
$$

and let $w_{n, k}$ and $\zeta_{n, k}$ denote the corresponding values determined by (2.4) and (2.56), respectively. Since $\zeta(\lambda, w)$ is an increasing function for $w \in(-1, \infty)$, (4.1) implies

$$
\begin{equation*}
-\infty<\zeta_{n, n}<\zeta_{n, n-1}<\cdots<\zeta_{n, 2}<\zeta_{n, 1}<\infty \tag{4.2}
\end{equation*}
$$

In view of the fact that

$$
\lim _{w \rightarrow 1} \frac{\zeta}{w^{2}-1}=\frac{1}{2} \zeta^{\prime}(\lambda, 1)>0
$$

it follows from (3.55) that $\zeta_{n, k}$ is the $k$ th root of the equation

$$
\begin{equation*}
\operatorname{Ai}(X(\zeta))+\varepsilon_{1}(\lambda, \zeta)=0 \tag{4.3}
\end{equation*}
$$

where $X(\zeta)$ is defined in (3.3) and $\varepsilon_{1}(\lambda, \zeta)$ satisfies the estimates in (2.73). Let $\tilde{a}_{k}$ denote the $k$ th negative zero of the Airy function $\operatorname{Ai}(x)$. Since $\varepsilon_{1}(\lambda, \zeta)=O\left(u^{-1}\right)$, it is reasonable to expect that

$$
\zeta_{n, k} \approx \zeta_{n}\left(\tilde{a}_{k}\right)
$$

where $\zeta_{n}\left(\tilde{a}_{k}\right)$ is uniquely determined by

$$
\begin{equation*}
X\left(\zeta_{n}\left(\tilde{a}_{k}\right)\right)=u^{2 / 3} \zeta_{n}\left(\tilde{a}_{k}\right)+\frac{\Phi\left(\lambda, \zeta_{n}\left(\tilde{a}_{k}\right)\right)}{u^{1 / 3}}=\tilde{a}_{k} \tag{4.4}
\end{equation*}
$$

since $X(\zeta)$ is monotonically increasing for large $\lambda$. Note that $\zeta=\zeta(\lambda, w)$ is uniformly bounded on $[-1+\varepsilon, M]$ and $\Phi(\lambda, \zeta)$ is also uniformly bounded for $\zeta \in\left[\zeta_{\infty}(-1+\right.$ $\left.\varepsilon), \zeta_{\infty}(M)\right]$. Hence, it follows from (4.4) that $\zeta_{n}\left(\tilde{a}_{k}\right)$ is negative when $\lambda$ (or, equivalently, $n$ ) is sufficiently large.

Now we consider equation (4.3) and recall the estimate in (2.73). In what follows, we shall suppose that $\lambda$ is sufficiently large so that

$$
\begin{equation*}
\frac{K \pi}{u} \mathcal{V}_{\zeta, \zeta_{\infty}(M)}(\Psi(\xi)) \exp \left\{\frac{K_{0}}{u} \mathcal{V}_{\zeta, \zeta_{\infty}(M)}(\Psi(\xi))\right\}<\frac{1}{2} . \tag{4.5}
\end{equation*}
$$

For convenience, we put

$$
\begin{equation*}
\rho_{1}(\lambda, \zeta)=\varepsilon_{1}(\lambda, \zeta) E(X(\zeta)) / M(X(\zeta)) \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{1}(\lambda, \zeta)=\frac{K \pi}{u} \mathcal{V}_{\zeta, \zeta_{\infty}(M)}(\Psi(\xi)) \exp \left\{\frac{K_{0}}{u} \mathcal{V}_{\zeta, \zeta_{\infty}(M)}(\Psi(\xi))\right\} . \tag{4.7}
\end{equation*}
$$

From (2.73) and (4.5), we have $\left|\rho_{1}(\lambda, \zeta)\right| \leq \sigma_{1}(\lambda, \zeta)<1 / 2$. In terms of the phase function $\theta(x)$ associated with $\operatorname{Ai}(x)$, (4.3) can be written as

$$
\begin{equation*}
\sin \theta(X(\zeta))=-\rho_{1}(\lambda, \zeta) \tag{4.8}
\end{equation*}
$$

on account of (4.6). From the definition of the phase function, it is readily seen that $\theta(x)=\pi / 4$ when $x \geq c$. Hence, for $X(\zeta) \geq c$, we have $\sin \theta(X(\zeta))=1 / \sqrt{2}$. However, the absolute value of the right-hand side of (4.8) is less than $1 / 2$. Thus, it follows that (4.3) has no roots when $X(\zeta) \geq c$. That is, all the roots $\zeta_{n, k}$ of (4.3) lie in the interval $X(\zeta)<c$. Since $X(\zeta)=u^{2 / 3} \zeta+\Phi(\zeta) / u^{1 / 3} \geq c$ when $\zeta \geq 0$ and $\lambda$ is sufficiently large, (4.3) has no roots for $\zeta \geq 0$ and $\lambda$ sufficiently large. Recall that $\zeta \geq 0$ corresponds to $w \geq 1$ by (2.56), and that $w \geq 1$ corresponds to $x \geq \lambda$ by (2.4). Therefore, in view of (3.55), the polynomial $p_{n}(x)$ has no zero in $x \geq \lambda$. By symmetry, $p_{n}(x)$ also has no zero in $x \leq-\lambda$. That is, all zeros of $p_{n}(x)$ lie in the interval $-\lambda<x<\lambda$; equivalently, the corresponding values $\zeta_{n, k}$ all lie in $-\zeta(\lambda,-1)<\zeta<0$. In this range and when $X(\zeta)<c$, (4.8), which is equivalent to (4.3), can be written as

$$
\begin{equation*}
\theta(X(\zeta))-k \pi-(-1)^{k-1} \arcsin \left\{\rho_{1}(\lambda, \zeta)\right\}=0, \tag{4.9}
\end{equation*}
$$

where $k$ is an arbitrary integer. In what follows, we shall show that the left-hand side of (4.9) is a decreasing function of $\zeta$ for $X(\zeta)<c$. In view of the identity [7, p. 404]

$$
\begin{equation*}
\theta^{\prime}(x)=-1 /\left\{\pi M^{2}(x)\right\} \quad \text { for } \quad x \leq c \tag{4.10}
\end{equation*}
$$

and the fact that $M(x) \neq 0, \theta^{\prime}(x)$ is strictly negative for all $x \leq c$. Thus, to prove that the derivative of the function on the left-hand side of (4.9) is strictly less than zero, it suffices to show that

$$
\begin{equation*}
\left\{1-\rho_{1}^{2}(\lambda, \zeta)\right\}^{-1 / 2}\left|\rho_{1}^{\prime}(\lambda, \zeta)\right|<\left|\theta^{\prime}(X(\zeta))\right| X^{\prime}(\zeta) . \tag{4.11}
\end{equation*}
$$

Also, since $E(x)=1$ for $x \leq c$, by (4.6) we have

$$
\rho_{1}^{\prime}(\lambda, \zeta)=\frac{\varepsilon_{1}^{\prime}(\lambda, \zeta)}{M(X(\zeta))}-\frac{M^{\prime}(X(\zeta))}{M^{2}(X(\zeta))} X^{\prime}(\zeta) \varepsilon_{1}(\lambda, \zeta)
$$

From (2.73) and (4.7), it follows that

$$
\begin{aligned}
\left|\rho_{1}^{\prime}(\lambda, \zeta)\right| & \leq \frac{N(X(\zeta)) X^{\prime}(\zeta) \sigma_{1}(\lambda, \zeta)}{M(X(\zeta))}+\frac{M^{\prime}(X(\zeta)) X^{\prime}(\zeta)}{M(X(\zeta))} \sigma_{1}(\lambda, \zeta) \\
& =\left\{N(X(\zeta))+M^{\prime}(X(\zeta))\right\} \frac{X^{\prime}(\zeta) \sigma_{1}(\lambda, \zeta)}{M(X(\zeta))}
\end{aligned}
$$

and

$$
\begin{equation*}
\left\{1-\rho_{1}^{2}(\lambda, \zeta)\right\}^{-1 / 2}\left|\rho_{1}^{\prime}(\lambda, \zeta)\right| \leq \frac{\left\{N(X(\zeta))+M^{\prime}(X(\zeta))\right\}}{\left\{1-\rho_{1}^{2}(\lambda, \zeta)\right\}^{1 / 2}} \frac{X^{\prime}(\zeta) \sigma_{1}(\lambda . \zeta)}{M(X(\zeta))} \tag{4.12}
\end{equation*}
$$

Hence, it is evident that (4.11) holds if

$$
\frac{\left\{N(X(\zeta))+M^{\prime}(X(\zeta))\right\}}{\left\{1-\rho_{1}^{2}(\lambda, \zeta)\right\}^{1 / 2}} \frac{X^{\prime}(\zeta) \sigma_{1}(\lambda . \zeta)}{M(X(\zeta))}<\left|\theta^{\prime}(X(\zeta))\right| X^{\prime}(\zeta)
$$

By (4.10) and the estimate $\left|\rho_{1}(\lambda, \zeta)\right| \leq \sigma_{1}(\lambda, \zeta)$, we only need to prove that

$$
\begin{equation*}
\frac{\sigma_{1}(\lambda, \zeta)}{\left\{1-\sigma_{1}^{2}(\lambda, \zeta)\right\}^{1 / 2}}<\frac{1}{\pi M(X(\zeta))\left\{N(X(\zeta))+M^{\prime}(X(\zeta))\right\}} \tag{4.13}
\end{equation*}
$$

The left-hand side of (4.13) is less than $1 / \sqrt{3}=0.577 \ldots$, since $\sigma_{1}(\lambda, \zeta)<1 / 2$. The right-hand side of (4.13) is a decreasing function of $X(\zeta)$ by Lemma 5.1 in [7, p. 404]. When $X(\zeta)=c$, its value is

$$
\frac{1}{\pi \mathrm{Ai}(c)\left\{\mathrm{Ai}^{\prime}(c)+\mathrm{Bi}^{\prime}(c)+\sqrt{2 \mathrm{Ai}^{\prime 2}(c)+2 \mathrm{Bi}^{\prime 2}(c)}\right\}}=0.708 \ldots
$$

Therefore, (4.13) and (4.11) are both satisfied. This proves that the left-hand side of (4.9) is monotonically decreasing in $\zeta$ for every $k$.

From the estimate

$$
\begin{equation*}
\left|\arcsin \rho_{1}(\lambda, \zeta)\right|<\arcsin \frac{1}{2}=\frac{\pi}{6} \tag{4.14}
\end{equation*}
$$

and the fact that

$$
\theta(c)=\frac{\pi}{4}
$$

one easily verifies that if $k \leq 0$, then the value of the left-hand side of (4.9) is greater than zero when $X(\zeta)=c$. Since the left-hand side of (4.9) is a decreasing function, (4.9) has no roots when $X(\zeta) \leq c$.

Let $b_{k}$ denote the $k$ th negative zero of $\operatorname{Bi}(x)$, and let $\zeta_{n}\left(b_{k}\right)$ be uniquely determined by

$$
\begin{equation*}
X\left(\zeta_{n}\left(b_{k}\right)\right)=b_{k} \tag{4.15}
\end{equation*}
$$

For any given positive integer $k$, from (4.14) and the result [7, p. 404]

$$
\theta\left(b_{k}\right)=\left(k-\frac{1}{2}\right) \pi
$$

it is readily seen that the left-hand side of (4.9) is negative when $\zeta=\zeta_{n}\left(b_{k}\right)$ and positive when $\zeta=\zeta_{n}\left(b_{k+1}\right)$. Hence, in the range

$$
\begin{equation*}
b_{k+1}<X(\zeta)<b_{k} \tag{4.16}
\end{equation*}
$$

or, equivalently, $\zeta_{n}\left(b_{k+1}\right)<\zeta<\zeta_{n}\left(b_{k}\right),(4.9)$ has a root $\tilde{\zeta}_{n, k}$. Since the left-hand side of (4.9) is decreasing in $\zeta$, this is the only root of (4.9) for a fixed $k$, and the sequence $\tilde{\zeta}_{n, n}<\tilde{\zeta}_{n, n-1}<\cdots<\tilde{\zeta}_{n, 1}$ includes all the roots of (4.8). Comparing with (4.2) and (4.3), we conclude that $\tilde{\zeta}_{n, k}$ must be equal to $\zeta_{n, k}$.

Next we investigate the relationship between the zero $\zeta_{n, k}$ and the $k$ th zero $\tilde{a}_{k}$ of $\operatorname{Ai}(x)$. For $\zeta=\zeta_{n, k}$, we have, by the mean-value theorem,

$$
\theta(X(\zeta))=\theta\left(\tilde{a}_{k}\right)+\left(X(\zeta)-\tilde{a}_{k}\right) \theta^{\prime}(\xi)
$$

where $\xi \in\left(b_{k+1}, b_{k}\right)$. Recall from [7, p. 404] that $\theta\left(\tilde{a}_{k}\right)=k \pi$. Hence, by (4.9),

$$
\begin{equation*}
X(\zeta)-\tilde{a}_{k}=(-1)^{k-1} \arcsin \left\{\rho_{1}(\lambda, \zeta)\right\} / \theta^{\prime}(\xi) \tag{4.17}
\end{equation*}
$$

Using the inequalities $\left|\rho_{1}(\lambda, \zeta)\right| \leq \sigma_{1}(\lambda, \zeta)<1 / 2$ and $\sin t>3 t / \pi$ for $0<t<\pi / 6$, we obtain

$$
\begin{equation*}
\left|X(\zeta)-\tilde{a}_{k}\right| \leq \frac{\pi}{3} \sigma_{1}(\lambda, \zeta) /\left|\theta^{\prime}(\xi)\right| \tag{4.18}
\end{equation*}
$$

Since $\left|\theta^{\prime}(\xi)\right|$ is decreasing in $\xi$ (see [7, p. 404]) and $\sigma_{1}(\lambda, \zeta)$ is decreasing in $\zeta$, it follows that

$$
\begin{equation*}
\left|X(\zeta)-\tilde{a}_{k}\right| \leq \alpha_{k} \tag{4.19}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{k}=\frac{\pi}{3} \sigma_{1}\left(\lambda, \zeta_{n}\left(b_{k+1}\right)\right) /\left|\theta^{\prime}\left(b_{k}\right)\right| \tag{4.20}
\end{equation*}
$$

(Recall that here $\zeta=\zeta_{n, k} \in\left(\zeta_{n}\left(b_{k+1}\right), \zeta_{n}\left(b_{k}\right)\right)$.) In view of (4.10) and (4.7), (4.20) gives

$$
\begin{equation*}
\alpha_{k}=\frac{\pi^{2}}{3} M^{2}\left(b_{k}\right) \sigma_{1}\left(\lambda, \zeta_{n}\left(b_{k+1}\right)\right)=M^{2}\left(b_{k}\right) O\left(u^{-1}\right) \tag{4.21}
\end{equation*}
$$

Much of the above argument is patterned after that given in [7, pp. 406-407]. Coupling (4.21) with (4.19) and noting that $X(\zeta)=u^{2 / 3} \zeta+\Phi(\zeta) / u^{1 / 3}$ and $\zeta=\zeta_{n, k}$, we obtain

$$
\begin{equation*}
u^{2 / 3} \zeta_{n, k}+\frac{\Phi\left(\zeta_{n, k}\right)}{u^{1 / 3}}=\tilde{a}_{k}+O\left(u^{-1}\right) \tag{4.22}
\end{equation*}
$$

Since $\Phi\left(\zeta_{n, k}\right)$ is bounded for all $n$ and $k$, we have the preliminary approximation $\zeta_{n, k}=\tilde{a}_{k} u^{-2 / 3}+O\left(u^{-1}\right)$. Note that for any fixed $k, \zeta_{n, k} \rightarrow 0$ as $n \rightarrow \infty$ (or, equivalently, as $u \rightarrow \infty)$. By the mean-value theorem,

$$
\begin{equation*}
\Phi\left(\zeta_{n, k}\right)=\Phi(0)+\Phi^{\prime}(\xi) \zeta_{n, k}=\Phi(0)+O\left(u^{-2 / 3}\right) \tag{4.23}
\end{equation*}
$$

where $\xi_{n, k}<\xi<0$ and we have used the boundedness of $\Phi^{\prime}(\xi)$. Substituting (4.23) into (4.22) gives

$$
\begin{equation*}
\zeta_{n, k}=\tilde{a}_{k} u^{-2 / 3}-\Phi(0) u^{-1}+O\left(u^{-5 / 3}\right) \tag{4.24}
\end{equation*}
$$

Recall that $\Phi(\zeta)=\Phi(\lambda, \zeta)$ depends on $\lambda$ (or $u=\lambda^{2 m}$ ); see (2.68). Hence we need to find an approximate value for $\Phi(0)$. From the equation following (2.68), we have

$$
\begin{equation*}
\Phi(0)=\phi(\lambda, 0) \tag{4.25}
\end{equation*}
$$

where $\phi(\lambda, \zeta)$ is given in (2.62). In view of (2.53),

$$
\begin{equation*}
\phi(\lambda, \zeta)=\frac{H_{1}(\lambda, w)}{H_{0}(\lambda, w)} \zeta=\frac{\lambda^{4 m-2} H_{1}(\lambda, w)}{(w+1) A_{n}^{2}(\lambda w)} \frac{\zeta}{w-1} \tag{4.26}
\end{equation*}
$$

Since $\zeta=0$ corresponds to $w=1$, putting $\zeta=0$ and $w=1$ in (4.26) yields

$$
\begin{equation*}
\phi(\lambda, 0)=\frac{\lambda^{4 m-2} H_{1}(\lambda, 1)}{2 A_{n}^{2}(\lambda)} \zeta^{\prime}(\lambda, 1) \tag{4.27}
\end{equation*}
$$

In accordance with (2.47) and the definition $H_{1}(\lambda, w)=\lambda^{-2 m} U_{1}(\lambda w, n)$,

$$
\begin{equation*}
H_{1}(\lambda, 1)=\lambda^{-2 m+1} A_{n}(\lambda)\left\{\lambda\left[A_{n}(\lambda)-A_{n-1}(\lambda) \frac{a_{n}}{a_{n-1}}+B_{n}(\lambda)-B_{n+1}(\lambda)\right]-1\right\} \tag{4.28}
\end{equation*}
$$

Coupling (2.33) and the equation following (2.37) yields

$$
\begin{align*}
& \lambda\left[A_{n}(\lambda)-A_{n-1}(\lambda) \frac{a_{n}}{a_{n-1}}\right] \\
& =\frac{2^{2 m} L_{m}}{m \lambda^{2 m-1}} \sum_{k=1}^{m-1}(k+1) v_{k+1} \lambda^{2 k+1} \sum_{l=1}^{k} 2^{-2 l} l\binom{2 l}{l}+O\left(\lambda^{-2}\right) \tag{4.29}
\end{align*}
$$

In a similar manner, one can show by using (2.34) that

$$
\begin{align*}
& \lambda\left[B_{n}(\lambda)-B_{n+1}(\lambda)\right] \\
& =-\frac{2^{2 m} L_{m}}{m \lambda^{2 m-1}} \sum_{k=1}^{m-1}(k+1) v_{k+1} \lambda^{2 k+1} \sum_{l=0}^{k-1} 2^{-2 l-1}(l+1)\binom{2 l+1}{l+1}+O\left(\lambda^{-2}\right) \tag{4.30}
\end{align*}
$$

Since the leading terms on the right-hand side of (4.29) and (4.30) are equal, we have

$$
\begin{equation*}
\lambda\left[A_{n}(\lambda)-A_{n-1}(\lambda) \frac{a_{n}}{a_{n-1}}+B_{n}(\lambda)-B_{n+1}(\lambda)\right]=O\left(\lambda^{-2}\right) \tag{4.31}
\end{equation*}
$$

Inserting (4.31) in (4.28) gives

$$
\begin{equation*}
\frac{\lambda^{2 m-1} H_{1}(\lambda, 1)}{A_{n}(\lambda)}=-1+O\left(\lambda^{-2}\right) \tag{4.32}
\end{equation*}
$$

A combination of $(4.25),(4.27),(4.32)$, and the equation preceding (2.68) leads to

$$
\begin{equation*}
\Phi(0)=-2^{-2 / 3}\left(\frac{A_{n}(\lambda)}{\lambda^{2 m-1}}\right)^{-1 / 3}+O\left(\lambda^{-2}\right) \tag{4.33}
\end{equation*}
$$

Coupling (4.33) and (4.24) gives

$$
\begin{equation*}
\zeta_{n, k}=\tilde{a}_{k} u^{-2 / 3}+2^{-2 / 3}\left(\frac{A_{n}(\lambda)}{\lambda^{2 m-1}}\right)^{-1 / 3} u^{-1}+O\left(u^{-(1+1 / m)}\right) \tag{4.34}
\end{equation*}
$$

Let $w=\Omega(\zeta)=\Omega(\lambda, \zeta)$ denote the inverse of the function $\zeta=\zeta(w)=\zeta(\lambda, w)$. Note that $\zeta_{n, k}=\zeta\left(w_{n, k}\right)$ and $x_{n, k}=\lambda w_{n, k}=u^{1 / 2 m} w_{n, k}$. Hence, it follows from (4.34) that

$$
x_{n, k}=u^{1 / 2 m} \Omega\left\{\tilde{a}_{k} u^{-2 / 3}+2^{-2 / 3}\left(\frac{A_{n}(\lambda)}{\lambda^{2 m-1}}\right)^{-1 / 3} u^{-1}+O\left(u^{-(1+1 / m)}\right)\right\}
$$

By the mean-value theorem, we obtain

$$
\begin{equation*}
x_{n, k}=u^{1 / 2 m} \Omega\left\{\tilde{a}_{k} u^{-2 / 3}+2^{-2 / 3}\left(\frac{A_{n}(\lambda)}{\lambda^{2 m-1}}\right)^{-1 / 3} u^{-1}\right\}+O\left(u^{-(1+1 / 2 m)}\right) \tag{4.35}
\end{equation*}
$$

To proceed further, we expand $\Omega(\zeta)$ into the Maclaurin series

$$
\begin{equation*}
\Omega(\zeta)=\Omega(0)+\Omega^{\prime}(0) \zeta+\frac{1}{2} \Omega^{\prime \prime}(0) \zeta^{2}+\cdots \tag{4.36}
\end{equation*}
$$

Since $\zeta(1)=0$, we have $\Omega(0)=1$. By the equation preceding (2.68),

$$
\begin{equation*}
\Omega^{\prime}(0)=\frac{1}{\zeta^{\prime}(1)}=2^{-1 / 3}\left(\frac{A_{n}(\lambda)}{\lambda^{2 m-1}}\right)^{-2 / 3} \tag{4.37}
\end{equation*}
$$

To get the value of $\Omega^{\prime \prime}(0)$, we need to find $\zeta^{\prime \prime}(1)$. By continuity, $\zeta^{(k)}(1)=\lim _{w \rightarrow 1} \zeta^{(k)}(w)$ for any positive integer $k$. Let $f(\lambda, w)$ and $g(\lambda, w)$ be given as in (2.66) and (2.67), respectively. By differentiating both sides of the equation

$$
\begin{equation*}
\zeta(w)=(w-1)\left[\frac{3}{2} g(\lambda, w)\right]^{2 / 3} \tag{4.38}
\end{equation*}
$$

twice, we obtain

$$
\begin{equation*}
\zeta^{\prime \prime}(1)=2\left[\frac{3}{2} g(\lambda, 1)\right]^{-1 / 3} g^{\prime}(\lambda, 1) \tag{4.39}
\end{equation*}
$$

From an equation in the proof of Lemma 2.2, we also have

$$
\begin{equation*}
g(\lambda, 1)=\frac{2}{3} f(\lambda, 1)=\frac{2 \sqrt{2}}{3 \lambda^{2 m-1}} A_{n}(\lambda) \tag{4.40}
\end{equation*}
$$

and

$$
\begin{equation*}
g^{\prime}(\lambda, 1)=\frac{2}{5} f^{\prime}(\lambda, 1)=\frac{1}{5 \sqrt{2} \lambda^{2 m-1}} A_{n}(\lambda)+\frac{2 \sqrt{2}}{5 \lambda^{2 m-1}} \lambda A_{n}^{\prime}(\lambda) \tag{4.41}
\end{equation*}
$$

cf. (2.66). A combination of (4.40), (4.41), and (4.39) gives

$$
\begin{equation*}
\zeta^{\prime \prime}(1)=\frac{\sqrt{2}}{5}\left[\frac{A_{n}(\lambda)}{\lambda^{2 m-1}}+\frac{4 A_{n}^{\prime}(\lambda)}{\lambda^{2 m-2}}\right]\left[\frac{\sqrt{2} A_{n}(\lambda)}{\lambda^{2 m-1}}\right]^{-1 / 3} \tag{4.42}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\Omega^{\prime \prime}(0)=-\frac{\zeta^{\prime \prime}(1)}{\zeta^{\prime}(1)^{3}}=-\frac{\sqrt{2}}{5}\left[\frac{A_{n}(\lambda)}{\lambda^{2 m-1}}+\frac{4 A_{n}^{\prime}(\lambda)}{\lambda^{2 m-2}}\right]\left[\frac{\sqrt{2} A_{n}(\lambda)}{\lambda^{2 m-1}}\right]^{-7 / 3} \tag{4.43}
\end{equation*}
$$

Taking

$$
\begin{equation*}
\zeta=\tilde{a}_{k} u^{-2 / 3}+2^{-2 / 3}\left(\frac{A_{n}(\lambda)}{\lambda^{2 m-1}}\right)^{-1 / 3} u^{-1} \tag{4.44}
\end{equation*}
$$

in (4.36), we obtain

$$
\begin{align*}
\Omega(\zeta)= & \Omega(0)+\Omega^{\prime}(0)\left\{\tilde{a}_{k} u^{-2 / 3}+2^{-2 / 3}\left(\frac{A_{n}(\lambda)}{\lambda^{2 m-1}}\right)^{-1 / 3} u^{-1}\right\}  \tag{4.45}\\
& +\frac{1}{2} \Omega^{\prime \prime}(0)\left\{\tilde{a}_{k} u^{-2 / 3}+2^{-2 / 3}\left(\frac{A_{n}(\lambda)}{\lambda^{2 m-1}}\right)^{-1 / 3} u^{-1}\right\}^{2}+O\left(u^{-2}\right)
\end{align*}
$$

Inserting (4.37) and (4.43) in (4.45), we get

$$
\begin{align*}
\Omega(\zeta)= & 1+2^{-1 / 3}\left(\frac{A_{n}(\lambda)}{\lambda^{2 m-1}}\right)^{-2 / 3} \tilde{a}_{k} u^{-2 / 3}+\frac{1}{2}\left(\frac{A_{n}(\lambda)}{\lambda^{2 m-1}}\right)^{-1} u^{-1}  \tag{4.46}\\
& -\frac{\sqrt{2}}{10}\left[\frac{A_{n}(\lambda)}{\lambda^{2 m-1}}+\frac{4 A_{n}^{\prime}(\lambda)}{\lambda^{2 m-2}}\right]\left[\frac{\sqrt{2} A_{n}(\lambda)}{\lambda^{2 m-1}}\right]^{-7 / 3} \tilde{a}_{k}^{2} u^{-4 / 3}+O\left(u^{-5 / 3}\right)
\end{align*}
$$

When $m=2$, (4.46) and (4.35) together give the four-term expansion

$$
\begin{align*}
x_{n, k}= & u^{1 / 4}+2^{-1 / 3}\left(\frac{A_{n}(\lambda)}{\lambda^{3}}\right)^{-2 / 3} \tilde{a}_{k} u^{-5 / 12}+\frac{1}{2}\left(\frac{A_{n}(\lambda)}{\lambda^{3}}\right)^{-1} u^{-9 / 12} \\
& -\frac{\sqrt{2}}{10}\left[\frac{A_{n}(\lambda)}{\lambda^{3}}+\frac{4 A_{n}^{\prime}(\lambda)}{\lambda^{2}}\right]\left[\frac{\sqrt{2} A_{n}(\lambda)}{\lambda^{3}}\right]^{-7 / 3} \tilde{a}_{k}^{2} u^{-13 / 12}+O\left(u^{-15 / 12}\right) . \tag{4.47}
\end{align*}
$$

From (2.33) and the equation following (2.40),

$$
\begin{equation*}
\frac{A_{n}(\lambda)}{\lambda^{2 m-1}}=\sum_{k=1}^{m} k^{2} v_{k} 2^{-2 k+1}\binom{2 k}{k} u^{-1+k / m}+O\left(u^{-1}\right) \tag{4.48}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{A_{n}^{\prime}(\lambda)}{\lambda^{2 m-2}}=\frac{4}{3} \sum_{k=2}^{m} k^{2}(k-1) v_{k} 2^{-2 k+1}\binom{2 k}{k} u^{-1+k / m}+O\left(u^{-1}\right) \tag{4.49}
\end{equation*}
$$

where use has been made of the following two combinatorial identities:

$$
\begin{gather*}
\sum_{l=0}^{k-1} 2^{-2 l}\binom{2 l}{l}=2^{-2 k+1} k\binom{2 k}{k}  \tag{4.50}\\
\sum_{l=0}^{k-1}(k-l) 2^{-2 l}\binom{2 l}{l}=\frac{2}{3} 2^{-2 k-1}(k+1) k\binom{2 k+2}{k+1},
\end{gather*}
$$

which can be proved by using induction. When $m=2$, (4.48) and (4.49) simplify to

$$
\begin{equation*}
\frac{A_{n}(\lambda)}{\lambda^{3}}=3+v_{1} u^{-1 / 2}+O\left(u^{-1}\right) \tag{4.52}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{A_{n}^{\prime}(\lambda)}{\lambda^{2}}=4+O\left(u^{-1}\right) \tag{4.53}
\end{equation*}
$$

Inserting (4.52) and (4.53) into (4.47), we obtain

$$
\begin{align*}
x_{n, k}= & u^{1 / 4}+\frac{\tilde{a}_{k}}{18^{1 / 3}} u^{-5 / 12}+\frac{1}{6} u^{-9 / 12}-\frac{1}{9}\left(\frac{2}{3}\right)^{2 / 3} v_{1} u^{-11 / 12}  \tag{4.54}\\
& -\frac{19 \tilde{a}_{k}^{2}}{90 \cdot 2^{2 / 3} \cdot 3^{1 / 3}} u^{-13 / 12}+O\left(u^{-15 / 12}\right)
\end{align*}
$$

By (2.26), $u=2^{2 m} L_{m} n\left[1+O\left(n^{-2}\right)\right]=\frac{4}{3} n\left[1+O\left(n^{-2}\right)\right]$ when $v(x)=x^{2 m}$. Hence, if $v_{1}=0$, then (4.54) agrees with the formula recently given by Bo and Wong [2], except for the order estimate of the remainder.

When $m \geq 3,1 / 2 m-4 / 3 \leq-(1+1 / 2 m)$. Thus (4.35) and (4.46) give only a three-term expansion

$$
\begin{align*}
x_{n, k}= & u^{1 / 2 m}+2^{-1 / 3}\left(\frac{A_{n}(\lambda)}{\lambda^{2 m-1}}\right)^{-2 / 3} \tilde{a}_{k} u^{-2 / 3+1 / 2 m} \\
& +\frac{1}{2}\left(\frac{A_{n}(\lambda)}{\lambda^{2 m-1}}\right)^{-1} u^{-1+1 / 2 m}+O\left(u^{-1-1 / 2 m}\right) \tag{4.55}
\end{align*}
$$

Note that $\lambda=2 a_{n}, u=\left(2 a_{n}\right)^{2 m}$, and the quantity $X_{n}$ in (1.15) satisfies

$$
\begin{equation*}
X_{n} \approx \lambda+\frac{1}{2 A_{n}(\lambda)}=u^{1 / 2 m}+\frac{1}{2}\left(\frac{A_{n}(\lambda)}{\lambda^{2 m-1}}\right)^{-1} u^{-1+1 / 2 m} \tag{4.56}
\end{equation*}
$$

Since $\tilde{a}_{k}=-i_{k} / 3^{1 / 3}$, our result (4.55) indeed agrees with (1.15) and (1.16) conjectured by Chen and Ismail [3].

Substituting (4.48) into (4.55), we obtain the second main result of this paper.
THEOREM 4.1. Let the zeros of the polynomial $p_{n}(x)$ be enumerated in decreasing order: $-\infty<x_{n, n}<\cdots<x_{n, 2}<x_{n, 1}<\infty$, and let $u=\left(2 a_{n}\right)^{2 m}$. For each fixed $k$, we have
$x_{n, k}=u^{1 / 2 m}+2^{-1 / 3} \sigma_{n}(u)^{-2 / 3} \tilde{a}_{k} u^{-2 / 3+1 / 2 m}+\frac{1}{2} \sigma_{n}(u)^{-1} u^{-1+1 / 2 m}+O\left(u^{-1-1 / 2 m}\right)$,
where

$$
\sigma_{n}(u)=\sum_{k=1}^{m} k^{2} v_{k} 2^{-2 k+1}\binom{2 k}{k} u^{-1+k / m}
$$

and

$$
\begin{equation*}
u=2^{2 m} L_{m} n\left[1+\sum_{k=1}^{m} \tau_{k} n^{-k / m}+O\left(n^{-1-1 / m}\right)\right] \tag{4.57}
\end{equation*}
$$

The coefficients $\tau_{k}$ in (4.57) can be determined by (3.23). Furthermore, if $m=2$, then we have the five-term expansion (4.54).
5. The case $\boldsymbol{v}(\boldsymbol{x})=\boldsymbol{x}^{2 m}$. In this section, we consider only the special case $v(x)=x^{2 m}$. Although special, this is an important case. Here we observe that (2.22) and (2.23) simplify to

$$
\begin{equation*}
A_{n}(x)=2 a_{n} m \sum_{l=0}^{m-1} x^{2 m-2 l-2} c_{n, 0,2 l} \tag{5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{n}(x)=2 a_{n} m \sum_{l=0}^{m-2} x^{2 m-2 l-3} c_{n, 1,2 l+1} . \tag{5.2}
\end{equation*}
$$

Thus, instead of (2.24), we have (2.26):

$$
\begin{equation*}
a_{n}=\left(L_{m} n\right)^{1 / 2 m}\left[1+\frac{\eta}{n^{2}}+O\left(\frac{1}{n^{4}}\right)\right], \quad n \rightarrow \infty \tag{5.3}
\end{equation*}
$$

Let $\lambda=2 a_{n}$ and $u=\lambda^{2 m}$. Then

$$
\begin{equation*}
u=2^{2 m} L_{m} n\left[1+\frac{2 m \eta}{n^{2}}+O\left(\frac{1}{n^{4}}\right)\right] \tag{5.4}
\end{equation*}
$$

Note that the order estimate in (5.3) is much better than that in (2.24). As a result, (2.29) becomes

$$
\begin{equation*}
a_{n-j}=a_{n}\left[1-\frac{j}{2 m n}+O\left(\frac{1}{n^{2}}\right)\right] \tag{5.5}
\end{equation*}
$$

and (2.30) becomes

$$
\begin{equation*}
c_{n, k, l}=\binom{l}{\frac{1}{2}(k+l)} a_{n}^{l}\left[1+\frac{\tilde{c}_{k, l}}{2 m n}+O\left(\frac{1}{n^{2}}\right)\right] . \tag{5.6}
\end{equation*}
$$

Furthermore, all capital $O$ s in sections 2-4 such as

$$
O\left(\frac{1}{n^{1+1 / m}}\right), \quad O\left(\frac{1}{\lambda^{2 m+2}}\right), \quad \text { and } \quad O\left(\frac{1}{u^{1+1 / m}}\right)
$$

are to be replaced by

$$
O\left(\frac{1}{n^{2}}\right), \quad O\left(\frac{1}{\lambda^{4 m}}\right), \quad \text { and } \quad O\left(\frac{1}{u^{2}}\right)
$$

respectively.
Because of these changes, we now have

$$
\begin{align*}
& A_{n}(\lambda w)=m \lambda^{2 m-1} \sum_{l=0}^{m-1} w^{2 m-2 l-2} 2^{-2 l}\binom{2 l}{l}\left[1+\frac{\tilde{d}_{2 l}}{\lambda^{2 m}}+O\left(\frac{1}{\lambda^{4 m}}\right)\right]  \tag{5.7}\\
& B_{n}(\lambda w)=m \lambda^{2 m-1} \sum_{l=0}^{m-2} w^{2 m-2 l-3} 2^{-2 l-1}\binom{2 l+1}{l+1}\left[1+\frac{\tilde{d}_{2 l+1}}{\lambda^{2 m}}+O\left(\frac{1}{\lambda^{4 m}}\right)\right]
\end{align*}
$$

$$
\begin{equation*}
A_{n-1}(\lambda w) \frac{a_{n}}{a_{n-1}}=m \lambda^{2 m-1} \sum_{l=0}^{m-1} w^{2 m-2 l-2} 2^{-2 l}\binom{2 l}{l}\left[1+\frac{\tilde{d}_{2 l}^{\prime}}{\lambda^{2 m}}+O\left(\frac{1}{\lambda^{4 m}}\right)\right] \tag{5.9}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{n}^{\prime}(\lambda w)=2 m \lambda^{2 m-2} \sum_{l=0}^{m-2}(m-l-1) w^{2 m-2 l-3} 2^{-2 l}\binom{2 l}{l}\left[1+\frac{\tilde{d}_{2 l}}{\lambda^{2 m}}+O\left(\frac{1}{\lambda^{4 m}}\right)\right] \tag{5.10}
\end{equation*}
$$

instead of some of the equations in section 2 such as (2.33) and (2.34). Let us rewrite (5.7) in the form

$$
\begin{align*}
\frac{A_{n}(\lambda w)}{\lambda^{2 m-1}}= & m \sum_{l=0}^{m-1} w^{2 m-2 l-2} 2^{-2 l}\binom{2 l}{l} \\
& +\frac{2^{2 m} L_{m}}{2}\left[\sum_{l=1}^{m-1} w^{2 m-2 l-2} 2^{-2 l}\binom{2 l}{l} \tilde{c}_{0,2 l}\right] u^{-1}+O\left(u^{-2}\right) \tag{5.11}
\end{align*}
$$

Here use has been made of the facts that $\tilde{d}_{0}=0$ and $\tilde{d}_{2 l}=2^{2 m} L_{m} \tilde{c}_{0,2 l} / 2 m$. For convenience, we put

$$
\bar{A}_{0}(w)=m \sum_{l=0}^{m-1} w^{2 m-2 l-2} 2^{-2 l}\binom{2 l}{l}
$$

and

$$
\bar{A}_{1}(w)=\frac{2^{2 m} L_{m}}{2}\left[\sum_{l=1}^{m-1} w^{2 m-2 l-2} 2^{-2 l}\binom{2 l}{l} \tilde{c}_{0,2 l}\right]
$$

so that (5.11) becomes

$$
\begin{equation*}
\frac{A_{n}(\lambda w)}{\lambda^{2 m-1}}=\bar{A}_{0}(w)+\bar{A}_{1}(w) u^{-1}+O\left(u^{-2}\right) \tag{5.12}
\end{equation*}
$$

Inserting (5.12) in (2.56), and reexpanding, we get

$$
\begin{equation*}
\zeta=\zeta(\lambda, w)=\bar{\zeta}_{0}(w)+\bar{\zeta}_{1}(w) u^{-1}+O\left(u^{-2}\right) \tag{5.13}
\end{equation*}
$$

where $\bar{\zeta}_{0}(w)=\zeta_{\infty}(w)$ is given in (2.60), that is,

$$
\bar{\zeta}_{0}(w)= \begin{cases}{\left[\frac{3}{2} m \sum_{l=0}^{m-1} 2^{-2 l}\binom{2 l}{l} \int_{1}^{w} \sqrt{t^{2}-1} t^{2 m-2 l-2} d t\right]^{2 / 3},} & w \geq 1  \tag{5.14}\\ -\left[\frac{3}{2} m \sum_{l=0}^{m-1} 2^{-2 l}\binom{2 l}{l} \int_{w}^{1} \sqrt{1-t^{2}} t^{2 m-2 l-2} d t\right]^{2 / 3}, & |w|<1\end{cases}
$$

and

$$
\bar{\zeta}_{1}(w)= \begin{cases}\frac{2^{2 m} L_{m}}{2 \bar{\zeta}_{0}^{1 / 2}} \sum_{l=1}^{m-1} 2^{-2 l} \tilde{c}_{0,2 l}\binom{2 l}{l} \int_{1}^{w} \sqrt{t^{2}-1} t^{2 m-2 l-2} d t, & w \geq 1  \tag{5.15}\\ -\frac{2^{2 m} L_{m}}{2\left(-\bar{\zeta}_{0}\right)^{1 / 2}} \sum_{l=1}^{m-1} 2^{-2 l} \tilde{c}_{0,2 l}\binom{2 l}{l} \int_{w}^{1} \sqrt{1-t^{2}} t^{2 m-2 l-2} d t, & |w|<1\end{cases}
$$

We now return to (2.68). A combination of (2.62), (2.55), and (2.53) gives

$$
\Phi(\zeta)= \begin{cases}\frac{1}{2 \zeta^{1 / 2}} \int_{1}^{w} \frac{\lambda^{2 m-1} H_{1}(\lambda, t)}{\left(t^{2}-1\right)^{1 / 2} A_{n}(\lambda t)} d t, & w>1  \tag{5.16}\\ \frac{1}{2(-\zeta)^{1 / 2}} \int_{w}^{1} \frac{\lambda^{2 m-1} H_{1}(\lambda, t)}{\left(1-t^{2}\right)^{1 / 2} A_{n}(\lambda t)} d t, & |w|<1\end{cases}
$$

Recall that ${\tilde{d^{\prime}}}^{\prime}{ }_{2 l}=\tilde{d}_{2 l}-l 2^{2 m} L_{m} / m$. Hence, by (5.7) and (5.9),

$$
\begin{equation*}
\lambda\left[A_{n}(\lambda w)-A_{n-1}(\lambda w) \frac{a_{n}}{a_{n-1}}\right]=2^{2 m} L_{m} \sum_{l=0}^{m-1} w^{2 m-2 l-2} 2^{-2 l} l\binom{2 l}{l}+O\left(\frac{1}{\lambda^{2 m}}\right) \tag{5.17}
\end{equation*}
$$

Similarly, we obtain

$$
\begin{equation*}
\lambda w\left[B_{n}(\lambda w)-B_{n+1}(\lambda w)\right]=-2^{2 m} L_{m} \sum_{l=1}^{m-1} w^{2 m-2 l} 2^{-2 l} 2 l\binom{2 l-1}{l}+O\left(\frac{1}{\lambda^{2 m}}\right) \tag{5.18}
\end{equation*}
$$

cf. (2.39) and (2.40). Since $H_{1}(\lambda, w)=\lambda^{-2 m} U_{1}(\lambda w, n)$, combining the last two equations with (2.47), we have

$$
\begin{equation*}
\frac{\lambda^{2 m-1} H_{1}(\lambda, w)}{A_{n}(\lambda w)}=2^{2 m} L_{m}\left(1-w^{2}\right) \sum_{l=1}^{m-1} w^{2 m-2 l-2} 2^{-2 l} l\binom{2 l}{l}-1+O\left(u^{-1}\right) \tag{5.19}
\end{equation*}
$$

Inserting (5.19) in (5.16) gives
$\Phi(\zeta)= \begin{cases}-\frac{2^{2 m} L_{m}}{2 \zeta^{1 / 2}} \sum_{l=1}^{m-1} 2^{-2 l} l\binom{2 l}{l} \int_{1}^{w} \sqrt{t^{2}-1} t^{2 m-2 l-2} d t-\frac{\cosh ^{-1} w}{2 \zeta^{1 / 2}}+O\left(u^{-1}\right), \quad w>1, \\ \frac{2^{2 m} L_{m}}{2(-\zeta)^{1 / 2}} \sum_{l=1}^{m-1} 2^{-2 l} l\binom{2 l}{l} \int_{w}^{1} \sqrt{1-t^{2}} t^{2 m-2 l-2} d t-\frac{\cos ^{-1} w}{2(-\zeta)^{1 / 2}}+O\left(u^{-1}\right), \quad|w|<1 .\end{cases}$
Since $\zeta(\lambda, w)=\bar{\zeta}_{0}(w)+\bar{\zeta}_{1}(w) u^{-1}+O\left(u^{-2}\right)$, it follows that

$$
\begin{equation*}
\Phi(\zeta)=\Phi_{0}(w)+O\left(u^{-1}\right) \tag{5.20}
\end{equation*}
$$

where
$\Phi_{0}(w)= \begin{cases}-\frac{2^{2 m} L_{m}}{2 \bar{\zeta}_{0}^{1 / 2}} \sum_{l=1}^{m-1} 2^{-2 l} l\binom{2 l}{l} \int_{1}^{w} \sqrt{t^{2}-1} t^{2 m-2 l-2} d t-\frac{\cosh ^{-1} w}{2 \bar{\zeta}_{0}^{1 / 2}}, & w>1, \\ \frac{2^{2 m} L_{m}}{2\left(-\bar{\zeta}_{0}\right)^{1 / 2}} \sum_{l=1}^{m-1} 2^{-2 l} l\binom{2 l}{l} \int_{w}^{1} \sqrt{1-t^{2}} t^{2 m-2 l-2} d t-\frac{\cos ^{-1} w}{2\left(-\bar{\zeta}_{0}\right)^{1 / 2}}, & |w|<1 .\end{cases}$
If we let

$$
\begin{equation*}
\bar{\Phi}_{0}(w)=\Phi_{0}(w)+\bar{\zeta}_{1}(w) \tag{5.21}
\end{equation*}
$$

then

$$
\begin{equation*}
X(\zeta)=u^{2 / 3} \zeta+\frac{\Phi(\zeta)}{u^{1 / 3}}=u^{2 / 3} \bar{\zeta}_{0}+\frac{\bar{\Phi}_{0}(w)}{u^{1 / 3}}+O\left(u^{-4 / 3}\right) \tag{5.22}
\end{equation*}
$$

By the mean-value theorem,

$$
\begin{equation*}
\operatorname{Ai}(X(\zeta))=\operatorname{Ai}\left(u^{2 / 3} \bar{\zeta}_{0}+\frac{\bar{\Phi}_{0}}{u^{1 / 3}}\right)+O\left(u^{-4 / 3}\right) \tag{5.23}
\end{equation*}
$$

Using (5.3) instead of (2.24), the results in (3.8) and (3.38) can be improved to read

$$
p_{n}(0)=(-1)^{n / 2} A_{2} n^{-\frac{1}{4 m}}\left[1+O\left(n^{-1}\right)\right]
$$

and

$$
C(n)=A n^{-1 / 4 m} u^{1 / 4 m-1 / 3}\left[1+O\left(u^{-1}\right)\right]
$$

respectively. Therefore, (3.55) becomes

$$
\begin{align*}
p_{n}(x) e^{-v(x) / 2}= & L_{m}^{-1 / 4 m} n^{-1 / 4 m} u^{1 / 6}\left(\frac{\zeta}{w^{2}-1}\right)^{1 / 4}\{\operatorname{Ai}(X(\zeta))  \tag{5.24}\\
& \left.+O\left(\varepsilon_{1}(\lambda, \zeta)\right)\right\}\left[1+O\left(u^{-1}\right)\right]
\end{align*}
$$

Since $\varepsilon_{1}(\lambda, \zeta)=O\left(u^{-1}\right)$ uniformly for $w \in[-1+\varepsilon, M]$, we get

$$
\begin{equation*}
p_{n}(x) e^{-v(x) / 2}=L_{m}^{-1 / 4 m} n^{-1 / 4 m} u^{1 / 6}\left(\frac{\zeta}{w^{2}-1}\right)^{1 / 4}\left\{\operatorname{Ai}(X(\zeta))+O\left(u^{-1}\right)\right\} \tag{5.25}
\end{equation*}
$$

When $w \in[-1+\varepsilon, 1-\varepsilon]$, we have the sharper estimate $\varepsilon_{1}(\lambda, \zeta)=O\left(u^{-7 / 6}\right)$. Since $X(\zeta)=u^{2 / 3} \zeta(1+\Phi(\zeta) / u)=O\left(u^{2 / 3}\right)$ when $\zeta \in\left[\zeta_{\infty}(-1+\varepsilon), \zeta_{\infty}(1-\varepsilon)\right]$, we also have $\operatorname{Ai}(X(\zeta))=O\left(u^{-1 / 6}\right)$. Substituting these into (5.24) gives

$$
\begin{equation*}
p_{n}(x) e^{-v(x) / 2}=L_{m}^{-1 / 4 m} n^{-1 / 4 m} u^{1 / 6}\left(\frac{\zeta}{w^{2}-1}\right)^{1 / 4}\left\{\operatorname{Ai}(X(\zeta))+O\left(u^{-7 / 6}\right)\right\} \tag{5.26}
\end{equation*}
$$

uniformly for $w \in[-1+\varepsilon, 1-\varepsilon]$.
Inserting (5.4), (5.13), and (5.23) in (5.25) and (5.26), we obtain the following theorem.

THEOREM 5.1. When $v(x)=x^{2 m}$, the asymptotic formula

$$
\begin{align*}
p_{n}(x) e^{-x^{2 m} / 2}= & 2^{m / 3} L_{m}^{1 / 6-1 / 4 m} n^{1 / 6-1 / 4 m}\left(\frac{\bar{\zeta}_{0}}{w^{2}-1}\right)^{1 / 4}  \tag{5.27}\\
& \cdot\left\{\operatorname{Ai}\left(u^{2 / 3} \bar{\zeta}_{0}+\frac{\bar{\Phi}_{0}}{u^{1 / 3}}\right)+O\left(u^{-1}\right)\right\}
\end{align*}
$$

holds uniformly for $w \in[-1+\varepsilon, M]$. Furthermore, we have

$$
\begin{align*}
p_{n}(x) e^{-x^{2 m} / 2}= & 2^{m / 3} L_{m}^{1 / 6-1 / 4 m} n^{1 / 6-1 / 4 m}\left(\frac{\bar{\zeta}_{0}}{w^{2}-1}\right)^{1 / 4}  \tag{5.28}\\
& \cdot\left\{\operatorname{Ai}\left(u^{2 / 3} \bar{\zeta}_{0}+\frac{\bar{\Phi}_{0}}{u^{1 / 3}}\right)+O\left(u^{-7 / 6}\right)\right\}
\end{align*}
$$

holding uniformly for $w \in[-1+\varepsilon, 1-\varepsilon]$. Here $\bar{\zeta}_{0}$ and $\bar{\Phi}_{0}$ are defined, respectively, in (5.14) and (5.21), and $u$ is given in (5.4).

Note that $\tilde{c}_{0,2}=1$, and hence that when $m=2$,

$$
\bar{\Phi}_{0}(w)= \begin{cases}-\frac{1}{2 \bar{\zeta}_{0}^{1 / 2}} \cosh ^{-1} w, & w>1 \\ -\frac{1}{2\left(-\bar{\zeta}_{0}\right)^{1 / 2}} \cos ^{-1} w, & |w|<1\end{cases}
$$

Thus we can easily check that our result coincides with that given by Bo and Wong [2].
To conclude the paper, we consider the zeros of $p_{n}(x)$ when $v(x)=x^{2 m}$. Putting $w=1$ in (5.19), we have

$$
\frac{\lambda^{2 m-1} H_{1}(\lambda, 1)}{A_{n}(\lambda)}=-1+O\left(u^{-1}\right)
$$

Comparing it with (4.32), we obtain

$$
\Phi(0)=-2^{-2 / 3}\left(\frac{A_{n}(\lambda)}{\lambda^{2 m-1}}\right)^{-1 / 3}+O\left(\lambda^{-2 m}\right)
$$

cf. (4.33). As in section 4, we insert it in (4.24) to get

$$
\begin{equation*}
\zeta_{n, k}=\tilde{a}_{k} u^{-2 / 3}+2^{-2 / 3}\left(\frac{A_{n}(\lambda)}{\lambda^{2 m-1}}\right)^{-1 / 3} u^{-1}+O\left(u^{-5 / 3}\right) \tag{5.29}
\end{equation*}
$$

where $\zeta_{n, k}=\zeta\left(\lambda, w_{n, k}\right), x_{n, k}=\lambda w_{n, k}$, and $x_{n, k}$ is the $k$ th zero of $p_{n}(x)$. By inversion,

$$
\begin{equation*}
x_{n, k}=u^{1 / 2 m} \Omega\left\{\tilde{a}_{k} u^{-2 / 3}+2^{-2 / 3}\left(\frac{A_{n}(\lambda)}{\lambda^{2 m-1}}\right)^{-1 / 3} u^{-1}\right\}+O\left(u^{-5 / 3+1 / 2 m}\right) \tag{5.30}
\end{equation*}
$$

cf. (4.35). Note that (4.46) always holds. Hence

$$
\begin{align*}
x_{n, k}= & u^{1 / 2 m}+2^{-1 / 3}\left(\frac{A_{n}(\lambda)}{\lambda^{2 m-1}}\right)^{-2 / 3} \tilde{a}_{k} u^{-2 / 3+1 / 2 m}+\frac{1}{2}\left(\frac{A_{n}(\lambda)}{\lambda^{2 m-1}}\right)^{-1} u^{-1+1 / 2 m} \\
& -\frac{\sqrt{2}}{10}\left[\frac{A_{n}(\lambda)}{\lambda^{2 m-1}}+\frac{4 A_{n}^{\prime}(\lambda)}{\lambda^{2 m-2}}\right]\left[\frac{\sqrt{2} A_{n}(\lambda)}{\lambda^{2 m-1}}\right]^{-7 / 3} \tilde{a}_{k}^{2} u^{-4 / 3+1 / 2 m}+O\left(u^{-5 / 3+1 / 2 m}\right) \tag{5.31}
\end{align*}
$$

Since (5.7) and (5.10) can be written as

$$
\frac{A_{n}(\lambda w)}{\lambda^{2 m-1}}=m \sum_{l=0}^{m-1} w^{2 m-2 l-2} 2^{-2 l}\binom{2 l}{l}+O\left(\frac{1}{\lambda^{2 m}}\right)
$$

and

$$
\frac{A_{n}^{\prime}(\lambda w)}{\lambda^{2 m-2}}=2 m \sum_{l=0}^{m-2}(m-l-1) w^{2 m-2 l-3} 2^{-2 l}\binom{2 l}{l}+O\left(\frac{1}{\lambda^{2 m}}\right)
$$

putting $w=1$ and using (4.50) and (4.51), we have

$$
\begin{equation*}
\frac{A_{n}(\lambda)}{\lambda^{2 m-1}}=2^{-2 m+1} m L_{m}^{-1}+O\left(u^{-1}\right) \tag{5.32}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{A_{n}^{\prime}(\lambda)}{\lambda^{2 m-2}}=\frac{4}{3} 2^{-2 m+1} m(m-1) L_{m}^{-1}+O\left(u^{-1}\right) \tag{5.33}
\end{equation*}
$$

where we have also made use of (2.25). Substituting (5.32) and (5.33) into (5.31), we obtain

$$
\begin{align*}
x_{n, k}= & u^{1 / 2 m}+\frac{2^{(4 m-1) / 3}}{(2 m)^{2 / 3}} L_{m}^{2 / 3} \tilde{a}_{k} u^{-2 / 3+1 / 2 m}+\frac{2^{2 m} L_{m}}{4 m} u^{-1+1 / 2 m}  \tag{5.34}\\
& -\frac{16 m-13}{120} \frac{2^{8 m / 3}}{m^{4 / 3}} L_{m}^{4 / 3} \tilde{a}_{n}^{2} u^{-4 / 3+1 / 2 m}+O\left(u^{-5 / 3+1 / 2 m}\right)
\end{align*}
$$

By (5.4), (5.34) can be rewritten in the form

$$
\begin{align*}
x_{n, k}= & 2\left(L_{m} n\right)^{1 / 2 m}+\frac{L_{m}^{1 / 2 m}}{m^{2 / 3}} \tilde{a}_{k} n^{-2 / 3+1 / 2 m}+\frac{L_{m}^{1 / 2 m}}{2 m} n^{-1+1 / 2 m}  \tag{5.35}\\
& -\frac{(16 m-13) L_{m}^{1 / 2 m}}{60 m^{4 / 3}} \tilde{a}_{n}^{2} n^{-4 / 3+1 / 2 m}+O\left(n^{-5 / 3+1 / 2 m}\right)
\end{align*}
$$
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#### Abstract

We introduce a nonlinear refinement subdivision scheme based on median-interpolation. The scheme constructs a polynomial interpolating adjacent block medians of an underlying object. The interpolating polynomial is then used to impute block medians at the next finer triadic scale. Perhaps surprisingly, expressions for the refinement operator can be obtained in closed-form for the scheme interpolating by polynomials of degree $D=2$. Despite the nonlinearity of this scheme, convergence and regularity can be established using techniques reminiscent of those developed in analysis of linear refinement schemes.

The refinement scheme can be deployed in multiresolution fashion to construct a nonlinear pyramid and an associated forward and inverse transform. In this paper we discuss the basic properties of these transforms and their possible use in removing badly non-Gaussian noise. Analytic and computational results are presented to show that in the presence of highly non-Gaussian noise, the coefficients of the nonlinear transform have much better properties than traditional wavelet coefficients.


Key words. pyramid transform, subdivision scheme, wavelet, median, robust statistics, nonlinear analysis, interpolation

AMS subject classifications. 26A15, 26A16, 26A18, 26A27, 39B05, 41A05, 41A46, 42C40, 94A12, 62G05, 62G35

## PII. S0036141097330294

1. Introduction. Recent theoretical studies $[14,13]$ have found that the orthogonal wavelet transform offers a promising approach to noise removal. They assume that one has noisy samples of an underlying function $f$

$$
\begin{equation*}
y_{i}=f\left(t_{i}\right)+\sigma z_{i}, i=1, \ldots, n \tag{1.1}
\end{equation*}
$$

where $\left(z_{i}\right)_{i=1}^{n}$ is a standard Gaussian white noise and $\sigma$ is the noise level. In this setting, they show that one removes noise successfully by applying a wavelet transform, thresholding the wavelet coefficients, and inverting the transform. Here "success" means near-asymptotic minimaxity over a broad range of classes of smooth $f$. Other efforts $[20,17]$ have shown that the Gaussian noise assumption can be relaxed slightly; in the presence of non-Gaussian noise that is not too heavy-tailed (e.g., the density has sufficiently rapid decay at $\pm \infty$ ), one can use level-dependent thresholds which are somewhat higher than in the Gaussian case and continue to obtain near-minimax results.
1.1. Strongly non-Gaussian noise. In certain settings, data exhibit strongly non-Gaussian noise distributions; examples include analogue telephony [30], radar signal processing [1], and laser radar imaging [19]. By strongly non-Gaussian we mean subject to very substantial deviations much more frequently than under Gaussian assumptions.

[^49]Thresholding of linear wavelet transforms does not work well with strongly nonGaussian noise. Consider model (1.1) in a specific case: let ( $z_{i}$ ) be independently and identically Cauchy distributed. The Cauchy distribution has no moments $\int x^{\ell} f(x) d x$ for $\ell=1,2, \ldots$, in particular neither mean nor variance.

Under this model, typical noise realizations $\left(z_{i}\right)_{i=1}^{n}$ contain a few astonishingly large observations: the largest observation is of size $O(n)$. (In comparison, for Gaussian noise, the largest observation is of size $O(\sqrt{\log (n)})$.) Moreover, a linear wavelet transform of independently and identically distributed (i.i.d.) Cauchy noise does not result in independent, nor identically distributed wavelet coefficients. In fact, coefficients at coarser scales are more likely to be affected by the perturbing influence of the few large noise values, and so one sees a systematically larger stochastic dispersion of coefficients at coarse scales. Invariance of distribution across scale and $O(\sqrt{\log (n)})$ behavior of maxima are fundamental to the results on wavelet denoising in [13, 14]. The Cauchy situation therefore lacks key quantitative properties which were used in denoising in the Gaussian case.

It is not just that this situation lacks properties which would make the proofs "go through." If we try to apply ideas which were successful under Gaussian theory we meet with abject failure, as simple computational examples given later will illustrate.
1.2. Median-interpolating pyramid transform. Motivated by this situation, this paper develops a kind of nonlinear "wavelet transform." The need to abandon linearity is clear a priori. It is well known that linearity of approach is essentially tantamount to a Gaussian assumption and that non-Gaussian assumptions typically lead to highly nonlinear approaches. For example, maximum likelihood estimators in classical statistical models are often linear in the Gaussian case, but highly nonlinear under Cauchy and similar assumptions.

Central to our approach is the notion of median-interpolating (MI) refinement scheme. Given data about the medians of an object on triadic blocks at a coarse scale, we predict the medians of triadic blocks at the next finer scale. We do this by finding a median-interpolating polynomial - a polynomial with the same coarse-scale block medians - and then calculating the block medians of this polynomial for blocks at the next finer scale. The procedure is nonlinear: the interpolating polynomial is a nonlinear functional of the coarse-scale medians; and the imputed finer-scale medians are nonlinear functionals of the interpolating polynomial. Perhaps surprisingly, in the case of interpolation by quadratic polynomials, the interpolating polynomial and its finer-scale medians can both be found in closed-form.

Using MI refinement, we can build forward and inverse transforms which can be computed rapidly and which exhibit favorable robustness and regularity properties.

The forward transform deploys the median in a multiresolution pyramid; it computes "block medians" over all triadic cells. MI refinement is used to predict medians of finer-scale blocks from coarser-scale blocks; the resulting prediction errors are recorded as transform coefficients.

The inverse transform undoes this process; using coarser-scale coefficients it builds MI predictions of finer-scale coefficients; adding in the prediction errors recorded in the transform array leads to exact reconstruction.

This way of building transforms from refinement schemes is similar to the way interpolating wavelet transforms are built from Deslauriers-Dubuc interpolating schemes in [9] and in the way biorthogonal wavelet transforms are built from averageinterpolating refinement in [10]. The basic idea is to use data at coarser scales to predict data at finer scales and to record the prediction errors as coefficients asso-
ciated with the finer scales. Despite structural similarities our MI-based transforms exhibit important differences:

- Both the forward and inverse transforms can be nonlinear;
- The transforms are based on a triadic pyramid and a 3-to-1 decimation scheme;
- The transforms are expansive (they map $n$ data into $\sim 3 / 2 n$ coefficients).

Terminologically, because the forward transform is expansive, it should be called a pyramid transform rather than a wavelet transform. We call the transform itself the median-interpolating pyramid transform (MIPT).

The bulk of our paper is devoted to analysis establishing two key properties of these transforms.

- Regularity. Take block medians at a single level and refine to successively finer and finer levels using the quadratic polynomial MI scheme. Detailed analysis shows that the successive refinements converge uniformly to a continuous limit with Hölder- $\alpha$ regularity for some $\alpha>0$. We prove that $\alpha>.0997$ and we give computational and analytical evidence pointing to $\alpha>1-\epsilon$ for all $\epsilon>0$.
This result shows that MIPT has important similarities to linear wavelet and pyramid transforms. For example, it provides a notion of nonlinear multiresolution analysis: just as in the linear MRA case, one can decompose an object into "resolution levels" and examine the contributions of different levels separately; each level contributes a regular curve oscillating with wavelength comparable to the given resolution, with large oscillations in the spatial vicinity of significant features.
- Robustness. It is well known that the median is robust against heavy-tailed noise distributions [21, 22]. In the present setting this phenomenon registers as follows. We are able to derive thresholds for noise removal in the MIPT which work well for all distributions in rather large classes, irrespective of the heaviness of the tails. In particular, we show that at all but the finest scales, the same thresholds work for both Gaussian and Cauchy data. Hence a noise-removal scheme based on thresholding of MIPT coefficients depends only very weakly on assumptions about noise distribution.
There is considerable applied interest in developing median-based multiscale transforms, as one can see from $[2,23,28,29,26]$. The analysis we give here suggests that our framework will turn out to have strong theoretical justification and may provide applied workers with helpful new tools.
1.3. Contents. Section 2 introduces the notion of median-interpolating refinement, shows how one of the simplest instances may be computed efficiently, gives computational examples, and proves some basic properties. Section 3 establishes convergence and smoothness results for the quadratic median-interpolating refinement scheme. Section 4 develops a nonlinear pyramid transform and describes properties of transform coefficients. Proofs of these properties are recorded in section 6. Section 5 applies the pyramid transform to the problem of removing highly non-Gaussian noise.

2. Median-interpolating refinement schemes. In this section we describe a notion of two-scale refinement which is nonlinear in general, and which yields an interesting analogue of the refinement schemes occurring in the theory of biorthogonal wavelets.
2.1. Median-interpolation. Given a function $f$ on an interval $I$, let $\operatorname{med}(f \mid I)$ denote a median of $f$ for the interval $I$, defined by

$$
\begin{equation*}
\operatorname{med}(f \mid I)=\inf \{\mu: m(t \in I: f(t) \geq \mu) \geq m(t \in I: f(t) \leq \mu)\} \tag{2.1}
\end{equation*}
$$

where $m()$ denotes Lebesgue measure on $\mathbb{R}$.
Now suppose we are given a triadic array $\left\{m_{j, k}\right\}_{k=0}^{3^{j}-1}$ of numbers representing the medians of $f$ on the triadic intervals $I_{j, k}=\left[k 3^{-j},(k+1) 3^{-j}\right)$ :

$$
m_{j, k}=\operatorname{med}\left(f \mid I_{j, k}\right), \quad 0 \leq k<3^{j}, \quad j \geq 0 .
$$

The goal of median-interpolating refinement is to use the data at scale $j$ to infer behavior at the finer scale $j+1$, obtaining imputed medians of $f$ on intervals $I_{j+1, k}$. Obviously we are missing the information to impute perfectly; nevertheless we can try to do a reasonable job.

We employ polynomial-imputation. Starting from a fixed even integer $D$, it involves two steps.
[M1] (Interpolation). For each interval $I_{j, k}$, find a polynomial $\pi_{j, k}$ of degree $D=2 A$ satisfying the median-interpolation condition:

$$
\begin{equation*}
\operatorname{med}\left(\pi_{j, k} \mid I_{j, k+l}\right)=m_{j, k+l} \text { for }-A \leq l \leq A \tag{2.2}
\end{equation*}
$$

[M2] (Imputation). Obtain (pseudo-) medians at the finer scale by setting

$$
\begin{equation*}
\tilde{m}_{j+1,3 k+l}=\operatorname{med}\left(\pi_{j, k} \mid I_{j, 3 k+l}\right) \text { for } l=0,1,2 \tag{2.3}
\end{equation*}
$$

An example is given in Figure 2.1 for degree $D=2$. Some questions come up naturally:
[Q1] Is there a unique polynomial $\pi_{j, k}$ satisfying the nonlinear equations (2.2)?
[Q2] If so, is there an effective algorithm to find it?
[Q3] If so, what are the properties of such a procedure?
2.1.1. Average-interpolation. A scheme similar to the above, with "med" replaced by "ave," is relatively easy to study and provides useful background. Given a function $f$ on an interval $I$, write ave $(f \mid I)=|I|^{-1} \int_{I} f(t) d t$ for the average value of $f$ over the interval $I$. Now suppose we are given a triadic array $\left\{a_{j, k}\right\}_{k=0}^{3^{j}-1}$ of numbers representing the averages of $f$ on the triadic intervals $I_{j, k}$. Average-interpolating refinement uses the data at scale $j$ to impute behavior at the finer scale $j+1$, obtaining the (pseudo-) averages of $f$ on intervals $I_{j+1, k}$. Fix an even integer $D$, it runs as follows:
[A1] (Interpolation). For each interval $I_{j, k}$, find a polynomial $\pi_{j, k}$ of degree $D=2 A$ satisfying the average-interpolation condition:

$$
\begin{equation*}
\operatorname{ave}\left(\pi_{j, k} \mid I_{j, k+l}\right)=a_{j, k+l} \text { for }-A \leq l \leq A \tag{2.4}
\end{equation*}
$$

[A2] (Imputation). Obtain (pseudo-) cell averages at the finer scale by setting

$$
\begin{equation*}
\bar{a}_{j+1,3 k+l}=\operatorname{ave}\left(\pi_{j, k} \mid I_{j, 3 k+l}\right) \text { for } l=0,1,2 \tag{2.5}
\end{equation*}
$$

This type of procedure has been implemented and studied in (the dyadic case) [10, 11]. The analogues of questions [Q1]-[Q2] have straightforward "Yes" answers. For any degree $D$ one can find coefficients $c_{h, l}^{(D)}$ for which

$$
\begin{equation*}
\bar{a}_{j+1,3 k+l}=\sum_{h=-A}^{A} c_{h, l}^{(D)} a_{j, k+h}, \quad l=0,1,2 \tag{2.6}
\end{equation*}
$$



Fig. 2.1. Median-interpolation, $D=2$. The rectangular blocks surrounded by solid lines correspond to $m_{0,0}, m_{0,1}, m_{0,2}$, the blocks surrounded by thickened dashed lines correspond to imputed medians $\tilde{m}_{1,2}, \tilde{m}_{1,3}, \tilde{m}_{1,4}$, the parabola corresponds to the median-interpolant $\pi_{0,1}$.
exhibiting the fine-scale imputed averages $\bar{a}_{j+1, k}$ 's as linear functionals of the coarsescale averages $a_{j, k}$. Moreover, using analytic tools developed in wavelet theory [4] and in refinement subdivision schemes $[8,16]$ one can establish various nice properties of refinement by average-interpolation - see below.
2.1.2. $\boldsymbol{D}=\mathbf{0}$. We return to median-interpolation. The case $D=0$ is the simplest by far; in that case one is fitting a constant function $\pi_{j, k}(t)=$ Const. Hence $A=0$, and (2.2) becomes $\pi_{j, k}(t)=m_{j, k}$. The imputation step (2.3) then yields $m_{j+1,3 k+l}=m_{j, k}$ for $l=0,1,2$. Hence refinement proceeds by imputing a constant behavior at finer scales.
2.1.3. $\boldsymbol{D}=\mathbf{2}$. The next simplest case is $D=2$ and will be the focus of attention in this article. To apply (2.2) with $A=1$, we must find a quadratic polynomial solving

$$
\begin{equation*}
\operatorname{med}\left(\pi_{j, k} \mid I_{j, k+l}\right)=m_{j, k+l} \quad \text { for } \quad l=-1,0,1 \tag{2.7}
\end{equation*}
$$

In general this is a system of nonlinear equations. One can ask [Q1]-[Q3] above for this system. The answers come by studying the operator $\Pi_{(2)}: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ defined as the solution to the problem: given $\left[m_{1}, m_{2}, m_{3}\right]$, find $[a, b, c]$ such that the quadratic polynomial $\pi(x)=a+b x+c x^{2}$ satisfies

$$
\begin{equation*}
\operatorname{med}(\pi \mid[0,1])=m_{1} \tag{2.8}
\end{equation*}
$$

$$
\begin{align*}
& \operatorname{med}(\pi \mid[1,2])=m_{2}  \tag{2.9}\\
& \operatorname{med}(\pi \mid[2,3])=m_{3} \tag{2.10}
\end{align*}
$$

In this section, we work out explicit algebraic formulae for $\Pi_{(2)}$. It will follow from these that (2.7) has an unique solution, for every $m_{1}, m_{2}, m_{3}$, and that this solution is a Lipschitz function of the $m_{i}$.
$\Pi_{(2)}$ possesses two purely formal invariance properties which are useful below.

- Reversal equivariance. If $\Pi_{(2)}\left(m_{1}, m_{2}, m_{3}\right)=a+b x+c x^{2}$, then $\Pi_{(2)}\left(m_{3}, m_{2}\right.$, $\left.m_{1}\right)=a+b(3-x)+c(3-x)^{2}$.
- Affine equivariance. If $\Pi_{(2)}\left(m_{1}, m_{2}, m_{3}\right)=\pi$, then $\Pi_{(2)}\left(a+b m_{1}, a+b m_{2}, a+\right.$ $\left.b m_{3}\right)=a+b \pi$.
Reversal equivariance is, of course, tied to the fact that median-interpolation is a spatially symmetric operation. From affine equivariance, it follows that when $m_{2}-$ $m_{1} \neq 0$ we have

$$
\begin{align*}
\Pi_{(2)}\left(m_{1}, m_{2}, m_{3}\right) & =m_{1}+\Pi_{(2)}\left(0, m_{2}-m_{1}, m_{3}-m_{1}\right) \\
& =m_{1}+\left(m_{2}-m_{1}\right) \Pi_{(2)}\left(0,1,1+\frac{m_{3}-m_{2}}{m_{2}-m_{1}}\right) \tag{2.11}
\end{align*}
$$

Thus $\Pi_{(2)}$ is characterized by its action on very special triples; it is enough to study the univariate function $\Pi_{(2)}(0,1,1+d), d \in \mathbb{R}$. (The exceptional case when $m_{2}-m_{1}=0$ can be handled easily; see the discussion after the proof of Proposition 2.2.)

To translate (2.8)-(2.10) into manageable algebraic equations, we begin with the following proposition.

Proposition 2.1 (median-imputation, $D=2$ ). Suppose the quadratic polynomial $\pi(x)$ has its extremum at $x^{*}$. Let $s=q-p$.
[L] If $x^{*} \notin[p+s / 4, p+3 s / 4]$, then

$$
\begin{equation*}
\operatorname{med}(\pi(x) \mid[p, q])=\pi((p+q) / 2) \tag{2.12}
\end{equation*}
$$

[N] If $x^{*} \in[p+s / 4, p+3 s / 4]$, then

$$
\begin{equation*}
\operatorname{med}(\pi(x) \mid[p, q])=\pi\left(x^{*} \pm s / 4\right) \tag{2.13}
\end{equation*}
$$

Proof. We assume $x^{*}$ is a minimizer (the case of a maximizer being similar). The key fact is that $\pi(x)$, being a quadratic polynomial, is symmetric about $x^{*}$ and monotone increasing in $\left|x-x^{*}\right|$.

If $x^{*} \in[p+s / 4, p+3 s / 4]$, then $\left[x^{*}-s / 4, x^{*}+s / 4\right] \subseteq[p, q],\{x \in[p, q] \mid \pi(x) \leq$ $\left.\pi\left(x^{*} \pm s / 4\right)\right\}=\left[x^{*}-s / 4, x^{*}+s / 4\right]$. Thus $m\left\{x \in[p, q] \mid \pi(x) \leq \pi\left(x^{*} \pm s / 4\right)\right\}=s / 2=$ $m\left\{x \in[p, q] \mid \pi(x) \geq \pi\left(x^{*} \pm s / 4\right)\right\}$, which implies $\operatorname{med}(\pi(x) \mid[p, q])=\pi\left(x^{*} \pm s / 4\right)$.

If $x^{*}<p+s / 4$, then $\{x \in[p, q] \mid \pi(x) \leq \pi((p+q) / 2)\}=[p, p+s / 2]$ and $\{x \in[p, q] \mid \pi(x) \geq \pi((p+q) / 2)\}=[p+s / 2, q]$ have equal measure. Thus $\operatorname{med}(\pi(x) \mid[p, q])=\pi((p+q) / 2)$. The same conclusion holds when $x^{*}>p+3 s / 4$. Thus we have (2.12).

The two cases identified above will be called the "Linear" and "Nonlinear" cases. Equations (2.8)-(2.10) always give rise to a system of three algebraic equations in three variables $a, b, c$. Linearity refers to dependence on these variables. When (2.13) is invoked, $x^{*}=-b / 2 c$, and so the evaluation of $\pi$-at a location depending on $x^{*}$-is a nonlinear functional.

A similar division into cases occurs when we consider median-interpolation.
PROPOSITION 2.2 (median-interpolation, $D=2$ ). $\Pi_{(2)}(0,1,1+d)=a+b x+c x^{2}$ can be computed by the following formulae:
[N1] If $\frac{7}{3} \leq d \leq 5$, then $x^{*} \in\left[\frac{1}{4}, \frac{3}{4}\right]$, and

$$
\begin{equation*}
a=11+\frac{7}{2} d-\frac{5}{2} r, \quad b=-\frac{32}{3}-\frac{13}{3} d+\frac{8}{3} r, c=\frac{8}{3}+\frac{4}{3} d-\frac{2}{3} r, \tag{2.14}
\end{equation*}
$$

where $r=\sqrt{16+16 d+d^{2}}$.
[N2] If $\frac{1}{5} \leq d \leq \frac{3}{7}$, then $x^{*} \in\left[\frac{9}{4}, \frac{11}{4}\right]$, and

$$
\begin{equation*}
a=-\frac{3}{2}-2 d+\frac{1}{2} d-\frac{5}{2} r, b=-\frac{11}{3}+\frac{16}{3} d-\frac{4}{3} r, c=-\frac{4}{3}-\frac{8}{3} d+\frac{2}{3} r \tag{2.15}
\end{equation*}
$$

where $r=\sqrt{1+16 d+16 d^{2}}$.
[N3] If $-3 \leq d \leq-\frac{1}{3}$, then $x^{*} \in\left[\frac{5}{4}, \frac{7}{4}\right]$, and

$$
\begin{equation*}
a=-\frac{7}{12}+\frac{1}{12} d+\frac{r}{12}, \quad b=\frac{13}{10}-\frac{3}{10} d-\frac{r}{5}, c=-\frac{4}{15}+\frac{4}{15} d+\frac{r}{15} \tag{2.16}
\end{equation*}
$$

where $r=-\sqrt{1-62 d+d^{2}}$.
[L] In all other cases,

$$
\begin{equation*}
a=-\frac{7}{8}+\frac{3}{8} d, \quad b=2-d, c=-\frac{1}{2}+\frac{d}{2} . \tag{2.17}
\end{equation*}
$$

Proof. Fix a polynomial $\pi$. To calculate its block medians on blocks [0, 1], [1, 2], $[2,3]$, we can apply Proposition 2.1 successively to the choices $[p, q]=[0,1],[1,2]$, $[2,3]$. We see that either the extremum of $\pi$ lies in the middle half of one of the three intervals $[0,1],[1,2],[2,3]$ or it does not. If it does not lie in the middle half of any interval, the relation of the block medians to the coefficients is linear. If it does lie in the middle half of some interval, the relation of the block medians to the coefficients will be linear in two of the blocks-those where the extremum does not lie-and nonlinear in the block where the extremum does lie. Hence there are four basic cases to consider: (i) $x^{*} \in[1 / 4,3 / 4]$, (ii) $x^{*} \in[9 / 4,11 / 4]$, (iii) $x^{*} \in[5 / 4,7 / 4]$, and (iv) $x^{*} \notin[1 / 4,3 / 4] \cup[9 / 4,11 / 4] \cup[5 / 4,7 / 4]$. The first three involve some form of nonlinearity; the remaining case is linear.

Now to solve for a polynomial $\pi$ with prescribed block medians, we can see at this point that if we knew in advance the value of $x^{*}(\pi)$, we could identify one of cases (i)-(iv) as being operative. It is easy to set up for any one of these cases a system of algebraic equations defining the desired quadratic polynomial. By writing down the system explicitly and solving it, either by hand or with the assistance of an algebraic software tool, we can obtain explicit formulae for the coefficients $\pi$. This has been done for cases (i)-(iv) and results are recorded above in (2.14)-(2.17). We omit the detailed calculation.

At this point, we have identified four different cases relating polynomials to their block medians. Within a given case, the relationship between a polynomial and its block medians is one-one. However, it remains for the moment at least conceivable that for a given collection of block medians, there would be two different cases which gave the same block medians, and hence nonunique interpolation.

We are rescued by a small miracle: with six exceptions, a given set of block medians is consistent with exactly one of the four cases.

To understand this, note that each of the four cases, involving a hypothesis on $x^{*}$, is consistent with block medians $[0,1,1+d]$ only for a special set of values of $d$. We now proceed to identify the set of values of $d$ which may arise in each given case,
case by case (but out of numerical order). Starting with case (iv), we can show that if $x^{*} \notin[1 / 4,3 / 4] \cup[9 / 4,11 / 4] \cup[5 / 4,7 / 4]$, then the associated block medians $[0,1,1+d]$ must obey $d \notin[7 / 3,5] \cup[1 / 5,3 / 7] \cup[-3,-1 / 3]$. As we are in case (iv), formula (2.17) gives $\Pi_{(2)}(0,1,1+d)=(-7 / 8+3 / 8 d)+(2-d) x+((d-1) / 2) x^{2}$, and hence

$$
\begin{equation*}
x^{*}=(d-2) /(d-1) \tag{2.18}
\end{equation*}
$$

By a routine calculation, case (iv) and (2.18) combine to conclude that $d \notin[-3,-1 / 3] \cup$ $[1 / 5,3 / 7] \cup[7 / 3,5]$. For future reference, set $\mathcal{L}=([-3,-1 / 3] \cup[1 / 5,3 / 7] \cup[7 / 3,5])^{c}$.

Now turn to case (i); we can show that if $x^{*} \in[1 / 4,3 / 4]$, then the associated block medians $[0,1,1+d]$ must obey $d \in[7 / 3,5]$. As we are in case (i), formula (2.14) applies, and

$$
\begin{equation*}
x^{*}=\frac{32+13 d-8 \sqrt{16+16 d+d^{2}}}{4\left(4+2 d-\sqrt{16+16 d+d^{2}}\right)} \tag{2.19}
\end{equation*}
$$

This and $x^{*} \in[1 / 4,3 / 4]$ combine to conclude that $d \in[7 / 3,5]$. For future reference, set $\mathcal{N}_{1}=[7 / 3,5]$.

Similar calculations show that in case (ii) we have if $x^{*} \in[9 / 4,11 / 4]$, then the associated block medians $[0,1,1+d]$ must obey $d \in \mathcal{N}_{2} \equiv[1 / 5,3 / 7]$. Also in case (iii) we have if $x^{*} \in[5 / 4,7 / 4]$, then the associated block medians $[0,1,1+d]$ must obey $d \in \mathcal{N}_{3} \equiv[-3,-1 / 3]$.

We now have a collection of 4 sets: $\mathcal{L}$ and $\mathcal{N}_{i}, i=1,2,3$. The sets have disjoint interiors and together cover the whole range of possible values for $d$. For $d$ in the interior of one of these sets, exactly one of the four cases is able to generate the block medians $[0,1,1+d]$. The exceptional values of $d$, not in the interior of one of the sets, lie in the intersection of one of the nonlinear branches $\mathcal{N}_{i}$ and the linear branch $\mathcal{L}$. They are $-3,-1 / 3,1 / 5,3 / 7,7 / 3,5$. Analysis "by hand" shows that at each exceptional value of $d$, the formula for cases (iv) and the formula for the appropriate case (i)-(iii) give identical polynomials. Formally, one sees that if $a_{L}(d), b_{L}(d), c_{L}(d)$ denote formulas from one of the expressions (2.14)-(2.17) associated with an interval immediately to the left of an exceptional value ( $d_{E}$, say), and $a_{R}(d), b_{R}(d), c_{R}(d)$ denote corresponding formulas associated with the interval immediately to the right of that same exceptional value, then

$$
\lim _{d \uparrow d_{E}} a_{L}(d)=\lim _{d \downarrow d_{E}} a_{R}(d)
$$

and similarly for $b_{L}, b_{R}, c_{L}, c_{R}$.
Thus the formulas listed above cohere globally. Each individual formula gives $a(d)$, $b(d)$, and $c(d)$ valid on the hypothesis that $x^{*}$ lies in a certain range; but because of the continuous joining at the exceptional values, the different formulas combine to produce globally monotone functions of $d$. See Figure 2.2.

The degenerate case $m_{2}-m_{1}=0$ can be handled as follows: (i) if $m_{1}=m_{2}=$ $m_{3}$, then $\Pi_{(2)}\left(m_{1}, m_{2}, m_{3}\right)=m_{1}$; (ii) otherwise $m_{3}-m_{2} \neq 0$, then use reversal equivariance followed by the formulae in Proposition 2.2. Notice that [N1]-[N3] are nonlinear rules, whereas [L] is linear. Figure 2.2 illustrates the nonlinearity of $\Pi_{(2)}$. Panels (a)-(c) show $a(d), b(d)$, and $c(d)$, where $a(d)+b(d) x+c(d) x^{2}=\Pi_{(2)}(0,1, d+1)$. Panel (d) shows $\partial a / \partial d$. Proposition 2.2 implies that $\Pi_{(2)}$ is basically linear outside

$$
\begin{equation*}
\mathcal{N}=\left\{\left[m_{1}, m_{2}, m_{3}\right] \left\lvert\, \frac{m_{3}-m_{2}}{m_{2}-m_{1}} \in \mathcal{N}_{0}\right.\right\} \tag{2.20}
\end{equation*}
$$



Fig. 2.2. Nonlinearity structure of $\Pi_{(2)}$.
where

$$
\begin{equation*}
\mathcal{N}_{0}=[-3,-1 / 3] \cup[1 / 5,3 / 7] \cup[7 / 3,5] \tag{2.21}
\end{equation*}
$$

Precisely, if $\mu, \beta, a \mu+b \beta \in \mathcal{N}^{c}$, then

$$
\Pi_{(2)}(a \mu+b \beta)=a \Pi_{(2)}(\mu)+b \Pi_{(2)}(\beta)
$$

Figure 2.2(d) illustrates this point.
We now combine Propositions 2.1 and 2.2 to obtain closed-form expressions for the two-scale median-interpolating refinement operator in the quadratic case. First of all, Proposition 2.1 implies the well-posedness of median-interpolation in the case $D=2$. Hence there exists a median-interpolating refinement operator $Q: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ such that if $\pi=\pi_{j, k}$ is the fitted polynomial satisfying

$$
\begin{equation*}
\operatorname{med}\left(\pi \mid I_{j, k+l}\right)=m_{l} \text { for }-1 \leq l \leq 1 \tag{2.22}
\end{equation*}
$$

Then

$$
\begin{equation*}
Q\left(\left[m_{-1}, m_{0}, m_{1}\right]\right)=\left[\operatorname{med}\left(\pi \mid I_{j, 3 k}\right), \operatorname{med}\left(\pi \mid I_{j, 3 k+1}\right), \operatorname{med}\left(\pi \mid I_{j, 3 k+2}\right)\right] \tag{2.23}
\end{equation*}
$$

Note that the refinement calculation is independent of the scale and spatial indices $j$ and $k$, so $Q$ is indeed a map from $\mathbb{R}^{3}$ to $\mathbb{R}^{3}$.

The operator $Q$ shares two equivariance properties with $\Pi_{(2)}$ :

- Reversal equivariance.
$Q\left(m_{1}, m_{2}, m_{3}\right)=-\operatorname{reverse}\left(Q\left(-m_{3},-m_{2},-m_{1}\right)\right)$, where reverse $(p, q, r)=(r, q, p)$.
- Affine equivariance.

$$
Q\left(a+b m_{1}, a+b m_{2}, a+b m_{3}\right)=a+b Q\left(m_{1}, m_{2}, m_{3}\right) .
$$

$Q$ is characterized by its action on triplets $(0,1,1+d)$, since if $m_{2}-m_{1} \neq 0$,

$$
\begin{equation*}
Q\left(m_{1}, m_{2}, m_{3}\right)=m_{1}+\left(m_{2}-m_{1}\right) Q\left(0,1,1+\frac{m_{3}-m_{2}}{m_{2}-m_{1}}\right), \tag{2.24}
\end{equation*}
$$

while if $m_{2}-m_{1}=0$ and $m_{3}-m_{2} \neq 0$, then $Q\left(m_{1}, m_{2}, m_{3}\right)=\operatorname{reverse}\left(Q\left(m_{3}, m_{2}, m_{1}\right)\right)$ and $Q\left(m_{3}, m_{2}, m_{1}\right)$ can then be calculated from (2.24). Of course, when $m_{2}-m_{1}=$ $m_{3}-m_{2}=0, Q\left(m_{1}, m_{2}, m_{3}\right)=m_{1}$.

We now derive a closed-form expression for $Q(0,1,1+d)=\left(q_{1}(d), q_{2}(d), q_{3}(d)\right)$, say. By reversal equivariance, $q_{3}(d)=1+d-d q_{1}\left(\frac{1}{d}\right)$ if $d \neq 0$. If $d=0$, the medianinterpolant of $(0,1,1+d), \pi$, is given by [ L$]$ of Proposition 2.2 , with its maximum $x^{*}=2$. A simple calculation gives $q_{3}(0)=\pi\left(\frac{11}{6}\right)=\frac{10}{9}$. We now work on obtaining expressions for $q_{1}$ and $q_{2}$.

Proposition 2.3 (median-refinement, $D=2$ ).

$$
\begin{gather*}
\text { 2.25) } q_{1}(d)= \begin{cases}\frac{59}{27}+\frac{7}{27} d-\frac{8}{27} \sqrt{16+16 d+d^{2}} & \text { if } d \in\left[\frac{7}{3}, 5\right], \\
\frac{26}{27}+\frac{16}{27} d-\frac{4}{27} \sqrt{1+16 d+16 d^{2}} & \text { if } d \in\left[\frac{1}{5}, \frac{3}{7}\right], \\
\frac{77}{135}+\frac{13}{135} d+\frac{8}{133} \sqrt{1-62 d+d^{2}} & \text { if } d \in\left[-3,-\frac{1}{3}\right], \\
-\frac{1}{282} \frac{32-214 d+35 d^{2}}{-1+d} & \text { if } d \in[-11,-3], \\
\frac{7}{9}-\frac{d}{9} & \text { otherwise; }\end{cases}  \tag{2.25}\\
q_{2}(d)= \begin{cases}-\frac{1}{270} \frac{1097-1174 d+17 d^{2}+(278-8 d) \sqrt{1-62 d+d^{2}}}{-4+4 d-\sqrt{1-62 d+d^{2}}} & \text { if } d \in\left[-\frac{10}{7},-\frac{7}{10}\right], \\
\frac{23}{30}+\frac{7}{30} d+\frac{1}{15} \sqrt{1-62 d+d^{2}} & \text { if } d \in\left[-3,-\frac{1}{3}\right] \backslash\left[-\frac{10}{7},-\frac{7}{10}\right], \\
1 & \text { otherwise. }\end{cases} \tag{2.26}
\end{gather*}
$$

Proof. Let $\pi$ denote the median-interpolant of $(0,1,1+d)$ associated with intervals $[0,1],[1,2],[2,3]$. Recall that median-interpolation follows four branches [N1][N3] and [L] (cf. Proposition 2.2), whereas median-imputation follows two branches [N] and [L] (cf. Proposition 2.1.) The main task is to identify ranges of $d$ for which median-interpolation and median-imputation use specific combinations of branches. The refinement result can then be described by obtaining algebraic expressions for each of those ranges. The calculations are similar to those in the proof of Proposition 2.2.

For $q_{1}$, there are five distinct cases:

1. $d \in\left[\frac{7}{3}, 5\right] \Rightarrow x^{*} \in\left[\frac{1}{4}, \frac{3}{4}\right]$ : interpolation by branch [N1] and imputation by branch [L];
2. $d \in\left[\frac{1}{5}, \frac{3}{7}\right] \Rightarrow x^{*} \in\left[\frac{9}{4}, \frac{11}{4}\right]$ : interpolation by branch $[\mathrm{N} 2]$ and imputation by branch [L];
3. $d \in\left[-3,-\frac{1}{3}\right] \Rightarrow x^{*} \in\left[\frac{5}{4}, \frac{7}{4}\right]$ : interpolation by branch [N3] and imputation by branch [L];
4. $d \in[-11,-3] \Rightarrow x^{*} \in\left[\frac{13}{12}, \frac{5}{4}\right]$ : interpolation by branch $[\mathrm{L}]$ and imputation by branch [ N ];
5. $d \notin\left[\frac{7}{3}, 5\right] \cup\left[\frac{1}{5}, \frac{3}{7}\right] \cup\left[-3,-\frac{1}{3}\right] \cup[-11,-3] \Rightarrow x^{*} \in\left[\frac{13}{12}, \frac{5}{4}\right]$ : interpolation by branch [L] and imputation by branch [L].
In each case, use the corresponding formulae in Proposition 2.2 to calculate $\pi$ and then evaluate $q_{1}(d)=\operatorname{med}\left(\pi \left\lvert\,\left[1, \frac{4}{3}\right]\right.\right)$ by Proposition 2.1.

For $q_{2}$, there are three distinct cases:

1. $d \in\left[-\frac{10}{7},-\frac{7}{10}\right] \Rightarrow x^{*} \in\left[\frac{17}{12}, \frac{19}{12}\right]$ : interpolation by branch [N3] and imputation by branch $[\mathrm{N}] ;{ }^{1}$
2. $d \in\left[-3,-\frac{10}{7}\right] \cup\left[-\frac{7}{10},-\frac{1}{3}\right] \Rightarrow x^{*} \in\left[\frac{5}{4}, \frac{17}{12}\right] \cup\left[\frac{19}{12}, \frac{7}{4}\right]$ : interpolation by branch [N3] and imputation by branch [L];
3. $d \notin\left[-3,-\frac{1}{3}\right] \Rightarrow x^{*} \notin\left[\frac{5}{4}, \frac{7}{4}\right]: \operatorname{med}(\pi \mid[1,2])=\operatorname{med}(\pi \mid[4 / 3,5 / 3])=\pi(3 / 2) \equiv 1$.

In the first two cases, again use the corresponding formulae in Proposition 2.2 to calculate $\pi$ followed by evaluating $q_{2}(d)=\operatorname{med}\left(\pi \left\lvert\,\left[\frac{4}{3}, \frac{5}{3}\right]\right.\right)$ using Proposition 2.1.
2.1.4. $D>2$. Higher degree median-interpolation is also well-posed: [Q1] in section 2.1 has an affirmative answer for all integers $A$. A nonconstructive proof was found independently by the second author and Goodman [18]. However, it seems difficult to obtain a closed-form expression for the nonlinear refinement operator in case $D>2$. It is possible to develop an iterative algorithm for MI that seems to converge exponentially fast to the median-interpolating polynomial for orders $D>2$; see [15]. Experience with this algorithm suggests that MI is stable even for orders $D>2$.
2.2. Multiscale refinement. The two-scale refinement scheme described in section 2 applied to an initial median sequence $\left(\tilde{m}_{j_{0}, k}\right)_{k} \equiv\left(m_{j_{0}, k}\right)_{k}$ implicitly defines a (generally nonlinear) refinement operator $R_{M I}=R$

$$
\begin{equation*}
R\left(\left(\tilde{m}_{j, k}\right)_{k}\right)=\left(\tilde{m}_{j+1, k}\right)_{k}, \quad j \geq j_{0} \tag{2.27}
\end{equation*}
$$

We can associate resulting sequences $\left(\tilde{m}_{j, k}\right)_{k}$ with piecewise constant functions on the line via

$$
\begin{equation*}
\tilde{f}_{j}(\cdot)=\sum_{k=-\infty}^{\infty} \tilde{m}_{j, k} 1_{I_{j, k}}(\cdot) \text { for } j \geq j_{0} \tag{2.28}
\end{equation*}
$$

This defines a sequence of piecewise constant functions defined on successively finer and finer meshes.

In case $D=0$, we have

$$
\tilde{f}_{j_{0}+h}=f_{j_{0}} \text { for all } h \geq 0
$$

so the result is just a piecewise constant object taking value $m_{j_{0}, k}$ on $I_{j_{0}, k}$.
In case $D=2$, we have no closed-form expression for the result. The operator $R$ is nonlinear, and proving the existence of a limit $\tilde{f}_{j+h}$ as $h \rightarrow \infty$ requires work.

We mention briefly what can be inferred about multiscale average-interpolation from experience in subdivision schemes and in wavelet analysis. Fix $D \in\{2,4, \ldots\}$, and let $\bar{R}=\bar{R}^{(D)}$ denote the average-interpolation operator implicitly defined by (2.6).

[^50]Set $a_{0, k}=1_{\{k=0\}}$. Iteratively refine this sequence by the rule $\left(a_{j+1, k}\right)_{k}=\bar{R}\left(\left(a_{j, k}\right)_{k}\right)$. Define

$$
\begin{equation*}
\bar{f}_{j}(\cdot)=\sum_{k=-\infty}^{\infty} a_{j, k} 1_{I_{j, k}}(\cdot) \quad \text { for } j \geq j_{0} \tag{2.29}
\end{equation*}
$$

The resulting sequence of $\bar{f}_{j}$ converges as $j \rightarrow \infty$ to a continuous limit $\phi=\phi^{(D)}$. This is called the fundamental solution of the multiscale refinement process. Due to the linearity of average-interpolation, if we refine an arbitrary bounded sequence $\left(a_{j_{0}, k}\right)_{k}$ we get a continuous limit which is a superposition of shifted and dilated fundamental solutions:

$$
\begin{equation*}
\bar{f}(t)=\sum a_{j_{0}, k} \phi\left(2^{j_{0}} t-k\right) \tag{2.30}
\end{equation*}
$$

For median-interpolation, such a superposition result cannot hold because of the nonlinearity of the refinement scheme for $D=2,4, \ldots$.

Figure 2.3 illustrates the application of multiscale refinement. Panel (a) shows the $D=2$ refinement of three Kronecker sequences $m_{0, k}^{k^{\prime}}=1_{\left\{k=k^{\prime}\right\}}, k^{\prime}=0,1,2$, as well as refinement of a Heaviside sequence $1_{\{k \geq 3\}}$. Panel (b) shows the $D=2$ refinement of a Heaviside sequence $1_{\{k \geq 0\}}$. The sequence refined in (b) is the superposition of sequences refined in (a). Panel (c) gives a superposition of shifts of (a) for $k \geq 0$; if an analogue of (2.30) held for median refinement, this should be equal to panel (b). Panel (d) gives the discrepancy, (b)-(c). Note the vertical scales. While the discrepancy from "superposability" is not large, it is definitely nonzero and not simply an artifact of rounding or other numerical processes.
3. Convergence of median-interpolation, $\boldsymbol{D}=\mathbf{2}$. We now study some convergence properties of iterative median-interpolation. It turns out that for any bounded sequence $\left(m_{0, k}\right)_{k}$, the sequence of nonlinear refinements $\tilde{f}_{j}$ converges to a bounded uniformly continuous limit $f(t)$. Moreover the limit has global Hölder exponent $\alpha>0$. In this section, we will simplify notation and "drop tildes"; we denote a typical member of a refinement sequence by $m_{j, k}$ rather than $\tilde{m}_{j, k}$.
3.1. Weak convergence and stability. Let $Q$ be the refinement operator as defined in (2.23), and denote $Q^{j}=Q \circ \cdots \circ Q$ ( $Q$ composed with itself $j$ times). We first show that, with any initial sequence $\left\{m_{j_{0}, k}\right\},\left\{f_{j}\right\}$ converges at a dense set of points.

LEMMA 3.1. For any $\left[m_{1}, m_{2}, m_{3}\right] \in \mathbb{R}^{3}$, the limit $\lim _{j \rightarrow \infty} Q^{j}\left(\left[m_{1}, m_{2}, m_{3}\right]\right)$ exists.

Proof. Let $T_{j, k}$ denote the triple of intervals $\left[I_{j, k-1}, I_{j, k}, I_{j, k+1}\right]$. If $\pi$ is the medianinterpolant of $\left[m_{1}, m_{2}, m_{3}\right]$ on $T_{j_{0}, k}$, then it is also the interpolant for $Q\left(\left[m_{1}, m_{2}, m_{3}\right]\right)$ on the triple $T_{j_{0}+1,3 k+1}$ arising from triadic subdivision of the central interval of $T_{j_{0}, k}$. If we refine the central subinterval of $T_{j_{0}+1,3 k+1}$, we see that $\pi$ continues to be the interpolant of the resulting medians. In fact, $\pi$ is the interpolant for $Q^{j}\left(\left[m_{1}, m_{2}, m_{3}\right]\right)$ on the triple arising from the $j$ th such generation of subdivision of central intervals, i.e., for $T_{j_{0}+j, 3^{j} k+\left(3^{j}-1\right) / 2}$ for every $j>0$. As $j \rightarrow \infty$, the sequence of sets $\left(T_{j_{0}+j, 3^{j} k+\left(3^{j}-1\right) / 2}\right)_{j}$ collapses to the midpoint of $I_{j_{0}, k}$. Therefore, by continuity of $\pi$ and continuity of the imputation operator,

$$
\lim _{j \rightarrow \infty} Q^{j}\left(\left[m_{1}, m_{2}, m_{3}\right]\right)=[m, m, m], \text { where } m=\pi\left(3^{-j_{0}}\left(k+\frac{1}{2}\right)\right)
$$



Fig. 2.3. Discrepancy from"superposability" of multiscale median-interpolating refinement.
the value of $\pi$ at the midpoint of $I_{j_{0}, k}$.
Lemma 3.2 (convergence at triadic rationals). For any initial median sequence $\left\{m_{j_{0}, k}\right\}$, the (nonlinear) iterative refinement scheme based on quadratic medianinterpolation converges on a countable dense subset of the real line, i.e., there exists a countable dense set $S \subset \mathbb{R}$ and a function $f: S \rightarrow \mathbb{R}$ such that $\lim _{j \rightarrow \infty} f_{j}(x)=f(x)$ for every $x \in S$.

Proof. Let $t_{j, k}$ be the midpoint of the triadic interval $I_{j, k}$. Assume we have applied the refinement scheme $j_{1}$ times to the input sequence $\left\{m_{j_{0}, k}\right\}_{k}$ (so that the values $m_{j_{0}+j_{1}, k-1}, m_{j_{0}+j_{1}, k}$, and $m_{j_{0}+j_{1}, k+1}$ have been calculated). We then have, for every $j>0, f_{j_{0}+j_{1}+j}\left(t_{j_{0}+j_{1}, k}\right)=m^{(j)}$, where $m^{(j)}$ is the middle entry of $Q^{j}\left(\left[m_{j_{0}+j_{1}, k-1}, m_{j_{0}+j_{1}, k}, m_{j_{0}+j_{1}, k+1}\right]\right)$. By Lemma 3.1, $\left(m^{(j)}\right)_{j}$ converges to a definite value as $j \rightarrow \infty$. We may take $S=\left\{t_{j, k} \mid j \geq j_{0}, k \in \mathbb{Z}\right\}$, the set of midpoints of all arbitrarily small triadic intervals, which is dense in $\mathbb{R}$.

Lemma 3.3. For any $j>0$ and $k \in \mathbb{Z}$, let $d_{j, k}=m_{j, k}-m_{j, k-1}$. Then

$$
\begin{equation*}
\left|f\left(t_{j, k}\right)-m_{j, k}\right| \leq \frac{1}{15} \max \left\{\left|d_{j, k-1}\right|,\left|d_{j, k}\right|\right\} \tag{3.1}
\end{equation*}
$$

where the upper bound is attained if and only if $d_{j, k-1}=-d_{j, k}$.
Proof. From the proof of Lemma 3.2, $f\left(t_{j, k}\right)=\pi\left(t_{j, k}\right)$, where $\pi$ median-interpolates $m_{j, k-1}, m_{j, k}$, and $m_{j, k+1}$ for the triple $\left[I_{j, k-1}, I_{j, k}, I_{j, k+1}\right]$. Thus $\left|f\left(t_{j, k}\right)-m_{j, k}\right|=$ $\left|\pi\left(t_{j, k}\right)-m_{j, k}\right|$. Unless $d=d_{j, k+1} / d_{j, k} \in[-3,-1 / 3], \pi\left(t_{j, k}\right)=m_{j, k}$ and (3.1) holds trivially. When $d=d_{j, k+1} / d_{j, k} \in[-3,-1 / 3], \pi(x)$ is given by [N3] of Proposition 2.2.

Without loss of generality, we can work with $j=0, k=0$ and denote (for simplicity) $m_{i}=m_{0, i}, i=-1,0,1$. Without loss of generality, we assume $\max \left\{\mid m_{0}-\right.$ $m_{-1}\left|,\left|m_{1}-m_{0}\right|\right\}=1, m_{-1}=0, m_{0}=1$ and $d=\frac{m_{1}-m_{0}}{m_{0}-m_{-1}}=m_{1}-1 \in\left[-1,-\frac{1}{3}\right]$. Then $\left|\pi\left(t_{j, k}\right)-m_{j, k}\right| / \max \left(\left|d_{1}\right|,\left|d_{2}\right|\right)=|\pi(3 / 2)-1|$, where $\pi(x)$ is given by [N3] in Proposition 2.2, and we have

$$
\begin{aligned}
\max \frac{\left|\pi\left(t_{j, k}\right)-m_{j, k}\right|}{\max \left(\left|d_{1}\right|,\left|d_{2}\right|\right)} & =\max _{d \in\left[-1,-\frac{1}{3}\right]}\left|a+b(3 / 2)+c(3 / 2)^{2}-1\right| \\
& =\max _{d \in\left[-1,-\frac{1}{3}\right]}\left|\frac{7}{30}(d-1)+\frac{\sqrt{1-62 d+d^{2}}}{15}\right|=\frac{1}{15} .
\end{aligned}
$$

The maximum is attained at $d=-1$.
3.2. Hölder continuity. We now develop a basic tool for establishing Hölder continuity of refinement schemes.

THEOREM 3.4. Let $\left(m_{0, k}\right)_{k}$ be a bounded sequence, and $m_{j, k}$ be the refinement sequences generated by the quadratic median-interpolating refinement scheme constructed in section 2.2. Let $d_{j, k}:=m_{j, k}-m_{j, k-1}$ and $f_{j}:=\sum_{k} m_{j, k} 1_{I_{j, k}}$. Suppose that for some $\alpha>0$ and all $j \geq 0, \sup _{k}\left|d_{j, k}\right| \leq C \cdot 3^{-j \alpha}$. Then $f_{j}$ converges uniformly to a bounded limit $f \in \dot{C}^{\alpha}$. The converse is also true if $\alpha \leq 1$.

This is analogous to results found in the literature of linear refinement schemes (c.f. Theorem 8.1 of Rioul [25]). The proof of the forward direction uses basically the same arguments as in the linear case, except that one must deal with nonlinearity using a general affine-invariance property of medians. Similar arguments could be applied in the study of cases $D>2$. The proof of the converse direction, on the other hand, relies on Lemma 3.3 and is therefore specific to the $D=2$ triadic case.

Proof. $(\Rightarrow)$ We show that $\left\{f_{j}\right\}$ is a Cauchy sequence. Consider

$$
\begin{equation*}
\sup _{x}\left|f_{j+1}(x)-f_{j}(x)\right|=\sup _{k} \max _{\epsilon=0,1,2}\left|m_{j+1,3 k+\epsilon}-m_{j, k}\right| \tag{3.2}
\end{equation*}
$$

The functions $m_{j+1,3 k+\epsilon}=q_{\epsilon}\left(m_{j, k-1}, m_{j, k}, m_{j, k+1}\right)$ obey

$$
q_{\epsilon}\left(m_{j, k-1}, m_{j, k}, m_{j, k+1}\right)=m_{j, k}+q_{\epsilon}\left(-d_{j, k}, 0, d_{j, k+1}\right)
$$

Moreover, by Lemma 6.2, these functions are Lipschitz: $q_{\epsilon}\left(m_{1}, m_{2}, m_{3}\right) \leq c \max _{i=1,2,3}\left\{\left|m_{i}\right|\right\}$. Therefore,

$$
\sup _{x}\left|f_{j+1}(x)-f_{j}(x)\right|=\sup _{k} \max _{\epsilon=0,1,2}\left|q_{\epsilon}\left(-d_{j, k}, 0, d_{j, k+1}\right)\right| \leq c \sup _{k}\left|d_{j, k}\right| \leq c \cdot C \cdot 3^{-j \alpha}
$$

and $\left\|f_{j+p}-f_{j}\right\|_{\infty} \leq c C\left(3^{-j \alpha}+\cdots+3^{-(j+p-1) \alpha}\right) \leq C^{\prime} 3^{-j \alpha} .\left(C^{\prime}\right.$ is independent of $p$.) Hence $\left\{f_{j}\right\}$ is a Cauchy sequence that converges uniformly to a function $f$. Furthermore, $f \in \dot{C}^{\alpha}$ because sup $3^{-(j+1) \leq|h| \leq 3^{-j}}|f(x+h)-f(x)| \leq \mid f(x+h)-f_{j}(x+$ $h)\left.\left|+\left|f(x)-f_{j}(x)\right|+\left|f_{j}(x+h)-f_{j}(x)\right| \leq C^{\prime} 3^{-j \alpha}+C^{\prime} 3^{-j \alpha}+C 3^{-j \alpha} \leq 3^{\alpha}\left(2 C^{\prime}+C\right)\right| h\right|^{\alpha}$.
$(\Leftarrow)$ If $f \in \dot{C}^{\alpha}, \alpha \leq 1$, then, by definition, $\sup _{k}\left|f\left(t_{j, k}\right)-f\left(t_{j, k-1}\right)\right| \leq c \cdot 3^{-j \alpha}$. But

$$
\begin{aligned}
\left|m_{j, k}-m_{j, k-1}\right| & \leq\left|m_{j, k}-f\left(x_{j, k}\right)\right|+\left|f\left(t_{j, k}\right)-f\left(t_{j, k-1}\right)\right|+\left|m_{j, k-1}-f\left(t_{j, k-1}\right)\right| \\
& \leq \frac{1}{15} \max \left\{\left|d_{j, k}\right|,\left|d_{j, k-1}\right|\right\}+c \cdot 3^{-j \alpha}+\frac{1}{15} \max \left\{\left|d_{j, k-1}\right|,\left|d_{j, k-2}\right|\right\}
\end{aligned}
$$

The last inequality is due to Lemma 3.3. Maximizing over $k$ on both sides of the above inequality, followed by collecting terms, gives $\sup _{k}\left|d_{j, k}\right| \leq(15 / 13 c)$ $\cdot 3^{-j \alpha}$.
3.3. Nonlinear difference scheme. As in Theorem 3.4, let $d_{j, k}=m_{j, k}-$ $m_{j, k-1}$ denote the sequence of interblock differences. It is a typical property of any constant-reproducing linear refinement scheme that the difference sequences can themselves be obtained from a linear refinement scheme, called the difference scheme. The coefficient mask of that scheme is easily derivable from that of the original scheme; see $[16,25]$. More generally, a linear refinement scheme that can reproduce all $l$ th degree polynomials would possess $l+1$ difference (and divided difference) schemes [16]. A partial analogy to this property holds in the nonlinear case: the $D=2$ medianinterpolation scheme, being a nonlinear refinement scheme with quadratic polynomial reproducibility, happens to possess a (nonlinear) first difference scheme but no higher order ones.

Let $d_{j, k} \neq 0, d_{j, k+1} \neq 0, d_{j, k+2}$ be given. Then, by (2.24),

$$
\begin{aligned}
& \quad\left(m_{j+1,3 k},\right. \\
& \left.m_{j+1,3 k+1}, m_{j+1,3 k+2}\right) \\
& =m_{j, k-1}+d_{j, k} Q\left(0,1,1+\frac{d_{j, k+1}}{d_{j, k}}\right) \\
& =m_{j, k-1}+d_{j, k}\left(q_{1}\left(\frac{d_{j, k+1}}{d_{j, k}}\right), q_{2}\left(\frac{d_{j, k+1}}{d_{j, k}}\right), q_{3}\left(\frac{d_{j, k+1}}{d_{j, k}}\right)\right) \\
& \left(m_{j+1,3 k+3},\right. \\
& \left.m_{j+1,3 k+4}, m_{j+1,3 k+5}\right) \\
& = \\
& =m_{j, k}+d_{j, k+1} Q\left(0,1,1+\frac{d_{j, k+2}}{d_{j, k+1}}\right) \\
& = \\
& m_{j, k-1}+d_{j, k}+d_{j, k+1}\left(q_{1}\left(\frac{d_{j, k+2}}{d_{j, k+1}}\right), q_{2}\left(\frac{d_{j, k+2}}{d_{j, k+1}}\right), q_{3}\left(\frac{d_{j, k+2}}{d_{j, k+1}}\right)\right) .
\end{aligned}
$$

Hence $d_{j+1,3 k+1} d_{j+1,3 k+2}, d_{j+1,3 k+3}$ are only dependent on $d_{j, k}, d_{j, k+1}, d_{j, k+2}$ and there exist three functionals $\partial q_{0}: \mathbb{R}^{2} \rightarrow \mathbb{R}, \partial q_{1}: \mathbb{R}^{2} \rightarrow \mathbb{R}, \partial q_{2}: \mathbb{R}^{3} \rightarrow \mathbb{R}$ such that $d_{j+1,3 k+1}=\partial q_{0}\left(d_{j, k}, d_{j, k+1}\right), d_{j+1,3 k+2}=\partial q_{1}\left(d_{j, k}, d_{j, k+1}\right)$, and $d_{j+1,3 k+3}=$ $\partial q_{2}\left(d_{j, k}, d_{j, k+1}, d_{j, k+2}\right)$, where

$$
\begin{align*}
\partial q_{0}\left(d_{0}, d_{1}\right) & =d_{0}\left(q_{2}\left(\frac{d_{1}}{d_{0}}\right)-q_{1}\left(\frac{d_{1}}{d_{0}}\right)\right) \quad\left(\text { when } d_{0} \neq 0\right), \\
\partial q_{1}\left(d_{0}, d_{1}\right) & =d_{0}\left(q_{3}\left(\frac{d_{1}}{d_{0}}\right)-q_{2}\left(\frac{d_{1}}{d_{0}}\right)\right) \quad\left(\text { when } d_{0} \neq 0\right), \\
\partial q_{2}\left(d_{0}, d_{1}, d_{2}\right) & =d_{0}+d_{1} q_{1}\left(\frac{d_{2}}{d_{1}}\right)-d_{0} q_{3}\left(\frac{d_{1}}{d_{0}}\right) \quad\left(\text { when } d_{0} \neq 0 \text { and } d_{1} \neq 0\right), \\
& =d_{0}+d_{1} q_{1}\left(\frac{d_{2}}{d_{1}}\right)-d_{0}\left(1+\frac{d_{1}}{d_{0}}-\frac{d_{1}}{d_{0}} q_{1}\left(\frac{d_{0}}{d_{1}}\right)\right) . \tag{3.3}
\end{align*}
$$

The degenerate cases can be handled easily. One of those will be of use later, namely,

$$
\begin{equation*}
\partial q_{0}\left(0, d_{1}\right)=\frac{d_{1}}{9}=\lim _{d_{0} \rightarrow 0} d_{0}\left(q_{2}\left(\frac{d_{1}}{d_{0}}\right)-q_{1}\left(\frac{d_{1}}{d_{0}}\right)\right) \tag{3.4}
\end{equation*}
$$

Similar limits hold for $\partial q_{1}$ and $\partial q_{2}$.
The difference scheme inherits two nice equivariance properties from medianinterpolation:

- Reversal equivariance.

$$
\begin{aligned}
\partial q_{0}\left(d_{1}, d_{0}\right) & =\partial q_{1}\left(d_{0}, d_{1}\right), \partial q_{1}\left(d_{1}, d_{0}\right) \\
& =\partial q_{0}\left(d_{0}, d_{1}\right), \text { and } \partial q_{2}\left(d_{2}, d_{1}, d_{0}\right)=\partial q_{2}\left(d_{0}, d_{1}, d_{2}\right)
\end{aligned}
$$

- Affine equivariance.

$$
\begin{aligned}
\partial q_{\epsilon}\left(b\left(d_{0}, d_{1}\right)\right) & =b \partial q_{\epsilon}\left(d_{0}, d_{1}\right), \epsilon=0,1, \text { and } \\
\partial q_{2}\left(b\left(d_{0}, d_{1}, d_{2}\right)\right) & =b \partial q_{2}\left(d_{0}, d_{1}, d_{2}\right)
\end{aligned}
$$

The above discussion implies the existence of three (nonlinear) operators $\partial Q_{\epsilon}$ : $\mathbb{R}^{3} \rightarrow \mathbb{R}^{3}, \epsilon=0,1,2$ that govern the difference scheme:

$$
\begin{equation*}
\partial Q_{\epsilon}\left(\left[d_{j, k-1}, d_{j, k}, d_{j, k+1}\right]^{T}\right)=\left[d_{j+1,3 k+\epsilon}, d_{j, 3 k+\epsilon}, d_{j, 3 k+\epsilon}\right]^{T} \text { for all } j \geq 0, k \in \mathbb{Z} \tag{3.5}
\end{equation*}
$$

Uniform convergence will follow from the fact that these operators are shrinking in the sense that

$$
\begin{equation*}
S_{\infty}\left(\partial Q_{\epsilon}\right):=\max _{d \in \mathbb{R}^{3}} \frac{\left\|\partial Q_{\epsilon}(d)\right\|_{\infty}}{\|d\|_{\infty}}=\beta<1, \quad \epsilon=0,1,2 \tag{3.6}
\end{equation*}
$$

As the $\partial Q_{\epsilon}$ are nonlinear, this is slightly weaker than being contractive. We will prove an inequality like this in the next section.

It is easy to check that $\partial Q_{\epsilon}(d)=0$ if and only if $d=0$ and that $S_{\infty}\left(\partial Q_{\epsilon_{1}} \circ \partial Q_{\epsilon_{2}}\right) \leq$ $S_{\infty}\left(\partial Q_{\epsilon_{1}}\right) S_{\infty}\left(\partial Q_{\epsilon_{2}}\right)$. In order to bound the decay rate of $\max _{k}\left|d_{j, k}\right|$ (and hence the critical Hölder exponent for median-interpolating refinements), we can use the estimate

$$
\begin{equation*}
\sup _{k}\left|d_{j, k}\right| \leq \sup _{k}\left|d_{0, k}\right| \max _{\epsilon_{i}=0,1,2} S_{\infty}\left(\partial Q_{\epsilon_{j}} \circ \cdots \circ \partial Q_{\epsilon_{1}}\right) \tag{3.7}
\end{equation*}
$$

Assuming (3.6), we can bound the right-hand side of (3.7) crudely by

$$
\begin{align*}
\max _{\epsilon_{i}=0,1,2} S_{\infty}\left(\partial Q_{\epsilon_{j}} \circ \cdots \circ \partial Q_{\epsilon_{1}}\right) & \leq \max _{\epsilon_{i}=0,1,2} S_{\infty}\left(\partial Q_{\epsilon_{j}}\right) \times \cdots \times S_{\infty}\left(\partial Q_{\epsilon_{1}}\right)  \tag{3.8}\\
& =\beta^{j}=3^{-j \alpha} \tag{3.9}
\end{align*}
$$

where $\alpha=\log _{3}(1 / \beta)>0$. Hence, uniform convergence follows from Theorem 3.4.
Actually, the inequality (3.8) contains slack. It is possible to improve on it by adapting to the nonlinear case approaches developed by Rioul [25] and Dyn, Gregory, and Levin [16] in the study of linear refinement schemes. We state without proof the following: Define $\alpha_{j}$ by

$$
\begin{equation*}
3^{-j \alpha_{j}}=\max _{\epsilon_{i}=0,1,2} S_{\infty}\left(\partial Q_{\epsilon_{j}} \circ \cdots \circ \partial Q_{\epsilon_{1}}\right) \tag{3.10}
\end{equation*}
$$

Let $\alpha:=\sup _{j} \alpha_{j}$. Then $\lim _{j} \alpha_{j}=\alpha$ and median-interpolating refinements are $\dot{C}^{\alpha-\epsilon}$ for $\epsilon>0$. This observation is potentially useful because it provides a way to compute lower bounds for the Hölder regularity of median-interpolating refinement limits. In the next section, we apply this idea with the choice of $j=1$, which results in the crude lower bound $\alpha_{1}=\log _{3}(135 / 121)$. A better bound might be obtained if one could manage to compute the right-hand side of (3.10) for a larger $j$.
3.4. The difference scheme is shrinking. Armed with the closed-form expression for the quadratic median-interpolating refinement scheme, we can explicitly calculate $S_{\infty}\left(\partial Q_{\epsilon}\right)$ despite the nonlinearity of the operator.

ThEOREM 3.5. $\quad S_{\infty}\left(\partial Q_{\epsilon}\right)=121 / 135<1$ for $\epsilon=0,1,2$. Consequently, by Theorem 3.4 and (3.7)-(3.9), for any bounded initial sequence $m_{0, k}$, the sequence of
nonlinear refinements $f_{j}=\sum_{k} m_{j, k} 1_{I_{j, k}}$ converges uniformly to a bounded uniformly continuous function $f \in \dot{C}^{\alpha}$, where $\alpha=\log _{3}(135 / 121) \approx 0.0997$.

Proof. See [31] for the computational details. The main idea of the proof is to verify that $\partial q_{0}\left(d_{0}, d_{1}\right)$ and $\partial q_{1}\left(d_{0}, d_{1}\right)$ are monotone increasing in $d_{0}$ for fixed $d_{1}$ and monotone increasing in $d_{1}$ for fixed $d_{0}$; and that $\partial q_{2}\left(d_{0}, d_{1}, d_{2}\right)$ is monotone decreasing in $d_{0}$ and $d_{2}$ for fixed $d_{1}$ and monotone increasing in $d_{1}$ for fixed $d_{0}$ and $d_{2}$. Thus $S_{\infty}\left(\partial q_{0}\right):=\max _{\left|d_{0}\right|,\left|d_{1}\right| \leq 1} \partial q_{0}\left(d_{0}, d_{1}\right)=\partial q_{0}(1,1)=1 / 3$, and, by symmetry, $S_{\infty}\left(\partial q_{1}\right)=S_{\infty}\left(\partial q_{0}\right)=1 / 3 ; S_{\infty}\left(\partial q_{2}\right)=\partial q_{2}(-1,1,-1)=121 / 135$. The theorem follows from the fact that $S_{\infty}\left(\partial Q_{\epsilon}\right)=\max _{i=0,1,2} S_{\infty}\left(\partial q_{i}\right)$ for $\epsilon=0,1,2$.
3.5. Discussion. The regularity bound $\alpha \geq \log _{3}(135 / 121) \approx 0.0997$ is probably very far from sharp. We now discuss evidence suggesting that the sharp Hölder exponent is nearly 1.
3.5.1. Linearized median-interpolation. We recall from Figure 2.2, and Propositions 2.1, 2.2, and 2.3 that there is an underlying linear branch associated with the median scheme. A sufficient but not necessary condition for applicability of this branch is that the block medians be consistent with a polynomial $\pi$ that is monotone throughout $[a, b]$.

In the linear branch, the median functional amounts to midpoint evaluation: $\operatorname{med}(\pi \mid[a, b])=\pi((a+b) / 2)$. The resulting refinement rule is a linear scheme that we call the $L M I$ scheme, with coefficient mask $[-1 / 9,0,2 / 9,7 / 9,1,7 / 9,2 / 9,0,-1 / 9]$. It is a symmetric interpolatory scheme and can be viewed as a triadic variant of Deslauriers-Dubuc schemes. The mask has a positive Fourier transform, and the convergence and critical Hölder regularity of the scheme can be determined quite easily by applying the theory of linear refinement schemes $[25,5,8]$.

The LMI scheme has refinement limits which are "almost Lipschitz" [31]. For any given bounded initial sequence of block values at scale 0 , the LMI scheme converges to a bounded uniformly continuous limit $f$ obeying the regularity estimate $\sup _{x} \mid f(x+$ $h)-f(x)|\leq C| h \mid \log (1 /|h|)$. Moreover, the above global regularity bound cannot be improved. (If we study local rather than global regularity, it can be shown, using techniques in [5], that the bound can be improved for most x.)

See Figure 3.1 for pictures of median-interpolating and linearized median-interpolating refinement limits of the Kronecker sequence $\left\{m_{0, k}=\delta_{0, k}\right\}$.
3.5.2. Critical Hölder exponent conjectures. We conjecture that MI and LMI share the same global Hölder regularity. This is a rather natural conjecture to make, since the difference between MI and LMI is actually very small-as one sees from the near-linearity of the functions displayed in Figure 2.2. In [31], computational evidence was provided to support the conjecture. In particular, the experiments there suggest the following:

1. The actual decay behavior in (3.10) is $O\left(j 3^{-j}\right)$, which is much faster than the rate bound calculated in Theorem 3.5. This rate would imply that medianinterpolating refinement limits are almost Lipschitz. See panel (d) of Figure 3.1.
2. Both the MI refinement sequences $m_{j, k}^{M I}$ and the LMI refinement sequences $m_{j, k}^{L M I}$ appear to possess a stationarity property: let $k_{j}^{*}$ be the value of $k$ maximizing $\left|d_{j, k}^{M I}\right|$; here there exists an integer $k^{*}$ such that $3^{-j} k_{j}^{*}=k^{*}$ for all large enough $j$. See panel (b) of Figure 3.1. The same phenomenon is observed for $d_{j, k}^{L M I}$; see panel (c) of Figure 3.1. Stationarity is a provable


Fig. 3.1. MI versus LMI: (a) MI- and LMI- refinements (solid and dashed lines, respectively) of $m_{0, k}=\delta_{0, k}$, (b) $\left|d_{j, k}^{M I}\right|$ versus $k 3^{-j}, j=1, \ldots, 6$, (c) $\left|d_{j, k}^{L M I}\right|$ versus $k 3^{-j}, j=1, \ldots, 6$, (d) $3^{j} \max _{k}\left|d_{j, k}^{M I}\right|$ and $3^{j} \max _{k}\left|d_{j, k}^{L M I}\right|$ versus $j$ (solid and dashed lines, respectively).
property of the LMI scheme. It is empirically a property of the MI scheme as well.
3. It appears that in the vicinity of the spatial location $x=k^{*}$, the limit function is monotone and (consequently) median-interpolating refinement is repeatedly using its linear branch. Therefore, it seems that $\sup _{k}\left|d_{j, k}^{M I}\right|$ and $\sup _{k}\left|d_{j, k}^{L M I}\right|$ share the same asymptotics. See again Figure 3.1.
A more ambitious open question is the following: Let $x \in \mathbb{R}$, and let $k_{j}(x)$ be defined by $x \in I_{j, k_{j}(x)}$. We call $x$ an asymptotically linear point if, for large enough $j$, medianinterpolation is only using its linear branch to determine $m_{j+1, k_{j+1}(x)}$ from $m_{j, k_{j}(x)+\epsilon}$, $\epsilon=-1,0,1$. In order to understand deeply the relation between median-interpolation and linearized median-interpolation, it would be useful to determine the structure of the set of asymptotically linear points.
4. Median-interpolating pyramid transform. We now apply the refinement scheme to construct a nonlinear pyramid and associated nonlinear multiresolution analysis.
4.1. Pyramid algorithms. While it is equally possible to construct pyramids for decomposition of functions $f(t)$ or of sequence data $y_{i}$, we keep an eye on applications and concentrate attention on the sequence case. So we assume we are given a discrete dataset $y_{i}, i=0, \ldots, n-1$, where $n=3^{J}$ is a triadic number. We aim to use
the nonlinear refinement scheme to decompose and reconstruct such sequences.
Algorithm FMIPT: Pyramid Decomposition.

1. Initialization. Fix $D \in 0,2,4, \ldots$ and $j_{0} \geq 0$. Set $j=J$.
2. Formation of block medians. Calculate

$$
\begin{equation*}
m_{j, k}=\operatorname{med}\left(y_{i}: i / n \in I_{j, k}\right) \tag{4.1}
\end{equation*}
$$

(Here med() refers to the discrete median rather than the continuous median.)
3. Formation of refinements. Calculate

$$
\begin{equation*}
\tilde{m}_{j, k}=R\left(\left(m_{j-1, k}\right)\right) \tag{4.2}
\end{equation*}
$$

using refinement operators of the previous section.
4. Formation of detail corrections. Calculate

$$
\alpha_{j, k}=m_{j, k}-\tilde{m}_{j, k}
$$

5. Iteration. If $j=j_{0}+1$, set $m_{j_{0}, k}=\operatorname{med}\left(y_{i}: i / n \in I_{j_{0}, k}\right)$ and terminate the algorithm, else set $j=j-1$ and goto 2 .
Algorithm imipt: Pyramid Reconstruction.
6. Initialization. Set $j=j_{0}+1$. Fix $D \in 0,2,4, \ldots$ and $j_{0} \geq 0$, as in the decomposition algorithm.
7. Reconstruction by refinement.

$$
\left(m_{j, k}\right)=R\left(\left(m_{j-1, k}\right)\right)+\left(\alpha_{j, k}\right)_{k}
$$

3. Iteration. If $j=J$ goto 4 , else set $j=j+1$ and goto 2 .
4. Termination. Set

$$
y_{i}=m_{J, i}, \quad i=0, \ldots, n-1
$$

An implementation is described in [31]. Important details described there include the treatment of boundary effects and efficient calculation of block medians.

DEFINITION 4.1. Gather the outputs of the pyramidal decomposition algorithm into the sequence

$$
\theta=\left(\left(m_{j_{0}, k}\right)_{k},\left(\alpha_{j_{0}+1, k}\right)_{k},\left(\alpha_{j_{0}+2, k}\right)_{k}, \ldots,\left(\alpha_{J, k}\right)_{k}\right)
$$

We call $\theta$ the MIPT of $y$ and we write $\theta=M I P T(y)$. Applying the pyramidal reconstruction algorithm to $\theta$ gives an array which we call the inverse transform, and we write $y=M I P T^{-1}(\theta)$.

The reader may wish to check that $M I P T^{-1}(M I P T(y))=y$ for every sequence $y$.
We will also use below the average-interpolating pyramid transform (AIPT), defined in a completely parallel way, using only the average-interpolation refinement operator $\bar{R}$. We write $\theta=A I P T(y)$ and $y=A I P T^{-1}(\theta)$.

Complexity. Both transforms have good computational complexity. The refinement operator for $A I P T$, in common with wavelet transforms and other multiscale algorithms, has order $O(n)$ computational complexity. The coarsening operator can be implemented with the same complexity because of a causality relationship:

$$
\begin{equation*}
\operatorname{ave}\left(y_{i} \mid I_{j, k}\right)=\operatorname{ave}\left(\operatorname{ave}\left(y_{i} \mid I_{j+1,3 k}\right), \operatorname{ave}\left(y_{i} \mid I_{j+1,3 k+1}\right), \operatorname{ave}\left(y_{i} \mid I_{j+1,3 k+2}\right)\right) \tag{4.3}
\end{equation*}
$$

Similarly, the refinement operator of $M I P T$ of order $D=2$ has complexity $O(n)$ due to the propositions of section 2.1.3. However, for the coarsening operator there is no direct causality relationship. The analogue of (4.3) obtained by replacing "ave" by "med" does not hold.

To rapidly calculate all medians over triadic blocks, one can maintain sorted lists of the data in each triadic block; the key coarsening step requires merging three sorted lists to obtain a single sorted list. This process imposes only a $\log _{3}(n)$ factor in additional cost. For a more detailed description of the implementation, we refer to [31]. As a result, MIPT can be implemented by an $O\left(n \log _{3} n\right)$ algorithm, whereas $M I P T^{-1}$ can be implemented with $O(n)$ time-complexity.
4.2. Properties. P1. Coefficient localization. The coefficient $\alpha_{j, k}$ in the pyramid only depends on block medians of blocks at scale $j-1$ and $j$ which cover or abut the interval $I_{j, k}$.

P2. Expansionism. There are $3^{j_{0}}$ résumé coefficients $\left(m_{j_{0}, k}\right)$ in $\theta$ and $3^{j}$ coefficients $\left(\alpha_{j, k}\right)_{k}$ at each level $j$. Hence

$$
\operatorname{Dim}(\theta)=3^{j_{0}}+3^{j_{0}+1}+\cdots+3^{J}
$$

It follows that $\operatorname{Dim}(\theta)=3^{J}(1+1 / 3+1 / 9+\cdots) \sim 3 / 2 \cdot n$. The transform is about $50 \%$ expansionist.

P3. Coefficient decay. Suppose that the data $y_{i}=f(i / n)$ are noiseless samples of a continuous function $f \in \dot{C}^{\alpha}, 0 \leq \alpha \leq 1$, i.e., $|f(s)-f(t)| \leq C|s-t|^{\alpha}$ for a fixed $C$. Then for MIPT $D=0$ or 2 , we have

$$
\begin{equation*}
\left|\alpha_{j, k}\right| \leq C^{\prime} C 3^{-j \alpha} \tag{4.4}
\end{equation*}
$$

Suppose $f$ is $\dot{C}^{r+\alpha}$ for $r=1$ or 2, i.e., $\left|f^{(r)}(s)-f^{(r)}(t)\right| \leq C|s-t|^{\alpha}$, for some fixed $\alpha$ and $C, 0<\alpha \leq 1$. Then, for MIPT $D=2$,

$$
\begin{equation*}
\left|\alpha_{j, k}\right| \leq C^{\prime} C 3^{-j(r+\alpha)} \tag{4.5}
\end{equation*}
$$

P4. Gaussian noise. Suppose that $y_{i}=\sigma z_{i}, i=0, \ldots, n-1$, and that $z_{i}$ is i.i.d $N(0,1)$, a standard Gaussian white noise. Then

$$
P\left(\sqrt{3^{J-j}}\left|\alpha_{j, k}\right| \geq \xi\right) \leq C_{1} \cdot \exp \left(-C_{2} \frac{\xi^{2}}{\sigma^{2}}\right)
$$

where the $C_{i}>0$ are absolute constants.
These properties are things we naturally expect of linear pyramid transforms, such as those of Adelson and Burt, and P1, P3, and P4 we expect also of wavelet transforms. In fact these properties hold not just for MIPT but also for AIPT.

A key property of MIPT but not AIPT is the following.
P5. Cauchy noise. Suppose that $y_{i}=\sigma z_{i}, i=0, \ldots, n-1$, and that $z_{i}$ is i.i.d standard Cauchy white noise. Then

$$
P\left(\sqrt{3^{J-j}}\left|\alpha_{j, k}\right| \geq \xi\right) \leq C_{1}^{\prime} \cdot \exp \left(-C_{2}^{\prime} \frac{\xi^{2}}{\sigma^{2}}\right)
$$

where $0 \leq \xi \leq \sqrt{3^{J-j}}$ and the $C_{i}^{\prime}>0$ are absolute constants.
For a linear transform, such as AIPT, the coefficients of Cauchy noise have Cauchy distributions, and such exponential bounds cannot hold. Moreover, the spread of the
resulting Cauchy distributions does not decrease with increasing $j$. In contrast, P5 shows that the spread of the MIPT coefficients gets smaller with larger $j$, and that deviations more than a few multiples of the spread are very rare.

Properties P1 and P2 need no further proof; P3-P5 are proved in the appendix.
4.3. MRA. MI refinement allows us to mimic the multiresolution analysis of wavelet theory. Given the sequence $\left(m_{j, k}\right)$ of block medians of $y$ at scale $j$, we may apply $J-j$ iterations of two-scale refinement to these medians, getting a sequence of length $n$ which we can call $P_{j} y$. An equivalent definition is as follows:

- Decomposition. $\theta=\operatorname{MIPT}(\underset{\theta}{y})$.
- Suppression of details. Let $\tilde{\theta}$ be a partial copy of $\theta$, where we set $\alpha_{j^{\prime}, k}=0$ for $j^{\prime}>j$.
- Reconstruction. $P_{j} y=M I P T^{-1}(\tilde{\theta})$.
$P_{j}$ is a nonlinear approximation of $y$ at the scale $j$, because it uses only the block medians at scale $j$ in its construction.

We can also form $Q_{j} y=P_{j} y-P_{j-1} y$, listing the details present in the approximation at scale $j$ but not present at scale $j-1$.
4.4. Examples. We collect here a few examples of the MIPT for $D=2$.

Figure 4.1 shows three different noiseless signals: (a) Sinusoid; (b) Heaviside; (c) Doppler. It also shows the pyramid coefficients of noiseless data for $D=2$.

Figure 4.2 shows an MRA decomposition of the same three signals. This display shows $P_{j_{0}} y, Q_{j_{0}+1} y, \ldots, Q_{J} y$.
5. Denoising by MIPT thresholding. We now consider applications of pyramid transforms to multiscale denoising. In general, we act as we would in the wavelet denoising case.

- Pyramid decomposition. Calculate $\theta=\operatorname{MIPT}(y)$.
- Hard thresholding. Let $\eta_{t}(y)=y \cdot 1_{\{|y|>t\}}$ be the hard thresholding function and let

$$
\hat{\theta}=\left(\left(m_{j_{0}, k}\right)_{k},\left(\eta_{t_{j_{0}+1}}\left(\alpha_{j_{0}+1, k}\right)\right)_{k}, \ldots\right)
$$

Here the $\left(t_{j}\right)$ is a sequence of threshold levels.

- Pyramid reconstruction. Calculate $\hat{f}=M I P T^{-1}(\hat{\theta})$.

In this approach, coefficient amplitudes smaller than $t_{j}$ are judged negligible, as noise rather than signal. Hence the thresholds $t_{j}$ control the degree of noise rejection but also of valid signal rejection. One hopes, in analogy with the orthogonal transform case studied in [12], to set thresholds which are small but which are very likely to exceed every coefficient in case of a pure noise signal. If the MIPT performs as we hope, the MIPT thresholds can be set "as if" the noise were Gaussian and the transform were AIPT, even when the noise is very non-Gaussian. This would mean that the median pyramid is immune to bad effects of impulsive noise.
5.1. Choice of thresholds. Motivated by P4 and P5, we work with the " $L^{2}$ normalized" coefficients $\bar{\alpha}_{j, k}=\sqrt{3^{J-j}} \alpha_{j, k}$ in this section.

In order to choose thresholds $\left\{t_{j}\right\}$ which are very likely to exceed every coefficient in case of a pure noise signal, we find $t_{j}$ satisfying $P\left(\left|\bar{\alpha}_{j, k}\right|>t_{j}\right) \leq c \cdot 3^{-J} / J$ where the MIPT coefficients arise from a pure noise signal $\left(X_{i}\right)_{i=0}^{3^{J}-1}, X_{i} \sim_{\text {i.i.d. }} F$. Then we have

$$
\begin{equation*}
P\left(\exists(j, k) \text { s.t. }\left|\bar{\alpha}_{j, k}\right|>t_{j}\right) \leq c \cdot \sum_{j=j_{0}}^{J} \sum_{k=0}^{3^{j}-1} \frac{1}{J} 3^{-J} \rightarrow 0 \text { as } J \rightarrow \infty \tag{5.1}
\end{equation*}
$$



Fig. 4.1. MIPT coefficients of three synthetic signals: Sinusoid, Heaviside, and Doppler. In each case, the plot of $\left(\alpha_{j, k}\right)_{k}$ is scaled by $\max _{k}\left|\alpha_{j, k}\right|$.

By (6.5), we can simply choose $t_{j}$ satisfying $P\left(\sqrt{3^{J-j}}\left|\operatorname{med}\left(X_{1}, \ldots, X_{3^{J-j}}\right)\right|>t_{j}\right) \leq$ $3^{-J} / J$. Corollary 6.5 gives, when $F$ is a symmetric law,

$$
\begin{equation*}
t_{j}:=t_{j}(F)=\sqrt{3^{J-j}} F^{-1}\left(\frac{1}{2}+\frac{1}{2} \sqrt{1-\left(\frac{1}{2 J 3^{J}}\right)^{\frac{2}{3^{J}-j}}}\right) . \tag{5.2}
\end{equation*}
$$

Careful study of (5.2) suggests to us that away from the finest scales, the magnitude of $t_{j}$ is governed by the behavior of $F^{-1}$ near $1 / 2$. Hence after standardizing the level and slope of $F$ at $p=1 / 2$ we expect that the threshold depends very little on $F$.

The discussion of the last few paragraphs has been informal, but the "weak dependence of thresholds on $F$ " can be formalized. Consider classes of smooth distributions $\mathcal{F}(M, \eta)$ defined as follows. First, the distributions have densities $f$ symmetric about 0 , so that $F^{-1}(1 / 2)=0$. Second, scale is standardized so that each density obeys $f(0)=1 / \sqrt{2 \pi}$, the same as the standard Gaussian $N(0,1)$. This is of course equivalent to setting $\left(F^{-1}\right)^{\prime}(1 / 2)=\sqrt{2 \pi}$. Third, we impose on $F^{-1}(p)$ some regularity near


FIG. 4.2. Nonlinear multiresolution analysis of three synthetic signals: Sinusoid, Heaviside, and Doppler. For Heaviside and Doppler, the plots of $Q_{j}$ are scaled the same for all $j$; whereas for the Sinusoid, each $Q_{j}$ is scaled by $\max _{k}\left|\left(Q_{j}\right)_{k}\right|$.
$p=1 / 2$ : the existence of two continuous derivatives throughout $[1 / 2-\eta, 1 / 2+\eta]$. Our classes of symmetric distributions $\mathcal{F}(M, \eta)$ are then
$\mathcal{F}(M, \eta):=\left\{F: f\right.$ symmetric, $\left.\left(F^{-1}\right)^{\prime}(1 / 2)=\sqrt{2 \pi},\left|\left(F^{-1}\right)^{\prime \prime}(p)\right| \leq M,|p-1 / 2| \leq \eta\right\}$,
where $M>0$ and $0<\eta<1 / 2$ are absolute constants. The appendix proves the following theorem.

Theorem 5.1. For any $\epsilon>0$ and $\theta \in(0,1)$, there exists $J^{*}=J^{*}(\epsilon, \theta, M, \eta)$ such that if $J \geq J^{*}$, then

$$
\max _{j \leq\lfloor\theta J\rfloor}\left|t_{j}\left(F_{1}\right)-t_{j}\left(F_{2}\right)\right| \leq \epsilon \quad \text { for all } F_{1}, F_{2} \in \mathcal{F}(M, \eta)
$$

5.2. Alpha-stable laws. Theorem 5.1 shows that a single set of MIPT thresholds can work not only for Gaussian data but also for a wide family of distributionsprovided that we avoid the use of coefficients at the finest scales. To illustrate the theorem, we consider symmetric $\alpha$-stable laws $(S \alpha S)[27]$. Alpha-stable laws are good models for many applications because of their high variability [24, 27].

Each symmetric $\alpha$-stable law $S \alpha S$ is specified by its characteristic function $\exp \left(-\sigma^{\alpha}|\theta|^{\alpha}\right)$, with two parameters, $(\alpha, \sigma), \alpha \in(0,2], \sigma>0$. The case $\alpha=$ 2 is the Gaussian distribution with standard deviation $\sqrt{2} \sigma$ and density function $1 /(\sqrt{2 \pi} \sqrt{2} \sigma) \exp \left(-t^{2} /\left(4 \sigma^{2}\right)\right.$. The case $\alpha=1$ is the Cauchy distribution with density $\sigma /\left(\pi\left(\sigma^{2}+t^{2}\right)\right)$.

For our purposes, we consider $S \alpha S$ densities with $\sigma$ calibrated so that the density at zero has the same value $1 / \sqrt{2 \pi}$ as the standard Gaussian. We denote the density and distribution of a $S \alpha S$ standardized in this way by $f_{\alpha}$ and $F_{\alpha}$, respectively. Notice that

$$
\begin{equation*}
f_{\alpha}(t)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} e^{-i \omega t} e^{-\sigma^{\alpha}|\omega|^{\alpha}} d \omega=\frac{1}{\pi} \int_{0}^{\infty} e^{-\sigma^{\alpha} \omega^{\alpha}} \cos (\omega t) d \omega \tag{5.3}
\end{equation*}
$$

and therefore $f_{\alpha}(0)=\frac{1}{\sigma \pi} I(\alpha)$, where $I(\alpha)=\int_{0}^{\infty} e^{-\omega^{\alpha}} d \omega$. So $f_{\alpha}$ is properly calibrated by choosing

$$
\begin{equation*}
\sigma=\sigma_{\alpha}=\sqrt{2 / \pi} \cdot I(\alpha) . \tag{5.4}
\end{equation*}
$$

It is clear from (5.3) that $f_{\alpha}(t)$ is smooth; the appendix proves the following lemma.

Lemma 5.2. Let $0<\alpha_{0}<2$. $\left\{F_{\alpha}: \alpha \in\left[\alpha_{0}, 2\right]\right\}$ is a subset of a $\mathcal{F}(M, \eta)$ for appropriate $M$ and $\eta$.

Combining this with Theorem 5.1 gives the following corollary.
Corollary 5.3. For any $\epsilon>0, \theta \in(0,1)$ and $\alpha_{0} \in(0,2)$, there exists $J^{*}=$ $J^{*}\left(\epsilon, \theta, \alpha_{0}\right)$ such that if $J \geq J^{*}$, then

$$
\max _{j \leq\lfloor\theta J\rfloor}\left|t_{j}\left(F_{\alpha_{1}}\right)-t_{j}\left(F_{\alpha_{2}}\right)\right| \leq \epsilon \quad \text { for all } \alpha_{0} \leq \alpha_{1}, \alpha_{2} \leq 2
$$

To illustrate Corollary 5.3 , we compare $t_{j}\left(F_{2}\right)$ with $t_{j}\left(F_{1}\right)$ in Table 5.1.
While the Gaussian and Cauchy are widely different distributions, their MIPT thresholds are very close at coarse scales.
5.3. Denoising in Gaussian noise. In order to test the above ideas, we first report on the behavior of MIPT with Gaussian noise. Figure 5.1 shows two objectsHeaviside and Doppler - contaminated by Gaussian noise.

The figure also shows the results for (a) Doppler signal, thresholding in MIPT domain; (b) Doppler signal, thresholding in AIPT domain; (c) Heaviside signal, thresholding in MIPT domain; (d) Heaviside signal, thresholding in AIPT domain.

The thresholds $t_{j}$ in both cases were set by (5.2). The performance of MIPT is comparable to the performance of AIPT, as we expect.
5.4. Denoising in heavy-tailed noise. Next we report on the behavior of MIPT with Cauchy noise. Figure 5.2 shows two objects-Heaviside and Dopplercontaminated by Cauchy noise.

The figure also shows the results for (a) Doppler signal, thresholding in MIPT domain; (b) Doppler signal, thresholding in AIPT domain; (c) Heaviside signal, thresholding in MIPT domain; (d) Heaviside signal, thresholding in AIPT domain.

The thresholds $t_{j}$ for MIPT thresholding were again set by (5.2). As a control experiment, the same set of thresholds were used for AIPT thresholding. The performance of MIPT is much better than the performance of AIPT, as we expect.

Table 5.1
MIPT thresholds for Gaussian and Cauchy white noise.

| $N$ | $j$ | $n_{j}$ | $t_{j}(N(0.1))$ | $t_{j}$ (Cauchy) | $N$ | $j$ | $n_{j}$ | $t_{j}(N(0,1))$ | $t_{j}$ (Cauchy) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $3^{10}$ |  |  |  |  | $3^{11}$ |  |  |  |  |
|  | 3 | 2187 | 6.6286 | 6.6764 |  | 3 | 6561 | 6.9052 | 6.9231 |
|  | 4 | 729 | 6.6306 | 6.7756 |  | 4 | 2187 | 6.9059 | 6.9600 |
|  | 5 | 243 | 6.6366 | 7.0866 |  | 5 | 729 | 6.9082 | 7.0724 |
|  | 6 | 81 | 6.6543 | 8.1534 |  | 6 | 243 | 6.9149 | 7.4261 |
|  | 7 | 27 | 6.7058 | 12.9767 |  | 7 | 81 | 6.9350 | 8.6533 |
|  | 8 | 9 | 6.8393 | 67.3342 |  | 8 | 27 | 6.9928 | 14.4074 |
|  | 9 | 3 | 7.0693 | 19659.0616 |  | 9 | 9 | 7.1406 | 88.0447 |
|  | 10 | 1 | 7.2704 | $1.4168 \times 10^{12}$ |  | 10 | 3 | 7.3833 | 43575.6704 |
|  |  |  |  |  |  | 11 | 1 | 7.5864 | $1.5470 \times 10^{13}$ |
| $3^{12}$ |  |  |  |  | $3^{13}$ |  |  |  |  |
|  | 3 | 19683 | 7.1696 | 7.1763 |  | 3 | 59049 | 7.4232 | 7.4257 |
|  | 4 | 6561 | 7.1699 | 7.1900 |  | 4 | 19683 | 7.4233 | 7.4308 |
|  | 5 | 2187 | 7.1707 | 7.2312 |  | 5 | 6561 | 7.4237 | 7.4460 |
|  | 6 | 729 | 7.1732 | 7.3573 |  | 6 | 2187 | 7.4246 | 7.4918 |
|  | 7 | 243 | 7.1808 | 7.7555 |  | 7 | 729 | 7.4274 | 7.6320 |
|  | 8 | 81 | 7.2032 | 9.1531 |  | 8 | 243 | 7.4358 | 8.0765 |
|  | 9 | 27 | 7.2676 | 15.9479 |  | 9 | 81 | 7.4606 | 9.6545 |
|  | 10 | 9 | 7.4294 | 114.8298 |  | 10 | 27 | 7.5318 | 17.6099 |
|  | 11 | 3 | 7.6836 | 96054.9354 |  | 11 | 9 | 7.7074 | 149.4526 |
|  | 12 | 1 | 7.8869 | $1.6131 \times 10^{14}$ |  | 12 | 3 | 7.9718 | 210754.2497 |
|  |  |  |  |  |  | 13 | 1 | 8.2100 | $1.5790 \times 10^{15}$ |

## 6. Appendix: Proofs.

6.1. Preliminaries. Our proofs of P3-P5 rely on two basic facts about medians and median-interpolating refinement.

Lemma 6.1. Let $I$ be a closed interval and $\|f-g\|_{L^{\infty}(I)} \leq \epsilon$, then $\mid \operatorname{med}(f \mid I)-$ $\operatorname{med}(g \mid I) \mid \leq \epsilon$.

Proof. $\operatorname{med}(\cdot \mid I)$ is a monotone functional: $f \leq g \Rightarrow \operatorname{med}(f \mid I) \leq \operatorname{med}(g \mid I)$. If $\|f-g\|_{L^{\infty}(I)} \leq \epsilon$, then $f \leq g+\epsilon$ and

$$
\operatorname{med}(f \mid I) \leq \operatorname{med}(g+\epsilon \mid I)=\operatorname{med}(g \mid I)+\epsilon
$$

By symmetry, we also get $\operatorname{med}(g \mid I) \leq \operatorname{med}(f \mid I)+\epsilon$.
LEMMA 6.2. The operators $\Pi_{(2)}, Q_{(2)}: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ are Lipschitz operators, i.e., if $\mathbf{m}=\left(m_{1}, m_{2}, m_{3}\right)^{T}$ and $\mathbf{m}^{\prime}=\left(m_{1}^{\prime}, m_{2}^{\prime}, m_{3}^{\prime}\right)^{T}$, then $\left\|\Pi_{(2)}(\mathbf{m})-\Pi_{(2)}\left(\mathbf{m}^{\prime}\right)\right\|_{\infty} \leq$ $C \cdot\left\|\mathbf{m}-\mathbf{m}^{\prime}\right\|_{\infty}$ and $\left\|Q_{(2)}(\mathbf{m})-Q_{(2)}\left(\mathbf{m}^{\prime}\right)\right\|_{\infty} \leq C^{\prime} \cdot\left\|\mathbf{m}-\mathbf{m}^{\prime}\right\|_{\infty}$.

Proof. We focus on the proof for $\Pi_{(2)}$; the proof for $Q_{(2)}$ is similar. The closedform expressions (2.11) and (2.14-2.17) can be used to show that $a(\mathbf{m}), b(\mathbf{m}), c(\mathbf{m})$ are globally continuous, and even that they are analytic within each of the "branches" $\mathcal{N}_{1}=\left\{\mathbf{m}:\left(m_{3}-m_{2}\right) /\left(m_{2}-m_{1}\right) \in[7 / 3,5]\right\}, \mathcal{N}_{2}=\left\{\mathbf{m}:\left(m_{3}-m_{2}\right) /\left(m_{2}-m_{1}\right) \in\right.$ $[1 / 5,3 / 7]\}, \mathcal{N}_{3}=\left\{\mathbf{m}:\left(m_{3}-m_{2}\right) /\left(m_{2}-m_{1}\right) \in[-3,-1 / 3]\right\}$, and $\mathcal{L}=\mathbb{R}^{3}-\cup_{i=1}^{3} \mathcal{N}_{i}$. In particular, $a(\mathbf{m}), b(\mathbf{m}), c(\mathbf{m})$ have bounded partial derivatives in each of $\mathcal{N}_{i}$ and constant partial derivatives in $\mathcal{L}$. Hence, there is a constant $C>0$ such that if both $\mathbf{m}, \mathbf{m}^{\prime}$ belong to one of $\mathcal{N}_{i}$ and $\mathcal{L}$, then

$$
\begin{equation*}
\left\|(a(\mathbf{m}), b(\mathbf{m}), c(\mathbf{m}))^{T}-\left(a\left(\mathbf{m}^{\prime}\right), b\left(\mathbf{m}^{\prime}\right), c\left(\mathbf{m}^{\prime}\right)\right)^{T}\right\|_{\infty} \leq C \cdot\left\|\mathbf{m}-\mathbf{m}^{\prime}\right\|_{\infty} \tag{6.1}
\end{equation*}
$$

It remains to show that (6.1) holds also without the restriction that $\mathbf{m}, \mathbf{m}^{\prime}$ both have to belong to one of $\mathcal{N}_{i}$ and $\mathcal{L}$. Notice that each $\mathcal{N}_{i}$ is a convex set in $\mathbb{R}^{3}$ because

$$
d_{1} \leq \frac{m_{3}-m_{2}}{m_{2}-m_{1}} \leq d_{2} \text { and } d_{1} \leq \frac{m_{3}^{\prime}-m_{2}^{\prime}}{m_{2}^{\prime}-m_{1}^{\prime}} \leq d_{2}
$$



Fig. 5.1. Denoising of Gaussian data with AIPT and MIPT thresholding.
implies

$$
d_{1} \leq \frac{\left(m_{3}+t\left(m_{3}-m_{3}^{\prime}\right)\right)-\left(m_{2}+t\left(m_{2}-m_{2}^{\prime}\right)\right)}{\left(m_{2}+t\left(m_{2}-m_{2}^{\prime}\right)\right)-\left(m_{1}+t\left(m_{1}-m_{1}^{\prime}\right)\right)} \leq d_{2} \quad \text { for all } t \in[0,1]
$$

Also for each $d \in \mathbb{R}$, there is a unique $t \in \mathbb{R}$ such that $\left(\left(m_{3}+t\left(m_{3}-m_{3}^{\prime}\right)\right)-\left(m_{2}+\right.\right.$ $\left.\left.t\left(m_{2}-m_{2}^{\prime}\right)\right)\right) /\left(\left(m_{2}+t\left(m_{2}-m_{2}^{\prime}\right)\right)-\left(m_{1}+t\left(m_{1}-m_{1}^{\prime}\right)\right)\right)=d$. Since $\mathbb{R}$ is the disjoint union of the seven intervals $(-\infty,-3],[-3,-1 / 3],[-1 / 3,1 / 5],[1 / 5,3 / 7],[3 / 7,7 / 3]$, $[7 / 3,5],\left[5,+\infty\right.$ ), we conclude that the line segment (in $\mathbb{R}^{3}$ ) joining $\boldsymbol{m}$ and $\mathbf{m}^{\prime}$ is the disjoint union of at most seven subsegments each lying completely in one of the sets $\mathcal{N}_{i}$ and $\mathcal{L}$. Hence by replacing $C$ by $7 \cdot C$ in (6.1) one makes the bound valid for all $\mathbf{m}$ and $\mathbf{m}^{\prime}$.

Comment. If $\mathbf{m}, \mathbf{m}^{\prime}$ are associated with triadic intervals $I_{j, k+e}, e=-1,0,1$ and $\pi_{j, k}$ and $\pi_{j, k}^{\prime}$ are the corresponding median-interpolants, then Lemma 6.2 also implies that $\left\|\pi_{j, k}-\pi_{j, k}^{\prime}\right\|_{L^{\infty}\left(I_{j, k}\right)} \leq C\left\|\mathbf{m}-\mathbf{m}^{\prime}\right\|_{\infty}$, where $C$ is an absolute constant independent of $\mathbf{m}, \mathbf{m}^{\prime}, j$, and $k$.
6.2. Proof of P3. We first recall a standard result in approximation theory.

Lemma 6.3. Let $f \in \dot{C}^{r+\alpha}, r=0,1,2, \ldots$ and $0 \leq \alpha \leq 1$. Then there exists a constant $C$, proportional to the Hölder constant of $f$, so that for any small enough


Fig. 5.2. Denoising of Cauchy data with AIPT and MIPT thresholding.
interval $I$, there is a polynomial $\pi_{I}$ of degree $r$ with

$$
\left\|f-\pi_{I}\right\|_{L^{\infty}(I)} \leq C|I|^{r+\alpha}
$$

Proof of P3. Let $f \in \dot{C}^{r+\alpha}(r=0,1$, or $2,0 \leq \alpha \leq 1)$ and $I_{j, k}$ be an arbitrary triadic interval (with $j$ large enough.) By Lemma 6.3, there exists a degree $r$ polynomial, $\tilde{\pi}_{j, k}$, such that

$$
\begin{equation*}
\left\|f-\tilde{\pi}_{j, k}\right\|_{L^{\infty}\left(I_{j, k-1} \cup I_{j, k} \cup I_{j, k+1}\right)} \leq C C_{1} 3^{-(r+\alpha) j} \tag{6.2}
\end{equation*}
$$

Put for short $\epsilon=C C_{1} 3^{-(r+\alpha) j}$.
Recall the notation $m_{j, k}=\operatorname{med}\left(f \mid I_{j, k}\right)$ and let $\pi_{j, k}$ be the degree $D=2$ polynomial that interpolates the block medians $m_{j, k^{\prime}}, k^{\prime}=k-1, \ldots, k+1$. We want to show that $\pi_{j, k}$ is close to $\tilde{\pi}_{j, k}$. Denote $\tilde{m}_{j, k^{\prime}}=\operatorname{med}\left(\tilde{\pi}_{j, k} \mid I_{j, k^{\prime}}\right)$, by (6.2) and Lemma 6.1,

$$
\begin{equation*}
\left|m_{j, k^{\prime}}-\tilde{m}_{j, k^{\prime}}\right| \leq \epsilon \text { for } k^{\prime}=k-1, k, k+1 \tag{6.3}
\end{equation*}
$$

By Lemma 6.2 and (6.3),

$$
\left\|\Pi_{(2)}\left(m_{j, k-1}, m_{j, k}, m_{j, k+1}\right)-\Pi_{(2)}\left(\tilde{m}_{j, k-1}, \tilde{m}_{j, k}, \tilde{m}_{j, k+1}\right)\right\|_{L^{\infty}\left(I_{j, k}\right)} \leq c \epsilon
$$

$\operatorname{But} \Pi_{(2)}\left(m_{j, k-1}, m_{j, k}, m_{j, k+1}\right)=\pi_{j, k}$ and $\Pi_{(2)}\left(\tilde{m}_{j, k-1}, \tilde{m}_{j, k}, \tilde{m}_{j, k+1}\right)=\tilde{\pi}_{j, k}$, hence

$$
\begin{equation*}
\left\|f-\pi_{j, k}\right\|_{L^{\infty}\left(I_{j, k}\right)} \leq\left\|f-\tilde{\pi}_{j, k}\right\|_{L^{\infty}\left(I_{j, k}\right)}+\left\|\pi_{j, k}-\tilde{\pi}_{j, k}\right\|_{L^{\infty}\left(I_{j, k}\right)} \leq c^{\prime \prime} \epsilon \tag{6.4}
\end{equation*}
$$

Finally, use Lemma 6.1 and (6.4) to conclude that for $e=0,1,2$,

$$
\left|d_{j+1,3 k+e}\right|=\left|\operatorname{med}\left(f \mid I_{j+1,3 k+e}\right)-\operatorname{med}\left(\pi_{j, k} \mid I_{j+1,3 k+e}\right)\right| \leq c^{\prime \prime \prime} \epsilon
$$

or to write it in a cleaner form, $\left|d_{j, k}\right| \leq c^{(i v)} \cdot C 3^{-(r+\alpha) j}$, where $c^{(i v)}=c^{\prime \prime \prime} 3^{r+\alpha}$.

### 6.3. Proof of P4 and P5. Since

$$
\alpha_{j, 3 k+\epsilon}=m_{j, 3 k+\epsilon}-\left(Q_{(2)}\left(m_{j-1, k-1}, m_{j-1, k}, m_{j-1, k+1}\right)\right)_{\epsilon}
$$

and $Q_{(2)}$ is Lipschitz (Lemma 6.2), there is a constant $c>0$, independent of $j$ and $k$, such that $\left|\alpha_{j, 3 k+\epsilon}\right| \leq c \cdot \max \left(\left|m_{j, 3 k+\epsilon}\right|,\left|m_{j-1, k-1}\right|,\left|m_{j-1, k}\right|,\left|m_{j-1, k+1}\right|\right)$. Boole's inequality gives for random variables $W_{i}$ that

$$
P\left(\max \left(W_{1}, \ldots, W_{4}\right)>\xi\right) \leq \sum_{i=1}^{4} P\left(W_{i}>\xi\right)
$$

and so we can write

$$
\begin{equation*}
P\left(\sqrt{3^{J-j}}\left|\alpha_{j, k}\right| \geq \xi\right) \leq 4 \cdot P\left(\sqrt{3^{J-j}}\left|m_{j, k}\right| \geq \xi / c\right) \tag{6.5}
\end{equation*}
$$

Thus, P4 and P5 boil down to the calculation of $P\left(\sqrt{n}\left|\operatorname{med}\left(X_{1}, \ldots, X_{n}\right)\right| \geq \xi\right)$ for $X_{i} \sim_{i . i . d .}$ Gaussian and Cauchy.

We first develop an inequality which derives from standard results in order statistics [6] and in Cramèr-Chernoff bounds on large deviations [7].

Lemma 6.4. Let $X_{1}, \ldots, X_{n}$ be i.i.d. with cumulative distribution function (c.d.f.) $F(\cdot)$. We have the following estimate:

$$
\begin{aligned}
& P\left\{\mid\left(\operatorname{med}\left(X_{1}, \ldots, X_{n}\right) \mid \geq x\right\}\right. \\
& \quad \leq \min \left\{1,[2 \sqrt{F(x)(1-F(x))}]^{n}+[2 \sqrt{F(-x)(1-F(-x))}]^{n}\right\}
\end{aligned}
$$

Proof. It suffices to show that $P\left(\operatorname{med}\left(X_{1}, \ldots, X_{n}\right) \geq x\right) \leq[2 \sqrt{F(x)(1-F(x))}]^{n}$ for any $x \geq 0$. Let $I_{i}=1_{\left(X_{i} \geq x\right)}$,

$$
P\left(\operatorname{med}\left(X_{1}, \ldots, X_{n}\right) \geq x\right) \leq P\left(\sum_{i=1}^{n} I_{i} \geq \frac{n}{2}\right)
$$

Since $I_{i} \sim_{\text {i.i.d. }} \operatorname{Binomial}(1,1-F(x)), S_{n}:=\sum_{i=1}^{n} I_{i} \sim \operatorname{Binomial}(n, 1-F(x))$. By $1_{\left(S_{n} \geq \frac{n}{2}\right)} \leq e^{\lambda S_{n}} e^{-\lambda \frac{n}{2}}$ for all $\lambda>0$, we have

$$
\begin{aligned}
P\left(S_{n} \geq \frac{n}{2}\right) & \leq \min _{\lambda>0} \mathrm{E}\left(e^{\lambda S_{n}} e^{-\lambda \frac{n}{2}}\right)=\min _{\lambda>0} e^{-\lambda \frac{n}{2}} \mathrm{E}\left(e^{\lambda \sum_{1}^{n} I_{i}}\right) \\
& =\min _{\lambda>0} e^{-\lambda \frac{n}{2}}\left(F(x)+(1-F(x)) e^{\lambda}\right)^{n}=\left[\min _{\lambda>0} F(x) e^{-\frac{\lambda}{2}}+(1-F(x)) e^{\frac{\lambda}{2}}\right]^{n} \\
& =\left(F(x) e^{-\frac{\lambda}{2}}+\left.(1-F(x)) e^{\frac{\lambda}{2}}\right|_{\lambda=\ln \left(\frac{F(x)}{1-F(x)}\right)}\right)^{n}=(2 \sqrt{F(x)(1-F(x))})^{n}
\end{aligned}
$$

Corollary 6.5. Let $X_{1}, \ldots, X_{n}$ be i.i.d. with c.d.f. $F(x)$ having symmetric density $f$. Given $\alpha \in(0,1 / 2)$, define

$$
t_{\alpha, n}:=F^{-1}\left(\frac{1}{2}+\frac{1}{2} \sqrt{1-\left(\frac{\alpha}{2}\right)^{\frac{2}{n}}}\right)
$$

then

$$
P\left(\left|\operatorname{med}\left(X_{1}, \ldots, X_{n}\right)\right| \geq t_{\alpha, n}\right) \leq \alpha
$$

We now apply Lemma 6.4 to the Gaussian and Cauchy distributions. Since they are both symmetric distributions, we have

$$
\begin{aligned}
P\left(\left|\sqrt{n} \operatorname{med}\left(X_{1}, \ldots, X_{n}\right)\right| \geq \xi\right) & \leq 2 \cdot 2^{n} \sqrt{F\left(\frac{\xi}{\sqrt{n}}\right)\left(1-F\left(\frac{\xi}{\sqrt{n}}\right)\right)^{n}} \\
& =2 \cdot\left([4 F(y)(1-F(y))]^{y^{-2} / 2}\right)^{\xi^{2}} \\
& =2 \cdot \exp \left(\theta(y) \xi^{2}\right)
\end{aligned}
$$

where $y \equiv \xi / \sqrt{n}$ and $\theta(y) \equiv y^{-2} / 2 \cdot \log [4 F(y)(1-F(y))]$. Gaussian-type probability bounds will follow for a range $0 \leq \xi \leq X$ in P4 and P 5 , from an inequality $\sup _{[0, Y]} \theta(y)<0$ on a corresponding range of values $0 \leq y \leq Y$, with $Y=X / \sqrt{n}$.
(i) Gaussian distribution: To establish P 4 , we need inequalities valid for $0 \leq \xi<$ $\infty$, i.e., $0 \leq y<\infty$. Now

$$
\sup _{y \in[2, \infty)} \theta(y)=\sup _{y \in[2, \infty)} y^{-2} / 2 \cdot\left[\log \left(1-F_{2}(y)\right)+\log \left(4 F_{2}(y)\right)\right]
$$

From Mills' ratio $\int_{y}^{\infty} e^{-x^{2} / 2} d x \leq \frac{1}{y} e^{-y^{2} / 2}$ holding for all $y>1$, we have $\log (1-$ $\left.F_{2}(y)\right) \leq-y^{2} / 2-\log (y)$. Hence

$$
\sup _{y \in[2, \infty)} \theta(y) \leq \sup _{y \in[2, \infty)} y^{-2} / 2 \cdot\left[-y^{2} / 2-\log (y)+\log (4)\right]=-(2-\log (2)) / 2<0
$$

On the other hand, from symmetry of $F_{2}$ and unimodality of the density $f_{2}$ we get $4 F_{2}(y)\left(1-F_{2}(y)\right)=4 F_{2}(y) F_{2}(-y) \leq 1-c y^{2}$ on $|y| \leq 2$, with $c>0$; so

$$
\sup _{y \in[0,2]} \theta(y)=\sup _{y \in[0,2]} y^{-2} / 2 \cdot \log \left(1-c y^{2}\right) \leq-c / 2
$$

(ii) Cauchy distribution: $F_{1}(x)=\frac{1}{2}+\frac{1}{\pi} \arctan \left(\sqrt{\frac{\pi}{2}} x\right)$. To get P5 we aim only for an inequality valid on $y \in[0, Y]$, with $Y=1$, which gives a Gaussian-type inequality for $\xi \in[0, \sqrt{n}]$.

$$
\theta(y)=y^{-2} / 2 \cdot \log \left[1-\frac{4}{\pi^{2}} \arctan ^{2}\left(\sqrt{\frac{\pi}{2}} y\right)\right] \leq-y^{-2} / 2 \cdot \frac{4}{\pi^{2}} \arctan ^{2}\left(\sqrt{\frac{\pi}{2}} y\right)
$$

However, as $\arctan (y)>c \cdot y$ for $y \in[0,1]$, with $c>0$, this gives $\theta(y)<-\frac{c^{2}}{\pi}$ for $y \in[0,1]$.
6.4. Proof of Theorem 5.1. Let $p=1 /\left(2 J 3^{J}\right)^{2}, n_{j}=3^{J-j}$. Let $j$ be chosen such that

$$
\begin{equation*}
1 / 2 \sqrt{1-p^{1 / n_{j}}} \leq \eta \tag{6.6}
\end{equation*}
$$

Then there exist $0<\eta_{1}, \eta_{2} \leq \eta$ such that

$$
\begin{aligned}
\left|t_{j}\left(F_{1}\right)-t_{j}\left(F_{2}\right)\right| & =\sqrt{n_{j}}\left|F_{1}^{-1}\left(\frac{1}{2}+\frac{1}{2} \sqrt{1-p^{\frac{1}{n_{j}}}}\right)-F_{2}^{-1}\left(\frac{1}{2}+\frac{1}{2} \sqrt{1-p^{\frac{1}{n_{j}}}}\right)\right| \\
& =\sqrt{n_{j}}\left|\left(F_{1}^{-1}\right)^{\prime \prime}\left(1 / 2+\eta_{1}\right)-\left(F_{2}^{-1}\right)^{\prime \prime}\left(1 / 2+\eta_{2}\right)\right|\left(\frac{1}{2} \sqrt{1-p^{\frac{1}{n_{j}}}}\right)^{2} \\
& \leq M / 2 \sqrt{n_{j}}\left(1-p^{\frac{1}{n_{j}}}\right)
\end{aligned}
$$

i.e., $\left|t_{j}\left(F_{1}\right)-t_{j}\left(F_{2}\right)\right| \leq \epsilon$ if

$$
\begin{equation*}
\sqrt{n_{j}}\left(1-p^{\frac{1}{n_{j}}}\right) \leq \frac{2 \epsilon}{M} \tag{6.7}
\end{equation*}
$$

Since $(1-x) \leq \log (1 / x)$ for all $x \in(0,1]$, (6.6) holds for large enough $J$ because

$$
\begin{aligned}
\frac{1}{2} \sqrt{1-p^{1 / n_{j}}} & \leq \frac{1}{2} \sqrt{\log p^{-1 / n_{j}}}=\frac{1}{2} \sqrt{\frac{1}{n_{j}} \log \left(4 \cdot J^{2} \cdot 3^{2 J}\right)} \\
& \leq \frac{1}{2} \sqrt{\frac{1}{3^{(1-\theta) J}}(\log (4)+2 \log (J)+2 J \log (3))} \rightarrow 0 \text { as } J \rightarrow 0
\end{aligned}
$$

Similarly, (6.7) holds for large enough $J$ because

$$
\begin{aligned}
\sqrt{n_{j}}\left(1-p^{\frac{1}{n_{j}}}\right) & \leq\left(1 / \sqrt{n_{j}}\right) \log p^{-1} \\
& \leq \frac{1}{\sqrt{3^{(1-\theta) J}}}(\log (4)+2 \log (J)+2 J \log (3)) \rightarrow 0 \text { as } J \rightarrow 0
\end{aligned}
$$

### 6.5. Proof of Lemma 5.2. It suffices to find $M, \eta$ such that

$$
\sup _{\alpha \in\left[\alpha_{0}, 2\right]} \sup _{p \in\left[\frac{1}{2}-\eta, \frac{1}{2}+\eta\right]}\left(F_{\alpha}^{-1}\right)^{\prime \prime}(p) \leq M .
$$

Since

$$
\left(F_{\alpha}^{-1}\right)^{\prime \prime}(p)=-\frac{f_{\alpha}^{\prime}\left(F_{\alpha}^{-1}(p)\right)}{\left[f_{\alpha}\left(F_{\alpha}^{-1}(p)\right)\right]^{3}}
$$

we work with $F_{\alpha}^{-1}, f_{\alpha}$, and $f_{\alpha}^{\prime}$ separately.

1. Since $\left|F_{\alpha}^{-1}(p)\right|$ is monotone increasing in $p$ for fixed $\alpha$, and is monotone increasing in $\alpha$ for fixed $p$, we have, for any $0<\eta<1 / 2$,

$$
\sup _{0<\alpha \leq 2} \sup _{1 / 2-\eta \leq p \leq 1 / 2+\eta}\left|F_{\alpha}^{-1}(p)\right|=F_{2}^{-1}(1 / 2+\eta)
$$

2. Now $\sup _{|t| \leq \epsilon_{1}}\left|f_{\alpha}(t)-f_{\alpha}(0)\right| \leq|t| \cdot\left\{\sup _{|t| \leq \epsilon_{1}}\left|f_{\alpha}^{\prime}(t)\right|\right\}$. Also

$$
\begin{aligned}
\sup _{|t| \leq \epsilon_{1}}\left|f_{\alpha}^{\prime}(t)\right| & =\sup _{|t| \leq \epsilon_{1}}\left|\frac{1}{\pi} \int_{0}^{\infty} e^{-\sigma_{\alpha}^{\alpha} \omega^{\alpha}}(-\omega) \sin (\omega t) d \omega\right| \\
& \leq \frac{1}{\pi} \int_{0}^{\infty} e^{-\sigma_{\alpha}^{\alpha} \omega^{\alpha}} \omega d \omega=\frac{1}{\pi} \frac{1}{\sigma_{\alpha}^{2}} \int_{0}^{\infty} e^{-\omega^{\alpha}} \omega d \omega \leq C_{1}\left(\alpha_{0}\right)
\end{aligned}
$$

where $C_{1}(\alpha)=\frac{1}{2}\left(\int_{0}^{\infty} e^{-\omega^{\alpha}} \omega d \omega\right) /\left(\int_{0}^{\infty} e^{-\omega^{\alpha}} d \omega\right)^{2}$ is defined on $(0,2]$ and is positive and monotone decreasing.
3. Similarly $\sup _{|t| \leq \epsilon_{1}}\left|f_{\alpha}^{\prime}(t)-f_{\alpha}^{\prime}(0)\right| \leq|t| \cdot\left\{\sup _{|t| \leq \epsilon_{1}}\left|f_{\alpha}^{\prime \prime}(t)\right|\right\}$. Moreover

$$
\begin{aligned}
\sup _{|t| \leq \epsilon_{1}}\left|f_{\alpha}^{\prime \prime}(t)\right| & =\sup _{|t| \leq \epsilon_{1}}\left|\frac{1}{\pi} \int_{0}^{\infty} e^{-\sigma_{\alpha}^{\alpha} \omega^{\alpha}}\left(\omega^{2}\right) \cos (\omega t) d \omega\right| \\
& \leq \frac{1}{\pi} \int_{0}^{\infty} e^{-\sigma_{\alpha}^{\alpha} \omega^{\alpha}} \omega^{2} d \omega=\frac{1}{\pi} \frac{1}{\sigma_{\alpha}^{3}} \int_{0}^{\infty} e^{-\omega^{\alpha}} \omega^{2} d \omega \leq C_{2}\left(\alpha_{0}\right)
\end{aligned}
$$

where $C_{2}(\alpha)=\frac{1}{2} \sqrt{\frac{\pi}{2}}\left(\int_{0}^{\infty} e^{-\omega^{\alpha}} \omega^{2} d \omega\right) /\left(\int_{0}^{\infty} e^{-\omega^{\alpha}} d \omega\right)^{3}$ is defined on $(0,2]$ and is positive and monotone decreasing. Therefore

$$
\begin{align*}
\sup _{\alpha \in\left[\alpha_{0}, 2\right]} \sup _{p \in\left[\frac{1}{2}-\eta, \frac{1}{2}+\eta\right]}\left|\left(F_{\alpha}^{-1}\right)^{\prime \prime}(p)\right| & =\sup _{\alpha \in\left[\alpha_{0}, 2\right] p \in\left[\frac{1}{2}-\eta, \frac{1}{2}+\eta\right]} \frac{\left|f_{\alpha}^{\prime}\left(F_{\alpha}^{-1}(p)\right)\right|}{\left|f_{\alpha}\left(F_{\alpha}^{-1}(p)\right)\right|^{3}} \\
& \leq \frac{\left|F_{2}^{-1}\left(\frac{1}{2}+\eta\right)\right| C_{2}\left(\alpha_{0}\right)}{\left|\frac{1}{\sqrt{2 \pi}}-F_{2}^{-1}\left(\frac{1}{2}+\eta\right) C_{1}\left(\alpha_{0}\right)\right|^{3}} . \tag{6.8}
\end{align*}
$$

If we choose $\eta=\eta\left(\alpha_{0}\right)>0$ small enough such that $F_{2}^{-1}\left(\frac{1}{2}+\eta\right) C_{1}\left(\alpha_{0}\right)<\frac{1}{\sqrt{2 \pi}}$, then with the choice of $M=M\left(\alpha_{0}\right)$ defined by (6.8) we get $\left\{F_{\alpha}: \alpha_{0} \leq \alpha \leq 2\right\} \subset$ $\mathcal{F}\left(M\left(\alpha_{0}\right), \eta\left(\alpha_{0}\right)\right)$.

Reproducible research. In this paper, all computational results are reproducible, meaning that the code which generated the figures is available over the Internet, following the discipline indicated in [3]. Interested readers are directed to http://www-stat.stanford.edu/~wavelab/.
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# ORTHONORMAL RIDGELETS AND LINEAR SINGULARITIES* 
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#### Abstract

We construct a new orthonormal basis for $L^{2}\left(\mathbb{R}^{2}\right)$, whose elements are angularly integrated ridge functions-orthonormal ridgelets. The basis elements are smooth and of rapid decay in the spatial domain, and in the frequency domain are localized near angular wedges which, at radius $r=2^{j}$, have radial extent $\Delta r \approx 2^{j}$ and angular extent $\Delta \theta \approx 2 \pi / 2^{j}$.

Orthonormal ridgelet expansions expose an interesting phenomenon in nonlinear approximation: they give very efficient approximations to objects such as $1_{\left\{x_{1} \cos \theta+x_{2} \sin \theta>a\right\}} e^{-x_{1}^{2}-x_{2}^{2}}$ which are smooth away from a discontinuity along a line. The orthonormal ridgelet coefficients of such objects are sparse: they belong to every $\ell^{p}, p>0$. This implies that simple thresholding in the ridgelet orthobasis is, in a certain sense, a near-ideal nonlinear approximation scheme for such objects.

Orthonormal ridgelets may be viewed as $L^{2}$ substitutes for approximation by sums of ridge functions, and so can perform many of the same tasks as the ridgelet systems constructed by Candès [Ph.D. Thesis, Department of Statistics, Stanford University, Stanford, CA, 1998; Appl. Comput. Harmon. Anal., 6 (1999), pp. 197-218]. Orthonormal ridgelets make available the machinery of orthogonal decompositions, which is not available for ridge functions as they are not in $L^{2}\left(\mathbb{R}^{2}\right)$.

The ridgelet orthobasis is constructed as the isometric image of a special wavelet basis for Radon space; as a consequence, ridgelet analysis is equivalent to a special wavelet analysis in the Radon domain. This means that questions of ridgelet analysis of linear singularities can be answered by wavelet analysis of point singularities. At the heart of our nonlinear approximation result is the study of a certain tempered distribution on $\mathbb{R}^{2}$ defined formally by $S(u, v)=|v|^{-1 / 2} \sigma(u /|v|)$ with $\sigma$ a certain smooth bounded function; this is singular at $(u, v)=(0,0)$ and $C^{\infty}$ elsewhere. The key point is that the analysis of this point singularity by tensor Meyer wavelets yields sparse coefficients at high frequencies; this is reflected in the sparsity of the ridgelet coefficients and the good nonlinear approximation properties of the ridgelet basis.
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## 1. Introduction.

1.1. Sparse representation of singularities. One of the most striking features of wavelet analysis is its ability to efficiently represent functions which are smooth away from point singularities. To see what we mean, consider the function $f_{\alpha}(x)=|x|^{-\alpha} w(x)$ of $x \in \mathbb{R}^{2}$, where $w(x)$ is a smooth window of compact support and $\alpha<1 / 2$. Now $f$ is smooth away from 0 and has a square-integrable singularity at the point $x=0$. The coefficients of $f$ in the Meyer orthonormal wavelet basis are sparse: arranging them in decreasing order of magnitude gives a sequence decaying more rapidly than any negative power of the index. In this regard, the wavelet coefficients of a point singularity behave similarly to the wavelet coefficients of a smooth function (such as $w(x)$ ); the sparsity of a wavelet analysis is in a sense insensitive to the presence of point singularities.

Sparsity of the wavelet coefficients has implications for the quality of partial wavelet reconstructions. If we approximate a function using just the $m$-best terms in

[^51]the wavelet expansion, and if the coefficients are sparse in the sense just given, then the $L^{2}$ error of best- $m$-term approximation decays rapidly with $m$-faster than any negative power of $m$. Hence, the fact that wavelet analysis of a point singularity yields sparse coefficients means that smooth functions with point singularities can be very efficiently approximated by partial wavelet reconstructions. This fact has significant implications in data compression and in statistical estimation. (Extensive references on these implications are given in [6], [7].

Point singularities are just one possible type of singularity. Consider the Gaussianwindowed halfspace

$$
\begin{equation*}
g^{0}\left(x_{1}, x_{2}\right)=1_{\left\{x_{2}>0\right\}} e^{-x_{1}^{2}-x_{2}^{2}}, \quad x \in \mathbb{R}^{2} \tag{1.1}
\end{equation*}
$$

This has a singularity along the line $x_{2}=0$. One can also consider the more general family

$$
\begin{equation*}
g\left(x_{1}, x_{2} ; \theta^{0}, x^{0}\right)=1_{\left\{x_{1} \cos \left(\theta^{0}\right)+x_{2} \sin \left(\theta^{0}\right)>t^{0}\right\}} e^{-x_{1}^{2}-x_{2}^{2}} \tag{1.2}
\end{equation*}
$$

where $t^{0}=x_{1}^{0} \cos \left(\theta^{0}\right)+x_{2}^{0} \sin \left(\theta^{0}\right)$. These functions have a discontinuity along the line $t^{0}=x_{1} \cos \left(\theta^{0}\right)+x_{2} \sin \left(\theta^{0}\right)$ and are smooth elsewhere.

For typical functions of the type (1.1)-(1.2), wavelets do not yield sparse coefficients as they did with $f_{0, \alpha}$. For example, in $\mathbb{R}^{2}$, an object of type $g$ is easily seen to have typically at least order $O\left(2^{j}\right)$ standard wavelet coefficients with amplitude exceeding $2^{-j}$. So the $m$ th largest wavelet coefficient of such an object is often of size $\geq c \cdot m^{-1}$ for $c>0$; this is much poorer decay than what we saw earlier in the case of point singularities, where the decay was faster than any negative power of $m$. In consequence, $m$-term wavelet reconstructions do not approximate such objects with the kind of efficiency we saw earlier in the case of point singularities. We can formulate this conclusion more boldly by saying that wavelets do not efficiently approximate edges in $\mathbb{R}^{2}$.

Similar conclusions are possible for Fourier methods. If we consider a function $f$ which is compactly supported in $[0,2 \pi)^{2}$ and which is smooth away from a linear singularity, and we use the standard bivariate Fourier series to approximate $f$, we get order $m^{4 / 3}$ coefficients larger than $c / m$. So Fourier methods give coefficients which are even less sparse than wavelet coefficients. We can again formulate this conclusion more boldly by saying that Fourier methods also do not efficiently approximate edges in $\mathbb{R}^{2}$.

Observations such as these-and the relative ubiquity of edges in certain applications (such as image processing) - point to the need for better systems of harmonic analysis, ones which efficiently deal with edges, or in another terminology, transforms for which objects like $g$ have sparse coefficients.
1.2. Orthonormal ridgelets. In this article, we introduce a new basis for functions in $L^{2}\left(\mathbb{R}^{2}\right)$ : the orthonormal ridgelets, defined as follows. Let $\left(\psi_{j, k}(t)\right.$ : $j \in \mathbb{Z}, k \in \mathbb{Z}$ ) be an orthonormal basis of Meyer wavelets for $L^{2}(\mathbb{R})$ [14], and let $\left(w_{i_{0} \ell}^{0}(\theta), \ell=0, \ldots, 2^{i_{0}}-1 ; w_{i, \ell}^{1}(\theta), i \geq i_{0}, \ell=0, \ldots, 2^{i}-1\right)$ be an orthonormal basis for $L^{2}[0,2 \pi)$ made of periodized Lemarié scaling functions $w_{i_{0} \ell}^{0}$ at level $i_{0}$ and periodized Meyer wavelets $w_{i \ell}^{1}$ at levels $i \geq i_{0}$. (We suppose a particular normalization of these functions given in (2.8) below.) Let $\hat{\psi}_{j, k}(\omega)$ denote the Fourier transform of $\psi_{j, k}(t)$, and define ridgelets $\rho_{\lambda}(x), \lambda=(j, k ; i, \ell, \varepsilon)$ as functions of $x \in \mathbb{R}^{2}$ using the frequency-domain definition

$$
\begin{equation*}
\hat{\rho}_{\lambda}(\xi)=|\xi|^{-\frac{1}{2}}\left(\hat{\psi}_{j, k}(|\xi|) w_{i, \ell}^{\varepsilon}(\theta)+\hat{\psi}_{j, k}(-|\xi|) w_{i, \ell}^{\varepsilon}(\theta+\pi)\right) / 2 \tag{1.3}
\end{equation*}
$$

Here the indices run as follows: $j, k \in \mathbb{Z}, \ell=0, \ldots, 2^{i-1}-1 ; i \geq i_{0}$, and, if $\varepsilon=0$, $i=\max \left(i_{0}, j\right)$, while if $\varepsilon=1, i \geq \max \left(i_{0}, j\right)$. Notice the restrictions on the range of $i, \ell$. Let $\Lambda$ denote the set of all such indices $\lambda$.

Sections 2 and 3 below establish the following theorem.
THEOREM 1.1. $\left(\rho_{\lambda}\right)_{\lambda \in \Lambda}$ is a complete orthonormal system for $L^{2}\left(\mathbb{R}^{2}\right)$.
Define now $\psi_{j, k}^{+}(t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty}|\omega|^{\frac{1}{2}} \hat{\psi}_{j, k}(\omega) e^{i \omega t} d \omega$; this is a fractionally differentiated Meyer wavelet. Section 4 below shows the following theorem.

Theorem 1.2. For $x=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}$,

$$
\begin{equation*}
\rho_{\lambda}(x)=\frac{1}{4 \pi} \int_{0}^{2 \pi} \psi_{j, k}^{+}\left(x_{1} \cos \theta+x_{2} \sin \theta\right) w_{i, \ell}^{\varepsilon}(\theta) d \theta \tag{1.4}
\end{equation*}
$$

Each $\psi_{j, k}^{+}\left(x_{1} \cos \theta+x_{2} \sin \theta\right)$ is a ridge function of $x \in \mathbb{R}^{2}$, i.e., a function of the form $r\left(x_{1} \cos \theta+x_{2} \sin \theta\right)$ [13]. Therefore $\rho_{\lambda}$ is obtained by "averaging" ridge functions with ridge angles $\theta$ localized near $\theta_{i, \ell}=2 \pi \ell / 2^{i}$; this justifies the "ridgelet" appellation.
1.3. Singularities along lines. Our purpose in this article is to show that orthonormal ridgelets yield efficient representation of objects with linear singularities. We prove in section 5 below the following result for the Gaussian-windowed halfspace $g=g^{0}$ defined in (1.1).

THEOREM 1.3. The number of ridgelet coefficients of $g$ with amplitude exceeding $1 / N$ grows with $N$ more slowly than any fractional power of $N$.

In section 6 we consider the general family of smooth functions with linear singularities (1.2). We show that the conclusion of Theorem 1.3 holds for every $g=g\left(\cdot, \cdot ; \theta^{0}, x^{0}\right)$, where $x^{0} \in \mathbb{R}^{2}$ and $\theta^{0} \in[0,2 \pi)$. In short, the ridgelet coefficients of such $g$ are sparse.

This striking phenomenon may convince the reader that wavelets and other traditional harmonic analysis tools can be substantially improved on as soon as one leaves the setting of pure point singularities.
1.4. Significance for nonlinear approximation and data compression. We now briefly describe the importance of the sparsity of ridgelet expansions for nonlinear approximation and data compression. In effect, the sparsity phenomenon means that a very few select terms will provide good approximation and a good encoding can be had with relatively few bits. Here "relatively few" means as compared with similar encoding schemes based on wavelet or Fourier coefficients.

Consider the following simple nonlinear approximation scheme. Let $\eta_{\delta}(y)=$ $y 1_{\{|y|>\delta\}}$ denote the hard thresholding nonlinearity with threshold $\delta>0$. With $g$ one of the functions (1.2), define

$$
\tilde{g}_{\delta}=\sum_{\Lambda} \eta_{\delta}\left(\left\langle g, \rho_{\lambda}\right\rangle\right) \rho_{\lambda}
$$

This is a finite sum of ridgelets, with $N(\delta)=\sum_{\Lambda} 1_{\left\{\left|\left\langle g, \rho_{\lambda}\right\rangle\right|>\delta\right\}}$ terms, built from those ridgelets having large coefficients only. As the threshold $\delta \rightarrow 0$, more terms enter the sum, and in general $N(\delta) \uparrow \infty$. Define a sequence of approximants $\left(\bar{g}_{N}\right)$ via $\bar{g}_{N(\delta)}=\tilde{g}_{\delta}$. These are nonlinear approximants, since the terms which enter in the sum are those which survive thresholding, and this depends on $g$.

The approximants $\left(\bar{g}_{N}\right)$ converge rapidly to $g$; from Theorem 1.3, one can see that for each $m>0$, there is a constant $C_{m}$ with

$$
\left\|g-\bar{g}_{N}\right\|_{L^{2}\left(\mathbb{R}^{2}\right)} \leq C_{m} N^{-m}, \quad N \rightarrow \infty
$$

In other words, ridgelets achieve an unlimited rate of approximation. We interpret this by saying that nonlinear ridgelet approximations behave very well for functions which are piecewise smooth, where the boundary between pieces is a line. In comparison, nonlinear wavelet approximations have similar rapid convergence properties for functions which have a punctuated smoothness, i.e., functions which are $C^{\infty}$ away from isolated point singularities. However, wavelets do not exhibit similarly rapid convergence on objects with discontinuities along linear boundaries, requiring $N$ coefficients to get $O\left(N^{-1}\right)$ approximation in mean-square.

This fact can be significant for data compression as well. By simply encoding the significant ridgelet coefficients with finite accuracy approximations to the coefficients, and encoding the positions of the coefficients economically, one obtains a finite-precision ridgelet representation of an object; when that object is smooth except for singularities across linear boundaries this representation uses many fewer bits than would be required in wavelet encoding of similar precision. Simple calculations reveal that the number of bits required for ridgelet encoding to accuracy $\varepsilon$ in mean square is nearly logarithmic in $\varepsilon^{-1}$ as $\varepsilon \rightarrow 0$, while the number of bits required for wavelet encoding grows like $\varepsilon^{-1}$. The dramatic difference in growth between $\log \left(\varepsilon^{-1}\right)$ and $\varepsilon^{-1}$ as $\varepsilon \rightarrow 0$ quantifies explicitly the extent to which ridgelet methods are better suited towards dealing with edges along linear boundaries.

Ultimately, of course, one wants to go beyond the representation of objects with singularities along lines, to consider the representation of objects with singularities along curves. While ridgelets are essentially focused on dealing with straight lines rather than curves, ridgelets can be adapted to representing objects with curved edges using an appropriate multiscale localization. In effect, multiscale ridgelet expansions divide the image into small dyadic pieces on which the curved edges are nearly straight and uses ridgelet expansions on those pieces. This can be used to obtain expansions of objects with discontinuities along curved edges having significantly more rapid decay of coefficients than the traditional wavelet and Fourier methods. For further discussion on applications see [3].
1.5. On the ridgelet concept. The orthonormal ridgelets are in $L^{2}\left(\mathbb{R}^{2}\right)$ and so are to be distinguished from the approximation system called ridgelets in the pioneering work of Candès [2], [1]. In Candès' work, the phrase "ridgelet" refers specifically to a ridge function $\psi_{a, b, \theta}(x)=\psi\left(a\left(x_{1} \cos (\theta)+x_{2} \sin (\theta)\right)-b\right) a^{1 / 2}$, where $\psi$ is oscillatory. As $\psi_{a, b, \theta}$ is constant along "ridges" $\left.x_{1} \cos (\theta)+x_{2} \sin (\theta)\right)=$ Const and so cannot belong to $L^{2}$. This fact creates certain difficulties of construction and interpretation. In order to obtain a method of series representation, Candès constructs "ridgelet frames," where the individual elements of the so-called primal frame have the ridge structure, for appropriate $\left(a_{n}, b_{n}, \theta_{n}\right)$. This frame construction assumed that the object to be analyzed was supported in a compact set $D$; frame bounds were established under this condition which proved implicitly the existence of a dual synthesis system in $L^{2}(D)$. Unfortunately, the construction of dual frames was implicit, depending, for example, on the assumed $D$, and the properties of the dual frame elements were not available directly, and so it was unclear how to obtain any substantial insight about the structure of the frame expansions. Thus one had a system with analyzing functions of known form, but synthesizing functions of little-known form. Also, owing to the lack of orthogonality, it was unclear how to make good $m$-term approximations built from such frames.

In the present article we adopt a modified notion of ridgelet, abandoning insistence on the ridge-function form for the elements of the analyzing system, and instead taking
the viewpoint that ridgelets should be characterized by certain localization properties they obey in a radial frequency $\times$ angular-frequency domain. The formula (1.3) shows that orthonormal ridgelets are localized in the frequency domain into elongated wedges. In polar coordinates these wedges have radial extent $2^{j}$ and angular width $2 \pi / 2^{i}$ for $i \geq j$. Under this modified notion of ridgelet, this paper shows that it is possible to explicitly construct orthonormal ridgelet bases in $L^{2}\left(\mathbb{R}^{2}\right)$, in effect, with basis functions available using the simple formula (1.3).

The orthonormal approach has the benefit that analysis functions and synthesis functions are identical and are smooth functions of rapid decay. Moreover, orthonormal ridgelets do not require the object being analyzed to have compact support. The orthonormal approach also has benefits for allowing simple, effective nonlinear approximation. Best-m-term nonlinear approximation in an orthonormal system can be based on simple thresholding ideas. A further benefit is the fact that the orthonormal ridgelet coefficients can be identified with the properties of bivariate wavelet analysis of a fractionally differentiated Radon transform. This identification is used below to show that orthonormal ridgelet coefficients are sparse when analyzing certain smooth objects with linear singularities in $\mathbb{R}^{2}$.

Throughout this paper, the term ridgelets refers to the system of orthonormal ridgelets introduced here, and not to ridgelet analysis based on ridge functions. We believe that our use of the ridgelets name is sensible because we can show close connections of orthonormal ridgelets to the original ridge function concept. Theorem 1.2 is an instance of this connection; see section 4 below. The companion paper [9] explores carefully the connection between orthonormal ridgelets and ridge functions and gives results showing that orthonormal ridgelets are an effective substitute for ridge function approximation. In effect, that paper shows that a ridge function $\psi_{j, k}^{+}\left(x_{1} \cos (\theta)+x_{2} \sin (\theta)\right)$ can be approximated with high accuracy $1 / N^{m}$ on a disk of fixed radius using a number of orthonormal ridgelets which grows basically logarithmically in $N$. In short, "a ridge function is essentially a sum of a few orthonormal ridgelets." This further justifies our use of the ridgelet appellation to label the basis constructed here.
1.6. Wavelet analysis in Radon space. A key structural feature in the proofs of Theorems 1.1-1.3 is the fact that ridgelet analysis is intimately connected with wavelet analysis in Radon space. If $(R f)(t, \theta)$ denotes the Radon transform of $f$ at direction $\theta$ and position $t$, and $\tau_{\lambda}$ denotes the antipodally symmetrized version of $\psi_{j, k}^{+} \otimes w_{i, \ell}^{\varepsilon}$, then section 4 below shows that

$$
\begin{equation*}
\left\langle\rho_{\lambda}, f\right\rangle=\frac{1}{4 \pi} \iint R f(t, \theta) \tau_{\lambda}(t, \theta) d t d \theta \tag{1.5}
\end{equation*}
$$

Hence orthonormal ridgelet analysis amounts to a nonorthogonal wavelet analysis in Radon space. Moreover, there is a kind of Parseval relation giving an isometry between these nonorthogonal wavelet coefficients and the orthogonal ridgelet coefficients.

Because of this connection, ridgelet analysis of $g$ is connected with wavelet analysis of $R g$ and, finally, the question of efficient approximation of $g$ by ridgelets is reduced to the question of efficient approximation of $R g$ by wavelets. Now, if $g$ has a singularity along a line, then $R g$ has a point singularity. Hence the effectiveness of ridgelet representation of objects which are smooth away from point singularities is reduced to the question of efficiency of wavelet representation of objects which are smooth away from point singularities. In sections 5 and 6 below, where the proof of Theorem 1.3 is given, this point is made by showing that the sparsity of ridgelet coefficients
of objects $g(x)=g\left(x ; \theta^{0}, x^{0}\right)$ is quite explicitly connected with sparsity of the highfrequency Meyer tensor wavelet coefficients of a singularity $S$ formally defined by $S(u, v)=|v|^{-1 / 2} \sigma(u /|v|)$ for a certain smooth bounded function $\sigma(u)$.
1.7. Ridgelet-wavelet duality. Besides providing a useful tool in proofs, (1.5) shows an interesting duality between ridgelets and wavelets: they are good for complementary tasks.

In some sense wavelet analysis is very effective at representing objects with isolated point singularities, i.e., it takes only a few terms to obtain a reasonable approximation to such singularities. As we have just said, (1.5) means that ridgelet analysis can be very effective at representing objects with isolated point singularities in the Radon domain, in other words, objects with singularities along lines.

At the same time, wavelets are not efficient at representing objects with singularities along lines; nor, therefore, are ridgelets effective at representing objects with point singularities. Indeed, a point singularity in real space is a singularity along a sinusoidal curve in Radon space - and so, exactly as wavelets fail to deal efficiently with singularities along curves, so must ridgelets fail to deal efficiently with point singularities.
2. An orthobasis in Radon space. For a smooth function $f(x)=f\left(x_{1}, x_{2}\right)$ of rapid decay, let $R f$ denote the Radon transform of $f$, the integral along a line $\mathcal{L}_{(\theta, t)}$, expressed using the Dirac mass $\delta$ as

$$
\begin{equation*}
(R f)(t, \theta)=\int f(x) \delta\left(x_{1} \cos \theta+x_{2} \sin \theta-t\right) d x \tag{2.1}
\end{equation*}
$$

where we permit $\theta \in[0,2 \pi)$ and $t \in \mathbb{R}$. For more information about the Radon transform see, for example, [5], [11]. Observe that the line $\mathcal{L}_{(\theta, t)}$ is identical to the line $\mathcal{L}_{(\theta+\pi,-t)}$. As a result, $R f$ has the antipodal symmetry

$$
\begin{equation*}
(R f)(-t, \theta+\pi)=(R f)(t, \theta) \tag{2.2}
\end{equation*}
$$

This is a fundamental fact about the Radon transform which affects much of the notation in what follows. We adopt the convention that $F$ (and $G$ and variants) typically will denote a function on $\mathbb{R} \times[0,2 \pi)$ obeying the same antipodal symmetry:

$$
\begin{equation*}
F(-t, \theta+\pi)=F(t, \theta) \tag{2.3}
\end{equation*}
$$

To create a space of such objects, we let [, ] denote the pairing

$$
\begin{equation*}
[F, G]=\frac{1}{4 \pi} \int_{0}^{2 \pi} \int_{-\infty}^{\infty} F(t, \theta) \bar{G}(t, \theta) d t d \theta \tag{2.4}
\end{equation*}
$$

and by $L^{2}(d t d \theta)$-norm we mean $\|F\|^{2}=[F, F]$. Let $\mathcal{R}$ be the closed subspace of $L^{2}(d t d \theta)$ of functions $F$ obeying (2.3). For later use, let $P_{\mathcal{R}} F$ be the orthoprojector from $L^{2}(d t d \theta)$ onto $\mathcal{R}$, defined by

$$
\begin{equation*}
\left(P_{\mathcal{R}} F\right)(t, \theta)=(F(t, \theta)+F(-t, \theta+\pi)) / 2 \tag{2.5}
\end{equation*}
$$

We recall now the Meyer wavelets $\psi_{j, k}, j \in \mathbb{Z}, k \in \mathbb{Z}$, of the introduction, and the Lemarié-Meyer periodic wavelets $\left(w_{i_{0}, \ell}^{0}: \ell=0, \ldots, 2^{i_{0}}-1\right),\left(w_{i, \ell}^{1}: i \geq i_{0}, \ell=\right.$ $\left.0, \ldots, 2^{i}-1\right)$. For convenience in proofs below, we assume that the periodic Meyer
wavelets are obtained by periodization of standard Meyer wavelets for $\mathbb{R}$ : with a constant $\gamma_{1}$,

$$
\begin{equation*}
w_{i, \ell}^{1}(\theta)=\gamma_{1} \cdot \sum_{h=-\infty}^{\infty} \psi_{i, \ell+h 2^{i}}(\theta / 2 \pi), \quad i \geq i_{0}>0, \quad \ell=0, \ldots, 2^{i} \tag{2.6}
\end{equation*}
$$

and that the periodic Lemarié scaling functions are obtained by periodization of standard Lemarié scaling functions for $\mathbb{R}$ : with a constant $\gamma_{2}$,

$$
\begin{equation*}
w_{i_{0}, \ell}^{0}(\theta)=\gamma_{2} \cdot \sum_{h=-\infty}^{\infty} \phi_{i_{0}, \ell+h 2^{i_{0}}}(\theta / 2 \pi), \quad \ell=0, \ldots, 2^{i_{0}} \tag{2.7}
\end{equation*}
$$

where $\phi_{i_{0}, \ell}$ is a standard Lemarié scaling function. However, we suppose that $\psi_{j, k}$ and $w_{i, \ell}^{\varepsilon}$ are normalized differently than usual, and we arrange the scaling of $\psi_{j, k}$ and the factors $\gamma_{i}$ so

$$
\begin{equation*}
\left\|\psi_{j, k}\right\|_{L^{2}}=\sqrt{2}, \quad\left\|w_{i, \ell}^{\varepsilon}\right\|_{L^{2}[0,2 \pi)}=2 \sqrt{\pi} \tag{2.8}
\end{equation*}
$$

Two closure properties of these families will be important below:

$$
\begin{gather*}
\psi_{j, k}(-t)=\psi_{j, 1-k}(t),  \tag{2.9}\\
w_{i, \ell}^{\varepsilon}(\theta+\pi)=w_{i, \ell+2^{i-1}}^{\varepsilon}(\theta) . \tag{2.10}
\end{gather*}
$$

The closure property (2.9) would not hold for certain other prominent wavelet families, such as Daubechies' compactly supported wavelets [4].

Define the operator of reflection of functions of one variable $(T f)(t)=f(-t)$ and the operator of translation by half a period by $(S g)(\theta)=g(\theta+\pi)$. Note that the space $\mathcal{R}$ consists of objects invariant under $T \otimes S ;(2.3)$ can be rewritten $(T \otimes S) F=F$. In fact, $P_{\mathcal{R}}=(I+T \otimes S) / 2$. Set now, for $j, k \in \mathbb{Z}$ and $i \geq \max \left(i_{0}, j\right), \ell=0, \ldots, 2^{i-1}-1$, $\varepsilon \in\{0,1\}$,

$$
\begin{equation*}
W_{\lambda}(t, \theta)=P_{\mathcal{R}}\left(\psi_{j, k} \otimes w_{i, \ell}^{\varepsilon}\right) \tag{2.11}
\end{equation*}
$$

where $\lambda=(j, k ; i, \ell, \varepsilon)$. For later reference, we spell this out:

$$
\begin{equation*}
W_{\lambda}(t, \theta)=\left(\psi_{j, k}(t) w_{i, \ell}^{\varepsilon}(\theta)+\psi_{j, k}(-t) w_{i, \ell}^{\varepsilon}(\theta+\pi)\right) / 2 \tag{2.12}
\end{equation*}
$$

In a sense, the $\left(W_{\lambda}: \lambda \in \Lambda\right)$ make a "tensor wavelet basis with antipodal symmetry" and, like usual wavelets, their indices have a localization interpretation. $j$ measures "ridge scale," $i$ measures "angular scale," $k$ measures "ridge position," $\ell$ measures "angular position." $W_{\lambda}$ is localized near a pair of dyadic rectangles of "height" $2^{-j}$ and "width" $2^{-i} \cdot 2 \pi$; one has lower left corner at $\left[t_{j, k}, \theta_{i, \ell}\right)$ where $t_{j, k}=k / 2^{j}$ and $\theta_{i, \ell}=\ell / 2^{i}$; its "twin" is at $\left(-t_{j, k}, \theta_{i, \ell}+\pi\right)$.
$W_{\lambda}$ is oscillatory in the $t$-direction: $\int t^{m} W_{\lambda} d t d \theta=0 \forall m$, owing to the oscillatory nature of Meyer wavelets. Those $W_{\lambda}$ with $\varepsilon=1$ are also oscillatory in the $\theta$ direction: $\int T_{m}(\theta) W_{\lambda}(t, \theta) d \theta=0$ for each $t$, for each trigonometric polynomial $T_{m}(\theta)=\sum_{-m}^{m} c_{k} e^{i k \theta}$ of degree $m \leq m_{0}$, for an appropriate $m_{0}=m_{0}(i)$; here $m_{0}(i) \asymp 2^{i}$. However, $W_{\lambda}$ is not oscillatory in the $\theta$-direction if $i=i_{0}$ and $\varepsilon=0$ : in such cases, typically $\int 1 \cdot W_{\lambda}(t, \theta) d \theta \neq 0$.

By construction, $W_{\lambda} \in \mathcal{R}$. This explains why we impose the initially unnaturalsounding restriction $\ell<2^{i-1}$. The definition (2.11)-(2.12) also would apparently make sense for $\ell=2^{i-1}, \ldots, 2^{i}-1$, but in that range, it turns out that the resulting functions $W_{\lambda}$ are not new: indeed $W_{\lambda^{\prime}}=W_{\lambda}$ whenever $j^{\prime}=j, i^{\prime}=i, k^{\prime}=1-k$, and $\ell^{\prime}=\ell+2^{i-1}$. Our constraint $0 \leq \ell<2^{i-1}$ removes these duplications.

Lemma 2.1. ( $W_{\lambda}$ ) is an orthobasis for $\mathcal{R}$.
Proof. Let

$$
\begin{align*}
& \tilde{\Lambda}=\left\{(j, k ; i, l, 0): j, k \in \mathbb{Z}, i=\max \left(i_{0}, j\right), \ell=0, \ldots, 2^{i}-1\right\}  \tag{2.13}\\
& \cup\left\{(j, k ; i, l, 1): j, k \in \mathbb{Z}, i \geq \max \left(i_{0}, j\right), \ell=0, \ldots, 2^{i}-1\right\} ;
\end{align*}
$$

in comparison with $\Lambda$, note the expanded range of $\ell$. The collection $\left(\psi_{j, k} \otimes w_{i, \ell}^{\varepsilon}\right.$ : $(j, k ; i, l, \varepsilon) \in \tilde{\Lambda})$ is a complete orthonormal system for $L^{2}(d t d \theta)$. Hence $\left(W_{\lambda}\right)_{\lambda}$, which is the image of this basis under $P_{\mathcal{R}}$, is complete in $\mathcal{R}$. It remains to see that $\left(W_{\lambda}\right)_{\lambda}$ is an orthobasis. From (2.9) and (2.10), we have

$$
\begin{equation*}
T \psi_{j, k}=\psi_{j, 1-k}, \quad S w_{i, \ell}^{\varepsilon}=w_{i, \ell+2^{i-1}} \tag{2.14}
\end{equation*}
$$

Then, for example, with $\lambda=(j, k ; i, \ell, \varepsilon), \lambda^{\prime}=\left(j^{\prime}, k^{\prime} ; i^{\prime} \ell^{\prime} \varepsilon^{\prime}\right)$,

$$
\begin{equation*}
\left[W_{\lambda}, W_{\lambda^{\prime}}\right]=\frac{1}{4} \sum_{a, a^{\prime}=0}^{1}\left[T^{a} \psi_{j, k} \otimes S^{a} w_{i, \ell}^{\varepsilon}, T^{a^{\prime}} \psi_{j^{\prime}, k^{\prime}} \otimes S^{a^{\prime}} w_{i^{\prime}, \ell^{\prime}}^{\varepsilon^{\prime}}\right] \tag{2.15}
\end{equation*}
$$

A typical term in the sum is

$$
\left[\psi_{j, k} \otimes w_{i, \ell}^{\varepsilon}, \psi_{j^{\prime}, k^{\prime}} \otimes w_{i^{\prime}, \ell^{\prime}}^{\varepsilon^{\prime}}\right]=\frac{1}{4 \pi}\left\langle\psi_{j, k}, \psi_{j^{\prime}, k^{\prime}}\right\rangle\left(w_{i, \ell}^{\varepsilon}, w_{i^{\prime}, \ell^{\prime}}^{\varepsilon^{\prime}}\right)
$$

where here $\langle$,$\rangle is the inner product for L^{2}(d t)$ and (, ) for $L^{2}[0,2 \pi)$. Then from our normalization of $w_{i, \ell}^{\varepsilon}($ see $(2.8))$ we have $\left(w_{i, \ell}^{\varepsilon}, w_{i^{\prime}, \ell^{\prime}}^{\varepsilon^{\prime}}\right)=\delta_{i i^{\prime}} \delta_{\ell \ell^{\prime}} \delta_{\varepsilon \varepsilon^{\prime}} 4 \pi$ (taking note that for $\lambda \in \Lambda, \varepsilon=0$ can occur only if $\left.i=\max \left(i_{0}, j\right)\right)$, and so

$$
\left[\psi_{j, k} \otimes w_{i, \ell}^{\varepsilon}, \psi_{j^{\prime}, k^{\prime}} \otimes w_{i^{\prime}, \ell^{\prime}}^{\varepsilon^{\prime}}\right]=2 \cdot \delta_{j j^{\prime}} \delta_{k k^{\prime}} \delta_{i i^{\prime}} \delta_{\ell \ell^{\prime}} \delta_{\varepsilon \varepsilon^{\prime}}
$$

at least for those combinations of $i, j, k, \ell, \varepsilon$ and $i^{\prime}, j^{\prime}, k^{\prime}, \ell^{\prime}, \varepsilon^{\prime}$ which can arise from indices $\lambda, \lambda^{\prime} \in \Lambda$. Other terms are handled similarly, taking into account that for cross-terms

$$
\begin{aligned}
\left\langle\psi_{j, k}, T \psi_{j^{\prime}, k^{\prime}}\right\rangle & =2 \cdot \delta_{j j^{\prime}} \delta_{k, 1-k^{\prime}} \\
\left(w_{i, \ell}^{\varepsilon}, S w_{i^{\prime}, \ell^{\prime}}^{\varepsilon^{\prime}}\right. & =4 \pi \cdot \delta_{i i^{\prime}} \delta_{\ell \ell^{\prime}+2^{i-1}} \delta_{\varepsilon \varepsilon^{\prime}}
\end{aligned}
$$

Since we consider only $\ell, \ell^{\prime}<2^{i-1}$, all such cross-terms vanish. It results that of the four possible combinations of terms in (2.15), only two can ever be nonzero when $\lambda, \lambda^{\prime} \in \Lambda$, and so
$\left[W_{\lambda}, W_{\lambda^{\prime}}\right]=\frac{1}{4}\left[2 \cdot \delta_{j j^{\prime}} \delta_{k k^{\prime}} \delta_{i i^{\prime}} \delta_{\ell \ell^{\prime}} \delta_{\varepsilon \varepsilon^{\prime}}+2 \delta_{j j^{\prime}} \delta_{(1-k)\left(1-k^{\prime}\right)} \delta_{i i^{\prime}} \delta_{\left(\ell+2^{i-1}\right)\left(\ell^{\prime}+2^{i-1}\right)} \delta_{\varepsilon \varepsilon^{\prime}}\right]=\delta_{\lambda, \lambda^{\prime}}$.
3. Isometry from Radon space to real space. We now describe an isometry $\mathcal{J}$ which maps wavelets $W_{\lambda} \in \mathcal{R}$ to ridgelets $\rho_{\lambda} \in L^{2}\left(\mathbb{R}^{2}\right)$. Because the $W_{\lambda}$ make an orthobasis for $\mathcal{R}$, the $\rho_{\lambda}$ must make an orthobasis for a closed subspace in $L^{2}\left(\mathbb{R}^{2}\right)$. In fact the closure of the range of $\mathcal{J}$ is all of $L^{2}\left(\mathbb{R}^{2}\right)$, so that the ridgelets are a complete orthonormal system, as promised by Theorem 1.1 of the introduction. Our
construction of the isometry works via the Fourier transform, and is intended to make our introductory definition (1.3) understandable. A different construction works via Radon transform ideas and will be discussed in section 4 below.

For an $F \in \mathcal{R}$, we may Fourier transform in the first variable, producing

$$
\tilde{F}(\omega, \theta)=\left(\mathcal{F}_{1} F\right)(\omega, \theta)=\int_{-\infty}^{\infty} F(t, \theta) e^{-i \omega t} d t
$$

where $\mathcal{F}_{1}$ denotes "Fourier transformation in the first variable." Let $\tilde{\mathcal{R}}$ denote the collection $\mathcal{F}_{1}[\mathcal{R}]$, furnished again with the inner product $[$,$] ; then$

$$
[\tilde{F}, \tilde{G}]=2 \pi[F, G]
$$

so, up to normalization, the correspondence $F \leftrightarrow \tilde{F}$ is an isometry.
For a continuous $\tilde{F} \in \tilde{\mathcal{R}}$, we may perform "polar-to-cartesian" conversion, producing a function $\hat{f}(\xi), \quad \xi \in \mathbb{R}^{2}$. This works as follows: set

$$
\begin{equation*}
\xi(\omega, \theta)=(\omega \cos \theta, \omega \sin \theta) \tag{3.1}
\end{equation*}
$$

where $\omega \in \mathbb{R}$ and $\theta \in[0,2 \pi)$. This is a two-to-one mapping of $\mathbb{R} \times[0,2 \pi)$ onto $\mathbb{R}^{2}$. For functions $\tilde{F} \in \tilde{\mathcal{R}}$, one can check that $\tilde{F}(\omega, \theta)=\tilde{F}(-\omega, \theta+\pi)$ and so the definition

$$
\begin{equation*}
\hat{f}(\xi(\omega, \theta))=\tilde{F}(\omega, \theta)|\omega|^{-\frac{1}{2}}, \quad(\omega, \theta) \in \mathbb{R} \times[0,2 \pi) \tag{3.2}
\end{equation*}
$$

is unambiguous: either of the two pairs $(\omega, \theta),(-\omega, \theta+\pi)$ giving rise to the same value of $\xi$ provides the same definition of $\hat{f}(\xi)$. Note that if $\tilde{F}(0, \theta) \neq 0$, then the corresponding $\hat{f}(\xi)$ must have a singularity at $\xi=0$. However, away from $\xi=0, \hat{f}$ is well-defined, and in fact $\hat{f}$ is well behaved in an $L^{2}$-sense:

$$
\begin{aligned}
\frac{1}{2} \int_{0}^{2 \pi} \int_{-\infty}^{\infty}|\tilde{F}(\omega, \theta)|^{2} d \omega d \theta & =\frac{1}{2} \int_{0}^{2 \pi} \int_{0}^{\infty}|\tilde{F}(\omega, \theta)|^{2} d \omega d \theta \\
& =\frac{1}{2} \int_{0}^{2 \pi} \int_{0}^{\infty}|\hat{f}(\xi(r, \theta))|^{2} r d r d \theta \\
& =\int|\hat{f}(\xi)|^{2} d \xi
\end{aligned}
$$

Hence, because of the $\frac{1}{4 \pi}$ normalizing factor in [,],

$$
\begin{equation*}
\|\tilde{F}\|_{L^{2}(d \omega d \theta)}^{2}=\frac{1}{2 \pi}\|\hat{f}\|_{L^{2}(d \xi)}^{2} \tag{3.3}
\end{equation*}
$$

We also remark that for each $W_{\lambda}$, the corresponding $\tilde{W}_{\lambda}$ is continuous and vanishes for $|\omega|<\frac{2}{3} \pi 2^{j}$, hence the polar-to-cartesian conversion is well-defined for every $\tilde{W}_{\lambda}$. More is true. Let $\hat{f}=C(\tilde{F})$ denote the operation defined by (3.2). In fact, $C$ extends to a linear operator, well-defined on $\tilde{\mathcal{R}}$ and bounded from $\tilde{\mathcal{R}}$ to $L^{2}(d \xi)$ by (3.3).

In any event, the definition $\hat{\rho}_{\lambda}=\left(C \circ \mathcal{F}_{1}\right)\left(W_{\lambda}\right)$ makes sense, and $\left(\hat{\rho}_{\lambda}\right)$ is a collection of elements of $L^{2}(d \xi)$; the standard two-variable inverse Fourier transform $\mathcal{F}_{2}^{-1}$ maps this to a collection $\left(\rho_{\lambda}\right) \subset L^{2}(d x)$. The reader should now check that this definition of $\rho_{\lambda}$ agrees with formula (1.3) in the introduction.

Put for short $\mathcal{J}=\mathcal{F}_{2}^{-1} \circ C \circ \mathcal{F}_{1}$. Evidently this is well-defined on basis elements $W_{\lambda}$; we now check that it is norm-preserving:

$$
\begin{aligned}
\left\|\rho_{\lambda}\right\|_{L^{2}(d x)}^{2} & =\frac{1}{(2 \pi)^{2}} \int\left|\hat{\rho}_{\lambda}(\xi)\right|^{2} d \xi \\
& =\frac{1}{(2 \pi)^{2}} \int_{0}^{\pi} \int_{0}^{\infty}\left|\hat{\rho}_{\lambda}(\xi(r, \theta))\right|^{2} r d r d \theta \\
& =\frac{1}{(2 \pi)^{2}} \frac{1}{2} \int_{0}^{2 \pi} \int_{-\infty}^{\infty}\left|\tilde{W}_{\lambda}(\omega, \theta)\right|^{2}|\omega|^{-1}|\omega| d \omega d \theta \\
& =\frac{1}{4 \pi} \int_{0}^{2 \pi}\left|W_{\lambda}(t, \theta)\right|^{2} d t d \theta \\
& =\left[W_{\lambda}, W_{\lambda}\right]=\left\|W_{\lambda}\right\|_{L^{2}(d t d \theta)}
\end{aligned}
$$

In essence, we used

$$
\begin{aligned}
\left\|\rho_{\lambda}\right\|_{L^{2}(d x)}^{2} & =\frac{1}{(2 \pi)^{2}}\left\|\hat{\rho}_{\lambda}\right\|_{L^{2}(d \xi)}^{2} \\
\left\|\tilde{W}_{\lambda}\right\|_{L^{2}(d \omega d \theta)}^{2} & =\frac{1}{2 \pi}\left\|\hat{\rho}_{\lambda}\right\|_{L^{2}(d \xi)}^{2} \\
\left\|W_{\lambda}\right\|_{L^{2}(d t d \theta)}^{2} & =\frac{1}{2 \pi}\left\|\tilde{W}_{\lambda}\right\|_{L^{2}(d \omega d \theta)}^{2}
\end{aligned}
$$

where the first and last steps are Parseval for $\mathcal{F}_{2}$ and $\mathcal{F}_{1}$ and the middle step uses (3.3).

The argument for the angle-preserving property

$$
\left\langle\rho_{\lambda}, \rho_{\lambda^{\prime}}\right\rangle=\left[W_{\lambda}, W_{\lambda^{\prime}}\right]
$$

is entirely analogous, and shows that $\left(\rho_{\lambda}\right)$ is an orthonormal system in $L^{2}\left(\mathbb{R}^{2}\right)$.
We now show that the system is complete. Let $h \in L^{1}(d x) \cap L^{2}(d x)$ be of $L^{2}$-norm 1 , and suppose that it is a bandpass function: for constants $0<\Omega_{0}<\Omega_{1}<\infty$,

$$
\hat{h}(\xi)=0, \quad|\xi| \notin\left[\Omega_{0}, \Omega_{1}\right]
$$

Consider $H(t, \theta)$ defined formally by applying the adjoint of $\mathcal{J}$ :

$$
H=\mathcal{J}^{+} h
$$

We now build up $H=\mathcal{J}^{+} h$ in stepwise fashion. There is the inverse to the polar-tocartesian transformation $C$, namely, the cartesian-to-polar transformation $P$ :

$$
P(\hat{h})=\tilde{H}(\omega, \theta)=\hat{h}(\xi(\omega, \theta))|\omega|^{+\frac{1}{2}}, \quad \omega \in \mathbb{R}, \quad \theta \in[0,2 \pi)
$$

and, with one- and two-variable Fourier transforms $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$ as before:

$$
\mathcal{J}^{+}=\mathcal{F}_{1}^{-1} \circ P \circ \mathcal{F}_{2}
$$

This mapping is well-defined on bandpass $h$ and has an isometry property on such $h$ :

$$
\begin{aligned}
\|\hat{h}\|_{L^{2}(d \xi)}^{2} & =(2 \pi)^{2}\|h\|_{L^{2}(d x)} \\
\|\tilde{H}\|_{L^{2}(d \omega d \theta)}^{2} & =\frac{1}{2 \pi}\|\hat{h}\|_{L^{2}(d \xi)} \\
\|H\|_{L^{2}(d t d \theta)}^{2} & =\frac{1}{2 \pi}\|\tilde{H}\|_{L^{2}(d \omega d \theta)}^{2}
\end{aligned}
$$

The first and last steps are standard Parseval relations for $\mathcal{F}_{2}$ and $\mathcal{F}_{1}$, respectively. The middle step is

$$
\begin{aligned}
\int_{0}^{2 \pi} \int_{-\infty}^{\infty}|\tilde{H}(\omega, \theta)|^{2} d \omega d \theta & =\int_{0}^{2 \pi} \int_{0}^{\infty}|h(r, \theta)|^{2} r d r d \theta \\
& =2 \int|h(\xi)|^{2} d \xi
\end{aligned}
$$

Hence we get $H \in \mathcal{R}$ of $L^{2}(d t d \theta)$-norm 1. One checks that

$$
\left[H, W_{\lambda}\right]=\left\langle h, \rho_{\lambda}\right\rangle, \quad \lambda \in \Lambda
$$

By hypothesis $\|h\|_{L^{2}(d x)}=1$, so the sequence $\left(\left[H, W_{\lambda}\right]\right)_{\lambda}$ has $\ell^{2}$-norm 1 , and so the sequence $\left(\left\langle h, \rho_{\lambda}\right\rangle\right)_{\lambda}$ has $\ell^{2}$-norm 1. It follows that there is no nontrivial unit-norm integrable bandpass function orthogonal to all the $\rho_{\lambda}$; as integrable bandpass functions are dense in $L^{2}(d x)$, the system $\left(\rho_{\lambda}\right)$ is complete.
4. Interpretation in Radon space. We now show that analysis of $f$ by the system $\left(\rho_{\lambda}\right)$ is closely related to $\left(W_{\lambda}\right)$-wavelet analysis of the Radon transform of $f$. We begin by defining the adjoint of the Radon transform so that for all sufficiently nice $G \in \mathcal{R}$ and all sufficiently nice $f \in L^{2}(d x)$,

$$
\begin{equation*}
[R f, G]=\left\langle f, R^{+} G\right\rangle \tag{4.1}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\left(R^{+} G\right)(x)=\frac{1}{4 \pi} \int_{0}^{2 \pi} G\left(x_{1} \cos \theta+x_{2} \sin \theta, \theta\right) d \theta \tag{4.2}
\end{equation*}
$$

This operator is also called "backprojection" in the literature of computed tomography [5].

Define the Riesz order- $1 / 2$ fractional differentiation operator $\Delta^{+}$and also the order- $1 / 2$ fractional integration operator $\Delta^{-}$by the unified formula

$$
\begin{equation*}
\left(\Delta^{ \pm} f\right)(t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{i t \omega} \hat{f}(\omega)|\omega|^{ \pm \frac{1}{2}} d \omega \tag{4.3}
\end{equation*}
$$

These unbounded operators are well-defined on functions which are sufficiently smooth (formally, the domain $\mathcal{D}\left(\Delta^{+}\right)=\left\{f: \int_{-\infty}^{\infty}|\hat{\rho}(\omega)|^{2}|\omega| d \omega\right\}$ ) or sufficiently oscillatory (formally, the domain $\mathcal{D}\left(\Delta^{-}\right)=\left\{f: \int_{-\infty}^{\infty}|\hat{f}(\omega)|^{2}|\omega|^{-1} d \omega<\infty\right\}$ ); in particular, they are well-defined on every one-dimensional Meyer wavelet $\psi_{j, k}$, owing to $\operatorname{supp}\left(\hat{\psi}_{j, k}\right) \subset$ $\left\{\omega:|\omega| \in\left[\frac{2}{3} \pi 2^{j}, \frac{8}{3} \pi 2^{j}\right]\right\}$. Moreover, on the appropriate domains, they are self-adjoint; and on the appropriate domains they act as inverses of each other.

Set now, for $\lambda \in \Lambda$,

$$
\begin{align*}
\tau_{\lambda} & =\left(\Delta^{+} \otimes I\right) W_{\lambda}  \tag{4.4}\\
\sigma_{\lambda} & =\left(\Delta^{-} \otimes I\right) W_{\lambda} \tag{4.5}
\end{align*}
$$

For example,

$$
\tau_{(j, k ; i, \ell, 1)}=\left(\Delta^{+} \psi_{j, k} \otimes w_{i, \ell}^{1}+\Delta^{+} T \psi_{j, k} \otimes S w_{i, \ell}^{1}\right) / 2
$$

A useful remark is that $\Delta^{ \pm} T=T \Delta^{ \pm}$on the appropriate domains.

In accord with the description of $\Delta^{-}$as an "integrator" and $\Delta^{+}$as a "differentiator" we can view $\sigma_{\lambda}$ as a "smoothing" of $W_{\lambda}$ in the $t$-direction while $\tau_{\lambda}$ is a "roughening" of $W_{\lambda}$ in the $t$-direction. This duality reflects a more fundamental biorthogonality.

Lemma 4.1. For $\lambda \in \Lambda$,

$$
\begin{align*}
\sigma_{\lambda} & =R \rho_{\lambda}  \tag{4.6}\\
\rho_{\lambda} & =R^{+} \tau_{\lambda} \tag{4.7}
\end{align*}
$$

For $\lambda, \mu \in \Lambda$,

$$
\begin{equation*}
\left[\sigma_{\lambda}, \tau_{\mu}\right]=\left\langle\rho_{\lambda}, \rho_{\mu}\right\rangle=\left[W_{\lambda}, W_{\mu}\right] \tag{4.8}
\end{equation*}
$$

From this we have immediately the following corollary.
Corollary 4.2. Let $f$ be a finite superposition of $\rho_{\lambda}$ 's. Then

$$
\begin{align*}
f & =\sum_{\lambda \in \Lambda}\left[R f, \tau_{\lambda}\right] \rho_{\lambda}  \tag{4.9}\\
\|f\|_{L^{2}(d x)}^{2} & =\sum_{\lambda \in \Lambda}\left[R f, \tau_{\lambda}\right]^{2} \tag{4.10}
\end{align*}
$$

In short, the ridgelet coefficients can be read off from an analysis of the Radon transform of $f$, using the set $\tau_{\lambda}$ of analyzing elements. We also have, from self-adjointness of $\Delta^{+}$, the following lemma.

Lemma 4.3. Let $f$ be a finite superposition of $\rho_{\lambda}$ 's. Then

$$
\begin{align*}
f & =\sum_{\lambda \in \Lambda}\left[\left(\Delta^{+} \otimes I\right) R f, W_{\lambda}\right] \rho_{\lambda}  \tag{4.11}\\
\|f\|_{L^{2}(d x)}^{2} & =\sum_{\lambda \in \Lambda}\left[\left(\Delta^{+} \otimes I\right) R f, W_{\lambda}\right]^{2} . \tag{4.12}
\end{align*}
$$

So the ridgelet coefficients derive from (antipodally symmetrized) wavelet analysis of the (differentiated) Radon transform.

A clarifying interpretation emerges from these representations: the justification for our use of the term "ridgelet." As introduced by [1], the term refers to a continuous ridge function

$$
\begin{equation*}
\psi_{a, b, \theta}(x)=a^{-\frac{1}{2}} \psi\left(\left(x_{1} \cos \theta+x_{2} \sin \theta-b\right) / a\right) \tag{4.13}
\end{equation*}
$$

where $\psi(t): \mathbb{R} \rightarrow \mathbb{R}$ is oscillatory. For comparison, Lemma 4.1 gives the representation

$$
\begin{aligned}
\rho_{\lambda}(x) & =\left(R^{+} \tau_{\lambda}\right)(x) \\
& =\frac{1}{8 \pi} \int_{0}^{2 \pi}\left(\psi_{j, k}^{+}\left(x_{1} \cos \theta+x_{2} \sin \theta\right) w_{i, \ell}^{\varepsilon}(\theta)+\psi_{j, k}^{+}\left(-x_{1} \cos \theta-x_{2} \sin \theta\right) w_{i, \ell}^{\varepsilon}(\theta+\pi)\right) d \theta \\
& =\frac{1}{4 \pi} \int_{0}^{2 \pi} \psi_{j, k}^{+}\left(x_{1} \cos \theta+x_{2} \sin \theta\right) w_{i, \ell}^{\varepsilon}(\theta) d \theta
\end{aligned}
$$

Here we used the observation that

$$
\int_{0}^{2 \pi} \psi_{j, k}^{+}\left(x_{1} \cos \theta+x_{2} \sin \theta\right) w_{i, \ell}^{\varepsilon}(\theta) d \theta
$$

$$
\begin{aligned}
& =\int_{0}^{\pi}\left(\psi_{j, k}^{+}\left(x_{1} \cos \theta+x_{2} \sin \theta\right) w_{i, \ell}^{\varepsilon}(\theta)+\psi_{j, k}\left(x_{1} \cos (\theta+\pi)+x_{2} \sin (\theta+\pi)\right) w_{i, \ell}^{\varepsilon}(\theta+\pi)\right) d \theta \\
& =\int_{0}^{\pi} \psi_{j, k}^{+}\left(x_{1} \cos \theta+x_{2} \sin \theta\right) w_{i, \ell}^{\varepsilon}(\theta) d \theta+\int_{0}^{\pi} \psi_{j, k}^{+}\left(-x_{1} \cos \theta-x_{2} \sin \theta\right) w_{i, \ell}^{\varepsilon}(\theta+\pi) d \theta
\end{aligned}
$$

Consequently,

$$
\begin{aligned}
& \int_{0}^{2 \pi}\left(\psi_{j, k}^{+}\left(x_{1} \cos \theta+x_{2} \sin \theta\right) w_{i, \ell}^{\varepsilon}(\theta)+\psi_{j, k}^{+}\left(-x_{1} \cos \theta-x_{2} \sin \theta\right) w_{i, \ell}^{\varepsilon}(\theta+\pi)\right) d \theta \\
& \quad=2 \int_{0}^{2 \pi} \psi_{j, k}^{+}\left(x_{1} \cos \theta+x_{2} \sin \theta\right) w_{i, \ell}^{\varepsilon}(\theta) d \theta
\end{aligned}
$$

which gives Theorem 1.2 of the introduction.
Now $w_{i, \ell}^{\varepsilon}(\theta)$ is a function quasi-localized to an interval of length $2 \pi / 2^{i}$ near $\theta_{i, \ell}=$ $2 \pi \cdot \ell / 2^{i}$, with $L^{1}$-norm of size $\approx 2^{-i / 2}$. Hence, roughly speaking,

$$
\rho_{\lambda}(x)=2^{-i / 2} \text { "Ave" }{ }_{i, \ell}\left\{\psi_{j, k}^{+}\left(x_{1} \cos \theta+x_{2} \sin \theta\right)\right\},
$$

where "Ave" ${ }_{i, \ell}$ denotes a "signed weighted average" localized near $\theta_{i, \ell}$. In short, the ridgelet $\rho_{\lambda}$ is a sort of "average" of true ridge functions. In this "average" the weights take both positive and negative signs, which is not usual for averages; such oscillatory weights are crucial for the orthogonality properties of the $\rho_{\lambda}$.

We cannot expect a tighter connection of ridgelets to ridge functions than this, since ridgelets are in $L^{2}(d x)$ while ridge functions are not in $L^{2}(d x)$ owing to constancy on ridges.

To summarize the results of this section, we have the following diagram:


This is a commutative diagram, so that all routes between vertices $\left(\rho_{\lambda}\right)$ and $\left(W_{\lambda}\right)$ are isometries. In particular,

$$
\begin{aligned}
\mathcal{J} & =R^{+} \circ\left(\Delta^{+} \otimes I\right) \\
\mathcal{J}^{-1} & =\left(\Delta^{+} \otimes I\right) \circ R .
\end{aligned}
$$

In this form, the isometries $\mathcal{J}$ and $\mathcal{J}^{-1}$ are well known in the Radon transform literature; see Helgason [12, section 1.X].
5. Ridgelet analysis of a linear singularity. Recall the function $g\left(x_{1}, x_{2}\right)=$ $1_{\left\{x_{2}>0\right\}} e^{-x_{1}^{2}-x_{2}^{2}}$ of the introduction. We are now in a position to show that the ridgelet coefficients of $g$ are sparse. A more precise version of Theorem 1.3 will be proven.

ThEOREM 5.1. Let $\alpha_{\lambda}=\left\langle\rho_{\lambda}, g\right\rangle, \lambda \in \Lambda$. For each $p \in(0,2]$, the ridgelet coefficients $\left(\alpha_{\lambda}\right) \in \ell^{p}$.

The conclusion $\left(\alpha_{\lambda}\right) \in \ell^{p}$ implies that for a constant $c_{p}$,

$$
\#\left\{\lambda:\left|\alpha_{\lambda}\right| \geq \delta\right\} \leq c_{p} \delta^{-p} \quad \forall \delta>0
$$

showing that the coefficients decay. This, in turn, implies that the partial reconstruction

$$
\tilde{g}_{\delta}=\sum_{\lambda} \eta_{\delta}\left(\left\langle\rho_{\lambda}, g\right\rangle\right) \rho_{\lambda}
$$

with $N(\delta)$-terms, $N(\delta)=\sum_{\lambda} 1_{\left\{\left|\alpha_{\lambda}\right| \geq \delta\right\}}$, obeys

$$
\left\|g-\tilde{g}_{\delta}\right\|_{L^{2}} \leq C_{p}^{\prime} \delta^{(1-p / 2)}, \quad N(\delta) \leq C_{p} \delta^{-p}
$$

in short, $\bar{g}_{N}=\tilde{g}_{N(\delta)}$ gives an $N$-term approximation

$$
\left\|g-\bar{g}_{N}\right\|_{L^{2}} \leq C_{p}^{\prime \prime} N^{-\left(\frac{1}{p}-\frac{1}{2}\right)} \quad \forall N=1,2, \ldots \quad \forall p \in(0,2]
$$

The proof of Theorem 5.1 shows that ridgelets are adapted to this kind of singularity precisely to the same extent that wavelets are adapted to point singularities; ridgelets are successful with linear singularities because wavelets are successful with point singularities. As section 4 showed, ridgelet analysis "is" wavelet analysis in the Radon domain, a fact we rely on heavily in this section.
5.1. Windowing and smooth change-of-variables. According to (4.11) and (4.12), the ridgelet coefficients of a function $f$ obey

$$
\begin{equation*}
\alpha_{\lambda}=\left[\left(\Delta^{+} \otimes I\right)(R f), W_{\lambda}\right], \quad \lambda \in \Lambda, \tag{5.1}
\end{equation*}
$$

at least for $f$ which are finite sums of ridge functions. It is notationally convenient for us to work using this viewpoint. For more general $f$, we view $\left(\Delta^{+} \otimes I\right)(R f)$ as a distribution defined to make this relation true; i.e., so that $\left[\left(\Delta^{+} \otimes I\right)(R f), W_{\lambda}\right] \equiv$ $\left[R f,\left(\Delta^{+} \otimes I\right) W_{\lambda}\right]$. However, $\left(\Delta^{+} \otimes I\right)(R f)$ has an explicit representation as a function, provided we use this function only to calculate integrals $\left[\left(\Delta^{+} \otimes I\right)(R f), W_{\lambda}\right]$ against the $W_{\lambda}$. This point will be clarified in section 5.2 below. Since we use this function only in this way, we will be using (5.1) without any further comment.

Our choice of $g$ was driven by the fact that we can calculate $R g$. In the appendix we derive the formula

$$
\begin{equation*}
(R g)(t, \theta)=e^{-t^{2}} \bar{\Phi}\left(-t\left|\frac{\sin \theta}{\cos \theta}\right|\right), \quad t \in \mathbb{R}, \quad \theta \in[0,2 \pi) \tag{5.2}
\end{equation*}
$$

Now $R g$ has point singularities of order 0 - discontinuities - at points $(0, \pi / 2)$ and $(0,3 \pi / 2)$ (antipodal pair). Away from these points $R g$ is $C^{\infty}$, uniformly so outside balls $B_{2}\left(\left(0, \frac{\pi}{2}\right), \delta\right)$ and $B_{2}\left(\left(0, \frac{3 \pi}{2}\right), \delta\right), \delta>0$.

The same structural features are true of $F=\left(\Delta^{+} \otimes I\right) R g$, except that owing to the fractional derivative in the vertical direction, the point singularities of order 0 at $(0, \pi / 2)$ and $(0,3 \pi / 2)$ become point singularities of order $-\frac{1}{2}$. In effect, these singularities are the heart of the matter, and we now develop some windowing tools to isolate them for careful attention and a change-of-variables to move them to the origin.

Construct a $C^{\infty}$ partition of unity in $\theta$, with windows $\nu_{i}(\theta)$ obeying $0 \leq \nu_{i}(\theta) \leq 1$, $\sum_{i=0}^{2} \nu_{i}(\theta)=1$,

$$
\begin{aligned}
& \operatorname{supp}\left(\nu_{1}\right) \subset[\pi / 4,3 \pi / 4] \\
& \operatorname{supp}\left(\nu_{2}\right) \subset[5 \pi / 4,7 \pi / 4] \\
& \operatorname{supp}\left(\nu_{0}\right) \subset[0,3 \pi / 8] \cup\left[\frac{5 \pi}{8}, \frac{11 \pi}{8}\right] \cup\left[\frac{13 \pi}{8}, 2 \pi\right)
\end{aligned}
$$

In particular $\nu_{1} \equiv 1$ on $[3 \pi / 8,5 \pi / 8]$, while $\nu_{2} \equiv 1$ on $[11 \pi / 8,13 \pi / 8]$.
Define $F_{i}(t, \theta)=\nu_{i}(\theta) F(t, \theta)$; the intention is that $F_{1}$ represent behavior near $\theta=\pi / 2, F_{2}$ represent behavior near $\theta=3 \pi / 2$, and $F_{0}$ represent "everything else." Of course $F=F_{0}+F_{1}+F_{2}$. Now $F_{0}$ is $C^{\infty}$ on $\mathbb{R} \times[0,2 \pi)$ and of rapid decay in $t$ for each $\theta$; in other words, absolutely banal. $F_{1}$ and $F_{2}$ each contain a singularity and in some sense are mirror images of each other (antipodal symmetry again); whatever goes for one will go for the other as well. We discuss $F_{1}$ only.

Introduce variables $(\bar{t}, \bar{\theta})$ extending over all of $\mathbb{R} \times \mathbb{R}$, with $\bar{t} \equiv t$ and $\bar{\theta} \equiv \theta$ on $\theta \in\left[\frac{\pi}{4}, \frac{3 \pi}{4}\right]$. Define the zero-extension of $F_{1}$ :

$$
\bar{F}_{1}(\bar{t}, \bar{\theta})= \begin{cases}0 & \bar{\theta} \notin\left[\frac{\pi}{4}, \frac{3 \pi}{4}\right] \\ F(\bar{t}, \bar{\theta}) & \bar{\theta} \in\left[\frac{\pi}{4}, \frac{3 \pi}{4}\right]\end{cases}
$$

as $F_{1}$ is $C^{\infty}$ at the boundary $\theta \in\{\pi / 4,3 \pi / 4\}$, this is a $C^{\infty}$ extension of $F_{1}$.
Consider now the separable change-of-variables $\bar{t} \leftrightarrow u, \bar{\theta} \leftrightarrow v$ defined by

$$
u=\bar{t}, \quad v=-\operatorname{cotan}(\bar{\theta})
$$

define this initially on subdomain $D_{1}=\mathbb{R} \times\left[\frac{\pi}{4}, \frac{3 \pi}{4}\right]$ and extend this to all $(\bar{t}, \bar{\theta})$ while imposing four rules:

1. $u=\bar{t} \forall \bar{\theta}$;
2. separability in $(\bar{t}, \bar{\theta}): v=v(\bar{\theta})$;
3. $v(\bar{\theta})$ is $C^{\infty}$ in $\bar{\theta}$;
4. $v^{\prime}(\bar{\theta})=1$ on $\bar{\theta} \in[\pi / 8,7 \pi / 8]^{c}$.

This change-of-variables induces a function

$$
G_{1}(u, v)=\bar{F}_{1}(\bar{t}, \bar{\theta})
$$

nicely defined on all $(u, v) \in \mathbb{R}^{2}$; more concretely

$$
\begin{equation*}
G_{1}(u, v)=\left(I \otimes \bar{V}_{1}\right) \circ\left(\Delta^{+} \otimes I\right) \circ\left(e^{-u^{2}} \otimes I\right) \bar{\Phi}(u /|v|) \tag{5.3}
\end{equation*}
$$

where $\bar{V}_{1}$ is an operator of smooth windowing in $v$, induced from $\nu_{1}(\theta), \Delta^{+}$is a fractional differentiation as before, and $e^{-u^{2}} \otimes I$ denotes a smooth windowing in $u$. An important point is that under this change-of-variables, the singularity at $\bar{t}=0$, $\bar{\theta}=\pi / 2$ becomes a singularity at $u=0, v=0$.
5.2. The elementary singularity. The windowing and change-of-variables now allows us to "zoom in" on the singularities in $F$ using standard wavelet analysis. In section 5.3 , we will describe a program for systematically inferring sparsity of the $W_{\lambda^{-}}$ coefficients from a traditional wavelet analysis of the $G_{i}, i=1,2$. However, before continuing, we digress to explain why this approach is reasonable.

Operating purely formally for the moment, the heart of the matter concerns the "elementary" singularity $S(u, v)=|v|^{-\frac{1}{2}} \sigma(u /|v|)$, where $\sigma(t)=\left(\Delta^{+} \bar{\Phi}\right)(t)$ with $\Delta^{+}$as before and $\bar{\Phi}(t)$ as before. Indeed,

$$
S(u, v)=\left(\Delta^{+} \otimes I\right) \bar{\Phi}(u /|v|)
$$

and so, comparing with the definition (5.3) of $G_{1}(u, v)$, we see that in a sense $S(u, v)$ is "what's happening" in $G_{1}$ "near $u=0, v=0$."

In effect, the windowing and change-of-variables have isolated our attention on the object $S$; if $S$ had very nonsparse wavelet coefficients, then we could expect the same to be true of $G_{1}$. As we will see, $S$ has sparse wavelet coefficients at fine scales.

A key remark is that $S$ is scale-invariant-homogeneous of order $-\frac{1}{2}$. Indeed the formula $S(u, v)=|v|^{-\frac{1}{2}} \sigma(u /|v|)$ shows immediately that

$$
\begin{equation*}
S(a u, a v)=a^{-\frac{1}{2}} S(u, v) \tag{5.4}
\end{equation*}
$$

It is this scale-invariance that entitles us to call $S$ a singularity.
In order to calculate the wavelet coefficients of $S$, it is convenient to operate in the frequency domain, where the Meyer wavelets we are using are most naturally defined. This in turn requires a formula for "the" Fourier transform of $S$. However, to be clear we pause to explain that $S$ is a special kind of distribution and that our formula for its Fourier transform works only for special purposes.

Let $\mathcal{S}(\mathbb{R})$ denote the space of Schwartz functions, functions of a single variable which are smooth and of rapid decay, along with all of their derivatives. Let $\mathcal{S}_{0}(\mathbb{R})$ denote the space of Schwartz functions with all moments vanishing, i.e., with $\int t^{m} f(t) d t=0$ for $m=0,1,2, \ldots$ Let $\mathcal{S}_{0}(\mathbb{R}) \otimes \mathcal{S}(\mathbb{R})$ denote the linear space of Schwartz functions generated from tensor products $f(u, v)=f_{0}(u) f_{1}(v)$, where $f_{0} \in \mathcal{S}_{0}(\mathbb{R})$ and $f_{1} \in \mathcal{S}(\mathbb{R})$. Such functions have classical Fourier transforms which vanish to arbitrary order on the $\omega_{2}$ axis:

$$
\frac{\partial^{m}}{\partial \omega_{1}^{m}} \frac{\partial^{n}}{\partial \omega_{2}^{n}} \hat{f}\left(\omega_{1}, \omega_{2}\right)=0, \quad \omega_{1}=0, \quad m, n=0,1,2, \ldots
$$

Such functions "omit" entirely the frequencies $\omega=\left(0, \omega_{2}\right)$.
We now retract our earlier definition and define $S$ as a linear functional on $\mathcal{S}_{0}(\mathbb{R}) \otimes$ $\mathcal{S}(\mathbb{R})$. Let $\dot{H}(u, v)=\bar{\Phi}(u /|v|)$; this is a bounded function of $u$ and $v$ and so defines a tempered distribution: $\dot{H} \in \mathcal{S}^{\prime}\left(\mathbb{R}^{2}\right)$. Let $f \in \mathcal{S}_{0}(\mathbb{R}) \otimes \mathcal{S}(\mathbb{R})$; then $\left(\Delta^{+} \otimes I\right) f \in \mathcal{S}\left(\mathbb{R}^{2}\right)$. We define $S$ on $f \in \mathcal{S}_{0} \otimes \mathcal{S}$ via

$$
\langle S, f\rangle \equiv\left\langle\dot{H},\left(\Delta^{+} \otimes I\right) f\right\rangle
$$

This definition makes sense, because $\dot{H}$ is tempered and $\left(\Delta^{+} \otimes I\right) f$ is in the Schwartz class.

We now give a formula for $\hat{S}$ accurate for functions in $\mathcal{S}_{0} \otimes \mathcal{S}$. That is, $\langle S, f\rangle$ is correctly calculated from $\frac{1}{4 \pi^{2}}\langle\hat{S}, \hat{f}\rangle$ when $f \in \mathcal{S}_{0} \otimes \mathcal{S}$. In particular, the formula works for calculating Meyer tensor wavelet coefficients $\left\langle S, \psi_{j, k} \otimes \psi_{i, \ell}\right\rangle$, which is our only application.

Lemma 5.2. The singularity $S$, viewed as a distribution acting on $\mathcal{S}_{0}(\mathbb{R}) \otimes \mathcal{S}(\mathbb{R})$, has Fourier transform

$$
\begin{equation*}
\hat{S}\left(\omega_{1}, \omega_{2}\right)=-2 \pi \sqrt{-1} \operatorname{sgn}\left(\omega_{1}\right)\left|\omega_{1}\right|^{-\frac{3}{2}} \exp \left\{-\omega_{2}^{2} / \omega_{1}^{2}\right\}, \quad \omega_{1} \neq 0 \tag{5.5}
\end{equation*}
$$

The proof is given in the appendix.
The earlier definition of $S$ as a function of two variables is compatible with this definition, in the sense that when $f \in \mathcal{S}_{0} \otimes \mathcal{S}$, we actually have $\langle S, f\rangle=$ $\iint|v|^{-1 / 2} \sigma(u /|v|) f(u, v) d u d v$, with $\sigma(u)$ the smooth bounded function defined as the inverse Fourier transform of

$$
\begin{equation*}
\hat{\sigma}(\omega)=\sqrt{-\pi} \cdot|\omega|^{-1 / 2} \cdot \operatorname{sgn}(\omega) \cdot \exp \left\{-\omega^{2} / 4\right\} \tag{5.6}
\end{equation*}
$$

(Note that $\sigma(u)$ has rather poor decay at $\infty$, so it is not in $L^{1}$ or in $L^{2}$. The preceding integral nevertheless makes sense because $f \in \mathcal{S}\left(\mathbb{R}^{2}\right)$.)

With a formula for the Fourier transform of $S$ in hand, we may now calculate the Meyer wavelet coefficients of $S$.

Lemma 5.3. Let $\psi_{j, k}$ denote Meyer wavelets for $\mathbb{R}$, and let $\mu=(j, k, i, \ell)$ index an orthogonal tensor wavelet basis for $\mathbb{R}^{2}$ with elements

$$
\psi_{\mu}(u, v)=\psi_{j, k}(u) \psi_{i, \ell}(v), \quad j, k, i, \ell \in \mathbb{Z}
$$

The wavelet coefficients of the elementary singularity $S$,

$$
A_{\mu}=\left\langle S, \psi_{\mu}\right\rangle
$$

obey the exact scaling relation

$$
\begin{equation*}
A_{(j, k, i, \ell)}=2^{-j / 2} A_{(0, k, i-j, \ell)} \tag{5.7}
\end{equation*}
$$

For each fixed $h \geq 0$, the doubly indexed array $\left(A_{(0, k, h, \ell)}\right)_{k, \ell}$ is of rapid spatial decay in $k$ and $\ell$ as $|k|,|\ell| \rightarrow \infty$. In fact, for each $m>0$,

$$
\begin{equation*}
\left|A_{(0, k, h, \ell)}\right| \leq C_{m} 2^{-h / 2}(1+|k|)^{-m}(1+|\ell|)^{-m}, \quad k, \ell \in \mathbb{Z} \tag{5.8}
\end{equation*}
$$

As a result, the fine-scale wavelet coefficients obey

$$
\begin{equation*}
\sum_{j \geq i_{0}} \sum_{i \geq j} \sum_{k, \ell}\left|A_{(j, k, i, \ell)}\right|^{p}<\infty \quad \forall p>0 \tag{5.9}
\end{equation*}
$$

In short, the two-dimensional tensor Meyer coefficients give a sparse representation of the high-frequency part of the elementary point singularity $S(u, v)$, with very few "big" coefficients, and with those few "big" coefficients clustered near $(k, \ell)=$ $(0,0)$.

Proof. The scaling relation (5.4) gives, with $h=i-j$,

$$
\begin{aligned}
A_{j k i \ell} & =\left\langle S, \psi_{j k i \ell}\right\rangle=\int S(u, v) \psi_{0, k, i-j, \ell}\left(2^{j} u, 2^{j} v\right) 2^{j} d u d v \\
& =\int S\left(2^{j} u, 2^{j} v\right) 2^{j / 2} \psi_{0, k, h, \ell}\left(2^{j} u, 2^{j} v\right) 2^{j} d u d v \\
& =2^{-j / 2}\left\langle S, \psi_{0, k, h, \ell}\right\rangle=2^{-j / 2} A_{0 k h \ell}
\end{aligned}
$$

which establishes (5.7). This scaling relation now allows us to infer (5.9) from (5.8). In fact we can see, letting $A^{(h)}$ denote the array $\left(A_{0 k h \ell}\right)_{k \ell}$, that (5.8) implies that $\left\|A^{(h)}\right\|_{p}<\infty$ for any $p>0$; indeed we simply apply (5.8) with $m$ chosen so that
$m p>1$. In fact the exponential factor $2^{-h / 2}$ in (5.8) yields more: we see immediately that

$$
\sum_{h=0}^{\infty}\left\|A^{(h)}\right\|_{p}^{p}=A^{*}<\infty
$$

To see why (5.9) follows, note that

$$
\begin{aligned}
\sum_{j \geq i_{0}} \sum_{i \geq j} \sum_{k, \ell}\left|A_{j, k, i, \ell}\right|^{p} & =\sum_{j \geq i_{0}}^{\infty} \sum_{h=0}^{\infty} \sum_{k, \ell}\left|A_{j, k, j+h, \ell}\right|^{p} \\
& =\sum_{j \geq i_{0}}^{\infty} \sum_{h=0}^{\infty} \sum_{k, \ell}\left|2^{-j / 2} A_{0, k, h, \ell}\right|^{p} \\
& =\sum_{j \geq i_{0}}^{\infty} \sum_{h=0}^{\infty}\left(2^{-j / 2}\left\|A^{(h)}\right\|_{p}\right)^{p} \\
& =\sum_{h=0}^{\infty}\left\|A^{(h)}\right\|_{p}^{p} \sum_{j \geq i_{0}}^{\infty} 2^{-j p / 2}=A^{*} /\left(1-2^{-i_{0} p / 2}\right)
\end{aligned}
$$

Hence the key point is to establish (5.8).
Working on the Fourier side, we may write

$$
A_{j k i \ell}=\frac{1}{4 \pi^{2}} \int \hat{S}\left(\omega_{1}, \omega_{2}\right) \widehat{\psi_{j k}}\left(\omega_{1}\right) \widehat{\psi_{i \ell}}\left(\omega_{2}\right) d \omega_{1} d \omega_{2}
$$

Now using $\widehat{\psi_{h \ell}}\left(\omega_{2}\right)=2^{-h / 2} \hat{\psi}\left(\omega_{2} / 2^{h}\right) e^{-\sqrt{-1} \omega_{1} \ell / 2^{h}}$ and $\widehat{\psi_{0 k}}\left(\omega_{1}\right)=\hat{\psi}\left(\omega_{1}\right) e^{-\sqrt{-1} \omega_{1} k}$, we get

$$
A_{0 k h \ell}=\frac{1}{4 \pi^{2}} \int \hat{S}\left(\omega_{1}, \omega_{2}\right) \hat{\psi}\left(\omega_{1}\right) \hat{\psi}\left(\omega_{2} / 2^{h}\right) e^{-\sqrt{-1}\left(\omega_{1} k+\omega_{2} \ell / 2^{h}\right)} 2^{-h / 2} d \omega_{1} d \omega_{2}
$$

Defining a new variable $\bar{\omega}_{2}=\omega_{2} / 2^{h}$, we get

$$
A_{0 k h \ell}=\frac{1}{4 \pi^{2}} \int \hat{A}_{h}\left(\omega_{1}, \bar{\omega}_{2}\right) e^{-\sqrt{-1}\left(\omega_{1} k+\bar{\omega}_{2} \ell\right)} d \omega_{1} d \bar{\omega}_{2}
$$

where we defined

$$
\hat{A}_{h}\left(\omega_{1}, \bar{\omega}_{2}\right)=\hat{S}\left(\omega_{1}, \bar{\omega}_{2} 2^{h}\right) \hat{\psi}\left(\omega_{1}\right) \hat{\psi}\left(\bar{\omega}_{2}\right) 2^{h / 2}
$$

In short,

$$
A_{0 k h \ell}=A_{h}(k, \ell), \quad k, \ell \in \mathbb{Z}
$$

where

$$
A_{h}(u, v)=\frac{1}{(2 \pi)^{2}} \int \hat{A}_{h}\left(\omega_{1}, \omega_{2}\right) e^{-\sqrt{-1}\left(\omega_{1} u+\omega_{2} v\right)} d \omega_{1} d \omega_{2}
$$

We note that $\hat{A}_{h}$ is supported in $\Omega=\left\{\left(\omega_{1}, \omega_{2}\right):\left|\omega_{i}\right| \in\left[\frac{2 \pi}{3}, \frac{8 \pi}{3}\right], i=1,2\right\}$, and that $\hat{A}_{h} \in C_{0}^{\infty}[\Omega]$. Now from $|f(u, v)| \leq \int\left|\hat{f}\left(\omega_{1}, \omega_{2}\right)\right| d \omega_{1} d \omega_{2}$ and from
$(-\sqrt{-1})^{m+n} \cdot u^{m} v^{n} \cdot f(u, v)=\frac{1}{(2 \pi)^{2}} \int \frac{\partial^{m}}{\partial^{m} \omega_{1}} \frac{\partial^{n}}{\partial^{n} \omega_{2}} \hat{f}\left(\omega_{1}, \omega_{2}\right) e^{-\sqrt{-1}\left(u \omega_{1}+v \omega_{2}\right)} d \omega_{1} d \omega_{2}$
valid for $m, n=0,1,2, \ldots$ and all sufficiently nice $f$, we get that for $m=1,2, \ldots$,

$$
\left|A_{h}(k, \ell)\right| \leq C_{m} \cdot\left\|\hat{A}_{h}\right\|_{W_{1}^{m}\left[\mathbb{R}^{2}\right]}(1+|k|)^{-m}(1+|\ell|)^{-m}, \quad k, \ell \in \mathbb{Z}
$$

where the $W_{1}^{m}\left[\mathbb{R}^{2}\right]$-norm of a smooth function $f$ is simply $\|f\|_{L^{1}\left[\mathbb{R}^{2}\right]}+\left\|f^{(m)}\right\|_{L^{1}\left[\mathbb{R}^{2}\right]}$. Consequently, (5.8) reduces merely to the assertion that for each $m=1,2,3, \ldots$, there is $C_{m}$ so that

$$
\left\|\hat{A}_{h}\right\|_{W_{1}^{m}\left[\mathbb{R}^{2}\right]} \leq C_{m} 2^{-h / 2}
$$

Now write

$$
\begin{equation*}
\hat{A}_{h}\left(\omega_{1}, \omega_{2}\right)=B_{h}\left(\omega_{1}, \omega_{2}\right) \cdot \Psi\left(\omega_{1}, \omega_{2}\right) \tag{5.10}
\end{equation*}
$$

where

$$
\begin{aligned}
\Psi\left(\omega_{1}, \omega_{2}\right) & =-2 \pi \sqrt{-1} \operatorname{sgn}\left(\omega_{1}\right)\left|\omega_{1}\right|^{-\frac{3}{2}} \hat{\psi}\left(\omega_{1}\right) \hat{\psi}\left(\omega_{2}\right), \\
B_{h}\left(\omega_{1}, \omega_{2}\right) & =2^{h / 2} \exp \left\{-2^{2 h} \omega_{2}^{2} / \omega_{1}^{2}\right\}
\end{aligned}
$$

Now for a function $f \in C_{0}^{m}[\Omega],\|f\|_{W_{1}^{m}\left[\mathbb{R}^{2}\right]} \leq C_{m}^{\prime}\|f\|_{C^{m}[\Omega]}$, where the $C^{m}[\Omega]$-norm of $f$ refers to the smallest constant $C$ bounding the $L^{\infty}[\Omega]$-norm of $f$ and also the $L^{\infty}[\Omega]$ norm of every mixed partial of total degree $\leq m$. Using the fact that $\Psi$ and all of its derivatives vanish on $\partial \Omega$,

$$
\begin{equation*}
\left\|\hat{A}_{h}\right\|_{C^{m}[\Omega]} \leq C_{m}^{\prime \prime}\left\|B_{h}\right\|_{C^{m}[\Omega]} \cdot\|\Psi\|_{C^{m}[\Omega]} \tag{5.11}
\end{equation*}
$$

and, since $\|\Psi\|_{C^{m}[\Omega]} \leq C_{m}^{\prime \prime \prime}, m=1,2, \ldots$, we conclude that for each $m=1,2, \ldots$ we have an inequality of the form

$$
\left\|\hat{A}_{h}\right\|_{W_{1}^{m}\left[\mathbb{R}^{2}\right]} \leq C_{m}^{(i v)}\left\|B_{h}\right\|_{C^{m}[\Omega]}
$$

The proof is thus finished by the following lemma, which gives the required bounds on the norms of $B_{h}$.

Lemma 5.4. For $h \geq 0$, and all $\lambda>0$,

$$
\begin{equation*}
\left\|B_{h}\right\|_{C^{m}[\Omega]} \leq C_{\lambda, m} 2^{-\lambda 2^{h}}, \quad m=1,2, \ldots \tag{5.12}
\end{equation*}
$$

The lemma is proved in the appendix.
5.3. Program of proof. Now that we know that the singularities "at the heart" of $F$ have in a certain sense sparse coefficients, we are encouraged to elaborate the approach into a systematic proof that $F$ itself has sparse coefficients.

The change-of-variables and windowing operations of section 5.1 created a series of objects which may be related to our object of interest $F$ by

$$
\begin{equation*}
F=\sum_{r=1}^{2}\left(\tau_{1, r} \circ \tau_{2, r} \circ \tau_{3, r}\right) G_{r}+\left(\tau_{1,0} \circ \tau_{2,0}\right) \bar{F}_{0} \tag{5.13}
\end{equation*}
$$

Here the $\tau_{j, r}$ are change-of-variables operations and $\bar{F}_{0}, G_{1}$, and $G_{2}$ were all defined in section 5.1.

The terms in this sum may be arranged as in Table 5.1. In this table, cells in the same column describe objects defined on a common domain, and adjacent cells in the

TABLE 5.1
Relations among various functions.

|  | Col. 0 |  | 1 |  | 2 |  | 3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Row 0 |  | $\stackrel{\tau_{1,0}}{\swarrow}$ | $F_{0}(t, \theta)$ | $\stackrel{\tau_{2,0}}{\rightleftarrows}$ | $\bar{F}_{0}(\bar{t}, \bar{\theta})$ |  |  |
| 1 | $F=\sum$ | $\stackrel{\tau_{1,1}}{\longleftrightarrow}$ | $F_{1}(t, \theta)$ | $\stackrel{\tau_{2,1}}{\rightleftarrows}$ | $\bar{F}_{1}(\bar{t}, \bar{\theta})$ | $\stackrel{\tau_{3,1}}{\tau_{3}}$ | $G_{1}(u, v)$ |
| 2 |  | $\stackrel{\tau_{1,2}}{\nwarrow}$ | $F_{2}(t, \theta)$ | $\stackrel{\tau_{2,2}}{\rightleftarrows}$ | $\bar{F}_{2}(\bar{t}, \bar{\theta})$ | $\stackrel{\tau_{3,2}}{\tau_{3}}$ | $G_{2}(u, v)$ |

same row are objects on different domains linked by a transformation. For example $F_{1}(t, \theta) \stackrel{\tau_{2,1}}{\leftrightarrows} \bar{F}_{1}(\bar{t}, \bar{\theta})$ means that there is a transformation $\tau_{2,1}$ such that $F_{1}=\tau_{2,1} \bar{F}_{1}$; this is the change-of-variables transformation transporting a function from domain $(\bar{t}, \bar{\theta})$ to the "same" function on domain $(t, \theta)$. Corresponding to each column in the table is a domain. For example, in Column 3, we have the domain of all $(u, v) \in \mathbb{R}^{2}$, while in Column 2, we have the domain of $(\bar{t}, \bar{\theta}) \in \mathbb{R}^{2}$. We may associate to each such domain an orthobasis. For the domain of $(u, v)$, we associate the orthobasis $\psi_{\mu}$, where $\mu=(j, k, i, l, \varepsilon)$, and where $\mu$ runs through the set

$$
\begin{align*}
M= & \left\{(j, k, i, \ell, 0): j, k, \ell \in \mathbb{Z}, i=\max \left(i_{0}, j\right)\right\} \\
& \cup\left\{(j, k, i, \ell, 1): j, k, \ell \in \mathbb{Z}, i \geq \max \left(i_{0}, j\right)\right\} . \tag{5.14}
\end{align*}
$$

For the domain of $(\bar{t}, \bar{\theta})$, we associate the orthobasis $\bar{\psi}_{\bar{\mu}}(\bar{t}, \bar{\theta})$, where $\bar{\mu}$ runs through the set $M$. For the domain of $(t, \theta) \in \mathbb{R} \times[0,2 \pi)$, which occurs both in Columns 0 and 1, we associate two bases. For Column 0 we associate the antipodally symmetrized basis $\left(W_{\lambda}\right)$ of section 2. For Column 1 we associate a standard tensor basis. Table 5.2 summarizes these choices. We may expand an object in a given column of Table 5.1 in the corresponding orthobasis for that column. We denote coefficients in Column 3 by $A^{1}$ and $A^{2}$, in Column 2 by $B^{0}, B^{1}$, and $B^{2}$, and coefficients in Column 1 by $C^{0}$, $C^{1}$, and $C^{2}$. Thus, for example,

$$
\begin{aligned}
G_{1} & =\sum_{\mu} A_{\mu}^{1} \psi_{\mu}, \\
\bar{F}_{1} & =\sum_{\bar{\mu}} B_{\bar{\mu}}^{1} \bar{\psi}_{\bar{\mu}}, \\
F_{1} & =\sum_{\tilde{\lambda}} C_{\tilde{\lambda}}^{1} \tilde{\psi}_{\tilde{\lambda}}, \\
F & =\sum_{\lambda} \alpha_{\lambda} W_{\lambda} .
\end{aligned}
$$

Now objects in the same row of the Columns 2 and 3 of Table 5.1 are just "the same" object in different coordinate systems (i.e., we have $\bar{F}_{1}=\tau_{3,1} G_{1}$, etc.), so the coefficients $\left(A_{\mu}^{r}\right)$ and $\left(B_{\bar{\mu}}^{r}\right)$ for the same value of $r$ are linearly related. Indeed, let $\psi_{\mu}^{*}(\bar{t}, \bar{\theta})$ denote the "pushout" of $\psi_{\mu}$ from $(u, v)$ coordinates to $(\bar{t}, \bar{\theta})$ coordinates:

$$
\psi_{\mu}^{*}(\bar{t}, \bar{\theta})=\psi_{\mu}(u(\bar{t}), v(\bar{\theta}))
$$

then for $r=1,2$ we have matrices $T_{3, r}$ such that

$$
B^{r}=T_{3, r} A^{r}, \quad r=1,2
$$

TABLE 5.2
Relations between domains.

|  | Col. 0 | 1 | 2 | 3 |
| :--- | :--- | :--- | :--- | :--- |
|  |  |  | $(t, \theta)$ | $(\bar{t}, \bar{\theta})$ |
| Domain | $(t, \theta)$ | $(u, v)$ |  |  |
| Basis element | $W_{\lambda}(t, \theta)$ | $\tilde{\psi}_{\tilde{\lambda}}(t, \theta)$ | $\bar{\psi}_{\bar{\mu}}(\bar{t}, \bar{\theta})$ | $\psi_{\mu}(u, v)$ |
| Formula | $(2.12)$ | $\psi_{j, k}(t) w_{i, \ell}^{\varepsilon}(\theta)$ | $\psi_{j, k}\left(\bar{t} \psi_{i, \ell}^{\varepsilon}(\theta)\right.$ | $\psi_{j, k}(u) \psi_{i, \ell}^{\varepsilon}(v)$ |
| Index | $\lambda$ | $\tilde{\lambda}=(j, k, i, l, \varepsilon)$ | $\bar{\mu}=(j, k, i, l, \varepsilon)$ | $\mu=(j, k, i, l, \varepsilon)$ |
| Index set | $\Lambda$ | $\{\tilde{\lambda}\}=\tilde{\Lambda}$ | $\{\bar{\mu}\}=M$ | $\{\mu\}=M$ |

where

$$
\left(T_{3, r}\right)_{\bar{\mu}, \mu}=\left\langle\bar{\psi}_{\bar{\mu}}, \psi_{\mu}^{*}\right\rangle_{L^{2}(d \bar{t} d \bar{\theta})} .
$$

Viewed another way, we have the diagram

where $\mathcal{W}$ denotes wavelet transform using the $\psi_{\mu}$ basis, and $\overline{\mathcal{W}}^{-1}$ denotes inverse wavelet transform using the $\bar{\psi}_{\bar{\mu}}$ basis. That is, $T_{3, r}$ is the matrix representation of transformation $\tau_{3, r}$.

Also, as the $(\bar{t}, \bar{\theta})$ and $(t, \theta)$ coordinate systems are related by periodization, and the objects in Columns 1 and 2 of the sa me row of Table 5.1 are identical on the common domain, the coefficients ( $B_{\mu}^{r}$ ) and $\left(C_{\tilde{\lambda}}^{r}\right)$ are linearly related. Indeed, from (2.6) we have, for $\tilde{\lambda}=(j, k, i, \ell, \varepsilon)$,

$$
C_{(j, k, i, \ell, \varepsilon)}^{r}=\sum_{h=-\infty}^{\infty} B_{\left(j, k, i, \ell+h 2^{i}, \varepsilon\right)}^{r} ;
$$

hence there is a matrix $T_{2, r}$ with

$$
C^{r}=T_{2, r} B^{r} .
$$

Finally, as

$$
W_{(j, k, i, \ell, \varepsilon)}=\left(\tilde{\psi}_{(j, k, i, \ell, \varepsilon)}+\tilde{\psi}_{\left(j, 1-k, i, \ell+2^{i-1}, \varepsilon\right)}\right) / 2,
$$

we have

$$
2\left[W_{(j, k, i, \ell, \varepsilon)}, F\right]=\left[\tilde{\psi}_{(j, k, i, \ell, \varepsilon)}, F\right]+\left[\tilde{\psi}_{\left(j, 1-k, i, \ell+2^{i-1}, \varepsilon\right)}, F\right],
$$

and so there is a matrix $T_{1}$ with

$$
\alpha=T_{1} C^{1}+T_{1} C^{2}+T_{1} C^{0} .
$$

That is, the same matrix $T_{1}$ represents all three transformations $\tau_{1, r}$.
Combining these remarks,

$$
\begin{equation*}
\alpha=\sum_{r=1}^{2}\left(T_{1} \circ T_{2, r} \circ T_{3, r}\right) A^{r}+\left(T_{1} \circ T_{2,0}\right) B^{0} . \tag{5.15}
\end{equation*}
$$

Table 5.3
Relations between coefficient arrays.

|  | Col. 0 |  | 1 |  | 2 |  | 3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Row 0 |  | ${ }^{T_{1}}$ | $C^{0}$ | $\stackrel{T_{2,0}}{\leftrightarrows}$ | $B^{0}$ |  |  |
| 1 | $\alpha=\sum$ | $\stackrel{T_{1}}{\longleftarrow}$ | $C^{1}$ | $\stackrel{T_{2,1}}{\leftarrow}$ | $B^{1}$ | $\stackrel{T_{3,1}}{\leftrightarrows}$ | $A^{1}$ |
| 2 |  | $\stackrel{T_{1}}{\nwarrow}$ | $C^{2}$ | $\stackrel{T_{2,2}}{\leftarrow}$ | $B^{2}$ | $\stackrel{T_{3,2}}{\leftrightarrows}$ | $A^{2}$ |

In short, we have a tabular arrangement at the level of coefficients as summarized in Table 5.3. Suppose that we can show that the $A^{r}$ are in every $\ell^{p}$ for $r=1,2$, and that $B^{0}$ is in every $\ell^{p}$, and also that every $T$-mapping is bounded from $\ell^{p}$ to $\ell^{p}$ for every $p, 0<p \leq 1$. It will then follow that $\alpha \in \ell^{p}$ for every $p>0$.

Theorem 5.1 therefore follows from these lemmas, which focus on the range $0<$ $p \leq 1$, which is the important one.

Lemma 5.5. For each $p \in(0,1], T_{1}$ is a bounded linear mapping from $\ell^{p}(\tilde{\Lambda})$ to $\ell^{p}(\Lambda)$.

Lemma 5.6. For each $p \in(0,1]$, and for $r=0,1,2, T_{2, r}$ is a bounded linear mapping from $\ell^{p}(M)$ to $\ell^{p}(\tilde{\Lambda})$.

Lemma 5.7. For each $p \in(0,1]$, and for $r=1,2, \quad T_{3, r}$ is a bounded linear mapping from $\ell^{p}(M)$ to $\ell^{p}(M)$.

Lemma 5.8. For each $p \in(0,1]$, for $r=1,2, A^{r} \in \ell^{p}(M)$.
Lemma 5.9. For each $p \in(0,1], B^{0} \in \ell^{p}(M)$.
The "hardest" of these lemmas is Lemma 5.8; the analysis of section 5.2 suggests why it should be true; in effect $G_{1}$ behaves like $S$ at high resolutions, and $S$ has its high-resolution wavelet coefficients in every $\ell^{p}$.
5.4. Easy pieces. We begin with the easy Lemmas 5.5, 5.6, and 5.9.

Lemma 5.5, concerning $T_{1}$, is just the $p$-triangle inequality: for $p \leq 1$,

$$
\left|C_{(j, k, i, \ell, \varepsilon)}^{r}+C_{\left(j, 1-k, i, \ell+2^{i-1}, \varepsilon\right)}^{r}\right|^{p} \leq\left|C_{(j, k, i, \ell, \varepsilon)}^{r}\right|^{p}+\left|C_{\left(j, 1-k, i, \ell+2^{i-1}, \varepsilon\right)}^{r}\right|^{p}
$$

summing over $\lambda \in \Lambda$ we get

$$
\sum_{\lambda \in \Lambda}\left|C_{(j, k, i, \ell, \varepsilon)}^{r}+C_{\left(j, 1-k, i, \ell+2^{i-1}, \varepsilon\right)}^{r}\right|^{p} \leq \sum_{\tilde{\lambda} \in \tilde{\Lambda}}\left|C_{\tilde{\lambda}}^{r}\right|^{p}
$$

Lemma 5.6 , concerning $T_{2, r}$, is also the $p$-triangle inequality:

$$
\left|\sum_{h=-\infty}^{\infty} B_{\left(j, k, i, \ell+2^{i} \cdot h, \varepsilon\right)}^{r}\right|^{p} \leq \sum_{h=-\infty}^{\infty}\left|B_{\left(j, k, i, \ell+h 2^{i}, \varepsilon\right)}^{r}\right|^{p}
$$

from which follows

$$
\left\|C^{r}\right\|_{\ell^{p}} \leq\left\|B^{r}\right\|_{\ell^{p}}, \quad r=0,1,2 ; \quad p \in(0,1]
$$

Lemma 5.9, concerning $B^{0}$, is just an observation: if $\bar{F}_{0}(\bar{t}, \bar{\theta})$ is $C^{\infty}$, with $\bar{F}_{0}$ and all its partial derivatives of rapid decay as $t \rightarrow \infty$, then its wavelet coefficients are in every $\ell^{p}, p \in(0,2]$.
5.5. Boundedness of $\boldsymbol{T}_{\mathbf{3}, \boldsymbol{r}}$. We now consider Lemma 5.7. In principle, this is a simple matter, about the well-behavedness of the tensor wavelet transform under separable changes-of-variables. However, some of the estimation ideas play an important role in section 6 , so we spell them out carefully.

Put for short $\mathbf{t}_{\mu, \mu^{\prime}}=\left\langle\bar{\psi}_{\mu}, \psi_{\mu^{\prime}}^{*}\right\rangle$. The norm of $T_{3, r}$ is bounded by

$$
\left\|T_{3, r}\right\|_{\left(\ell^{p} \rightarrow \ell^{p}\right)} \leq \sup _{\mu^{\prime}}\left(\sum_{\mu}\left|\mathbf{t}_{\mu, \mu^{\prime}}\right|^{p}\right)^{1 / p}
$$

Let $M_{0}=\{\mu: \varepsilon=0\}, M_{1}=\{\mu: \varepsilon=1\}$, and let, for $a, b \in\{0,1\}$,

$$
S_{a, b}=\sup _{\mu^{\prime} \in M_{a}} \sum_{\mu \in M_{b}}\left|\mathbf{t}_{\mu, \mu^{\prime}}\right|^{p}
$$

We need to show that

$$
S_{a, b}<\infty, \quad a, b \in\{0,1\}
$$

We first remark that $t_{\mu, \mu^{\prime}}$ can be nonzero only if $j=j^{\prime}$ and $k=k^{\prime}$. We now consider four cases:
$\underline{S_{0,0}}$ : here $i=i^{\prime}=\max \left(i_{0}, j\right), \quad \varepsilon=\varepsilon^{\prime}=0$. By rapid decay of $\bar{\psi}_{\mu}$ and $\psi_{\mu^{\prime}}^{*}$, we get for $\overline{m=1}, 2, \ldots$,

$$
\left|\left\langle\bar{\psi}_{\mu}, \psi_{\mu^{\prime}}^{*}\right\rangle\right| \leq C_{m} 2^{i / 2}\left(1+2^{i}\left|\bar{\theta}_{i, \ell}-\bar{\theta}_{i^{\prime}, \ell^{\prime}}^{*}\right|\right)^{-m} \cdot \delta_{j j^{\prime}} \delta_{k k^{\prime}}
$$

Here $\bar{\theta}_{i, \ell}=\ell / 2^{i} \cdot 2 \pi, \quad \bar{\theta}_{i^{\prime}, \ell^{\prime}}^{*}=\bar{\theta}\left(\ell^{\prime} / 2^{i^{\prime}}\right)$. Picking $m$ so large that $m p>1$, and setting $t^{\prime}=2^{i^{\prime}} \bar{\theta}_{i^{\prime}, \ell^{\prime}}^{*}$

$$
\sum_{\mu \in M_{0}}\left|\left\langle\bar{\psi}_{\mu}, \psi_{\mu^{\prime}}^{*}\right\rangle\right|^{p} \leq C_{m} 2^{i p / 2} \sum_{\ell}\left(1+\left|\ell-t^{\prime}\right|\right)^{-m p} \leq C_{m, p}<\infty
$$

$\underline{S_{0,1}}$ : here $\varepsilon^{\prime}=0, \varepsilon=1$. Now $\psi_{\mu^{\prime}}^{*}$ is a smooth function at scale $2^{-i^{\prime}}$, and as $i \geq \overline{\max }\left(i_{0}, j\right)=\max \left(i_{0}, j^{\prime}\right)=i^{\prime}, \bar{\psi}_{\mu}$ is an oscillatory function at a finer scale. As $\bar{\psi}_{\mu}$ has more than $m$ vanishing moments, the $m$-fold integration by parts formula

$$
\left\langle\bar{\psi}_{\mu}, \psi_{\mu^{\prime}}^{*}\right\rangle=(-1)^{m}\left\langle\bar{\psi}_{\mu}^{(-m)},\left(\psi_{\mu^{\prime}}^{*}\right)^{(m)}\right\rangle
$$

gives, for each $m=1,2,3, \ldots$,

$$
\left|\left\langle\bar{\psi}_{\mu}, \psi_{\mu^{\prime}}^{*}\right\rangle\right| \leq C_{m} 2^{-\left(i-i^{\prime}\right)\left(m-\frac{1}{2}\right)}\left(1+2^{i^{\prime}}\left|\bar{\theta}_{i, \ell}-\bar{\theta}_{i^{\prime}, \ell^{\prime}}^{*}\right|\right)^{-m} \cdot \delta_{j j^{\prime}} \delta_{k k^{\prime}}
$$

Pick $m>1 / p+1 / 2$. With $h=i-i^{\prime}$ and $t^{\prime}=2^{i^{\prime}} \bar{\theta}_{i^{\prime}, \ell^{\prime}}^{*}$,

$$
\begin{aligned}
\sum_{\mu \in M_{1}}\left|\left\langle\bar{\psi}_{\mu}, \psi_{\mu^{\prime}}^{*}\right\rangle\right|^{p} & \leq C \sum_{h \geq 0} 2^{-h\left(m-\frac{1}{2}\right) p} \sum_{\ell}\left(1+\left|2^{-h} \ell-t^{\prime}\right|\right)^{-m p} \\
& \leq C \sum_{h \geq 0} 2^{-h\left(m-\frac{1}{2}\right) p} 2^{h}
\end{aligned}
$$

As $\left(m-\frac{1}{2}\right) p>1$, we get $S_{0,1}<\infty$.
$S_{1,0}$ : here $\varepsilon=0, \varepsilon^{\prime}=1$. Now we reverse viewpoint. $\bar{\psi}_{\mu}$ is a smooth function at scale $2^{-i}, i^{\prime} \geq \max \left(i_{0}, j^{\prime}\right)=\max \left(i_{0}, j\right)=i$, and $\psi_{\mu^{\prime}}$ is an oscillatory function at fine
scale. Writing $\bar{\psi}_{\mu}^{*}$ for the "pullback" $\bar{\psi}_{\mu}(\bar{t}(u), \bar{\theta}(v))$, and $J(u, v)$ for the Jacobian $\left|\frac{d \bar{\theta}}{d v}\right|$, then

$$
\left\langle\bar{\psi}_{\mu}, \psi_{\mu^{\prime}}^{*}\right\rangle=\left\langle\bar{\psi}_{\mu}^{*} \cdot J, \psi_{\mu^{\prime}}\right\rangle
$$

Now $\bar{\psi}_{\mu} \cdot J$ is smooth and of rapid decay, together with all its partial derivatives, so we get for $m=1,2,3, \ldots$

$$
\left|\left\langle\bar{\psi}_{\mu}^{*} \cdot J, \psi_{\mu^{\prime}}\right\rangle\right| \leq C_{m} 2^{-\left(i^{\prime}-i\right)\left(m-\frac{1}{2}\right)}\left(1+2^{i}\left|v_{i, \ell}^{*}-v_{i^{\prime}, \ell^{\prime}}\right|\right)^{-m} \cdot \delta_{j j^{\prime}} \delta_{k k^{\prime}}
$$

where $v_{i^{\prime}, \ell^{\prime}}=\ell^{\prime} / 2^{i}$ and $v_{i, \ell}^{*}=v\left(\bar{\theta}_{i, \ell}\right)$. Pick $m>1 / p$. Put $\ell^{*}(\ell)=2^{i} v_{i, \ell}^{*}$. Now

$$
\left|\ell^{*}(\ell)-\ell^{*}\left(\ell^{\prime}\right)\right| \geq c\left|\ell-\ell^{\prime}\right|
$$

where $c=\inf _{\bar{\theta}}\left|v^{\prime}(\bar{\theta})\right|>0$; whatever $t^{\prime}$ may be,

$$
\sum_{\ell}\left(1+\left|\ell^{*}(\ell)-t^{\prime}\right|\right)^{-m p}<C_{m, p}
$$

It follows that

$$
\begin{aligned}
\sum_{\mu \in M_{0}}\left|\left\langle\bar{\psi}_{\mu}, \psi_{\mu^{\prime}}^{*}\right\rangle\right|^{p} & \leq C \cdot \sum_{h \geq 0} 2^{-h\left(m-\frac{1}{2}\right) p} \sum_{\ell}\left(1+\left|\ell^{*}(\ell)-2^{-h} \ell^{\prime}\right|\right)^{-m p} \\
& \leq C \cdot \sum_{h \geq 0} 2^{-h\left(m-\frac{1}{2}\right) p}
\end{aligned}
$$

As $\left(m-\frac{1}{2}\right) p>0$, we get $S_{1,0}<\infty$.
$\underline{S_{1,1}}$ : here we have $i, i^{\prime} \geq \max \left(i_{0}, j\right), \quad \varepsilon=\varepsilon^{\prime}=1$. We consider both cases where $\bar{\psi}_{\mu}$ is viewed as the oscillatory member and, alternatively, as the smooth member of the pair. In the case $i^{\prime} \geq i, \bar{\psi}_{\mu}$ is the smooth member of the pair; arguing as in case $S_{1,0}$ gives

$$
\left|\left\langle\bar{\psi}_{\mu}, \psi_{\mu^{\prime}}^{*}\right\rangle\right| \leq C \cdot 2^{-\left(i^{\prime}-i\right)\left(m-\frac{1}{2}\right)}\left(1+2^{i}\left|v_{i, \ell}^{*}-v_{i^{\prime}, \ell^{\prime}}\right|\right)^{-m} \cdot \delta_{j j^{\prime}} \delta_{k k^{\prime}}
$$

while if $i^{\prime} \leq i, \bar{\psi}_{\mu}$ is the oscillatory member of the pair; arguing as in case $S_{0,1}$ gives

$$
\left|\left\langle\bar{\psi}_{\mu}, \psi_{\mu^{\prime}}^{*}\right\rangle\right| \leq C \cdot 2^{-\left(i-i^{\prime}\right)\left(m-\frac{1}{2}\right)}\left(1+2^{i^{\prime}}\left|\bar{\theta}_{i, \ell}-\bar{\theta}_{i^{\prime}, \ell^{\prime}}^{*}\right|\right)^{-m} \cdot \delta_{j j^{\prime}} \delta_{k k^{\prime}}
$$

Pick $m>1 / 2+1 / p$. Using the above cases, and arguing as earlier, we get

$$
\begin{aligned}
\sum_{\mu \in M_{1}}\left|\left\langle\bar{\psi}_{\mu}, \psi_{\mu^{\prime}}^{*}\right\rangle\right|^{p} & \leq C \sum_{i<i^{\prime}} \sum_{\ell}+\sum_{i \geq i^{\prime}} \sum_{\ell} \\
& \leq C \sum_{h \geq 0} 2^{-h\left(m-\frac{1}{2}\right) p}+C \sum_{h \geq 0} 2^{-h\left(m-\frac{1}{2}\right) p} 2^{h}
\end{aligned}
$$

Because $\left(m-\frac{1}{2}\right) p>1$, we get $S_{1,1}<\infty$.
5.6. Sparsity of coefficients $\left(\boldsymbol{A}_{\boldsymbol{\mu}}^{\boldsymbol{r}}\right)$. Now we arrive at the "heart of the matter" a second time, this time "for real." In essence, we refine the argument of Lemma 5.3. The key point is that Lemma 5.3 studied a precisely scale-invariant object, whereas now we study an object which is only asymptotically scale-invariant.

The argument is the same for $r=1,2$, so we consider only $r=1$ and we omit the superscript 1.

We define $A_{\mu}=\left\langle H,\left(\Delta^{+} \otimes I\right) \psi_{\mu}\right\rangle$, where

$$
H(u, v)=\bar{\Phi}(u /|v|) V(u, v)
$$

with $V(u, v)=e^{-u^{2}} \cdot \bar{V}_{1}(v)$ a renaming of the windowing terms in (5.3).
First, we consider the case $\varepsilon=0$ and show that

$$
\sum_{j=-\infty}^{\infty} \sum_{i=\max \left(i_{0}, j\right)} \sum_{k, \ell=-\infty}^{\infty}\left|A_{j k i \ell 0}\right|^{p} \leq C^{p}
$$

In case $\varepsilon=0$ and $j \leq i_{0}$, the sparsity of coefficients $A_{\mu}$ follows just from the rapid decay of $V(u, v)$ and boundedness of $\bar{\Phi}(u /|v|)$, which give

$$
\sum_{j=-\infty}^{i_{0}} \sum_{i=i_{0}} \sum_{k, \ell=-\infty}^{\infty}\left|A_{j k i \ell 0}\right|^{p} \leq C^{p}
$$

In case $\varepsilon=0$ and $j>i_{0}$, the sparsity of coefficients $A_{\mu}$ follows from the argument used below in the case $\varepsilon=1$; indeed it may be seen that the argument used there for $\Omega=\left\{\omega:\left|\omega_{i}\right| \in[2 \pi / 3,8 \pi / 3]\right\}$ adapts easily to the larger set $\Omega^{\prime}=\left\{\omega:\left|\omega_{1}\right| \in\right.$ $\left.[2 \pi / 3,8 \pi / 3], \omega_{2} \in[-8 \pi / 3,8 \pi / 3]\right\}$. This adaptation will yield

$$
\sum_{j \geq i_{0}} \sum_{i=j} \sum_{k, \ell=-\infty}^{\infty}\left|A_{j k i \ell 0}\right|^{p} \leq C^{p}
$$

So consider now the case $\varepsilon=1$. To begin, we need a formula for the Fourier transform of $H(u, v)$, viewed as a tempered distribution in $\mathcal{S}^{\prime}\left(\mathbb{R}^{2}\right)$. The convolution formula for tempered distributions [15] says that if $f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{2}\right)$ and $g \in \mathcal{S}\left(\mathbb{R}^{2}\right)$, then $(f \cdot g)^{\wedge}=(2 \pi)^{-2} \hat{f} \star \hat{g}$. Hence

$$
\hat{H}=(2 \pi)^{-2} \cdot(\hat{\dot{H}} \star \hat{V})=\gamma_{1} \hat{V}+\gamma_{2} \hat{V} \star \beta
$$

where $\dot{H}$ is as in Lemma 8.1, and where the constants $\gamma_{r}, r=1,2$ can be obtained from that lemma, and where

$$
\beta\left(\omega_{1}, \omega_{2}\right)=\operatorname{sgn}\left(\omega_{1}\right) \cdot\left|\omega_{1}\right|^{-2} \cdot e^{-\omega_{2}^{2} / \omega_{1}^{2}}
$$

Now obviously

$$
\begin{aligned}
A_{\mu} & =\gamma_{1}\left\langle\hat{V},\left(\left(\Delta^{+} \otimes I\right) \psi_{\mu}\right)^{\wedge}\right\rangle+\gamma_{2}\left\langle\hat{V} \star \beta,\left(\left(\Delta^{+} \otimes I\right) \psi_{\mu}\right)^{\wedge}\right\rangle \\
& =\gamma_{1} \bar{A}_{\mu}+\gamma_{2} \tilde{A}_{\mu}
\end{aligned}
$$

say. The first term in this expression has

$$
\sum_{j=-\infty}^{\infty} \sum_{i \geq \max \left(i_{0}, j\right)} \sum_{k, \ell=-\infty}^{\infty}\left|\bar{A}_{j k i \ell 1}\right|^{p} \leq C^{p}
$$

because $V$ and all of its derivatives are smooth and of rapid decay. So we turn to the second term in the expression, ignoring the constant factor $\gamma_{2}$. To review, we wish to establish

$$
\begin{equation*}
\sum_{j=-\infty}^{\infty} \sum_{i \geq \max \left(i_{0}, j\right)} \sum_{k, \ell=-\infty}^{\infty}\left|\tilde{A}_{j k i \ell 1}\right|^{p} \leq C^{p} \tag{5.16}
\end{equation*}
$$

where

$$
\tilde{A}_{j k i \ell 1}=\left\langle\hat{V} \star \beta,\left(\left(\Delta^{+} \otimes I\right) \psi_{\mu}\right)^{\hat{1}}\right\rangle
$$

Now define $\beta_{0}\left(\xi_{1}, \xi_{2}\right)=(\hat{V} \star \beta)\left(\xi_{1}, \xi_{2}\right)$, and $\beta_{j}\left(\xi_{1}, \xi_{2}\right)=\left(V_{j} \star \beta\right)\left(\xi_{1}, \xi_{2}\right)$, where

$$
V_{j}(\xi)=2^{2 j} \hat{V}\left(2^{j} \xi_{1}, 2^{j} \xi_{2}\right)
$$

note that we are omitting the hat, ${ }^{\wedge}$, from $V_{j}$, despite that fact that $V_{j}$ is acting on the Fourier side and is defined in terms of $\hat{V}$. Below we will use the scaling relation

$$
\begin{equation*}
\beta_{0}\left(2^{j} \xi_{1}, 2^{j} \xi_{2}\right)=2^{-2 j} \beta_{j}\left(\xi_{1}, \xi_{2}\right) \tag{5.17}
\end{equation*}
$$

Now

$$
\begin{aligned}
\tilde{A}_{j k i \ell \varepsilon}= & \iint \beta_{0}\left(\omega_{1}, \omega_{2}\right)\left|\omega_{1}\right|^{1 / 2} \hat{\psi}_{j k}\left(\omega_{1}\right) \hat{\psi}_{i \ell}\left(\omega_{2}\right) d \omega_{1} d \omega_{2} \\
= & \iint \beta_{0}\left(\omega_{1}, \omega_{2}\right)\left|\omega_{1}\right|^{1 / 2} \hat{\psi}\left(\omega_{1} / 2^{j}\right) \hat{\psi}\left(\omega_{2} / 2^{i}\right) \\
\cdot & \cdot \exp \left\{-\sqrt{-1}\left(\omega_{1} k / 2^{j}+\omega_{2} \ell / 2^{i}\right)\right\} 2^{-(i+j) / 2} d \omega_{1} d \omega_{2} \\
= & \iint \beta_{0}\left(\xi_{1} 2^{j}, \xi_{2} 2^{i}\right)\left|\xi_{1} 2^{j}\right|^{1 / 2} \hat{\psi}\left(\xi_{1}\right) \hat{\psi}\left(\xi_{2}\right) \\
\cdot & \exp \left\{-\sqrt{-1}\left(\xi_{1} k+\xi_{2} \ell\right)\right\} 2^{(i+j) / 2} d \xi_{1} d \xi_{2} \\
= & \iint_{\Omega} \hat{A}_{j, h}\left(\xi_{1}, \xi_{2}\right) \exp \left\{-\sqrt{-1}\left(\xi_{1} k+\xi_{2} \ell\right)\right\} d \xi_{1} d \xi_{2}
\end{aligned}
$$

say, where we made the change-of-variables $\xi_{1}=\omega_{1} / 2^{j}, \xi_{2}=\omega_{2} / 2^{i}$, used the scaling relation (5.17), and where once again $\Omega=\left\{\omega:\left|\omega_{i}\right| \in\left[\frac{2 \pi}{3}, \frac{8 \pi}{3}\right]\right\}$. Here

$$
\begin{aligned}
\hat{A}_{j, h}\left(\xi_{1}, \xi_{2}\right) & =\beta_{j}\left(\xi_{1}, \xi_{2} 2^{h}\right)\left|\xi_{1}\right|^{1 / 2} \hat{\psi}\left(\xi_{1}\right) \hat{\psi}\left(\xi_{2}\right) 2^{-2 j} 2^{i / 2} 2^{j} \\
& =B_{j, h}\left(\xi_{1}, \xi_{2}\right) \cdot \Psi\left(\xi_{1}, \xi_{2}\right)
\end{aligned}
$$

say, where

$$
\begin{align*}
B_{j, h}\left(\xi_{1}, \xi_{2}\right) & =\beta_{j}\left(\xi_{1}, \xi_{2} 2^{h}\right) 2^{h / 2} 2^{-j / 2}  \tag{5.18}\\
\Psi\left(\xi_{1}, \xi_{2}\right) & =\left|\xi_{1}\right|^{1 / 2} \cdot \hat{\psi}\left(\xi_{1}\right) \hat{\psi}\left(\xi_{2}\right)
\end{align*}
$$

By the same type of analysis as in Lemma 5.3, we can conclude (5.16) once we establish that, for $m=1,2,3, \ldots$, we have

$$
\sum_{j \geq i_{0}} \sum_{h=0}^{\infty}\left\|\hat{A}_{j, h}\right\|_{C^{m}[\Omega]}^{p}<\infty \quad \forall p>0
$$

Also as in (5.11) in that lemma, this will follow from the $C^{\infty}$ nature of the compactly supported function $\Psi\left(\xi_{1}, \xi_{2}\right)$ and the following estimate on $B_{j, h}$.

Lemma 5.10. $B_{j, h} \in C^{\infty}[\Omega] \forall j \geq i_{0}$, and $h \geq 0$. In addition,

$$
\begin{equation*}
\sum_{j \geq i_{0}} \sum_{h \geq 0}\left\|B_{j, h}\right\|_{C^{m}[\Omega]}^{p}<\infty, \quad m=1,2,3, \ldots \tag{5.19}
\end{equation*}
$$

The lemma is proved in the appendix.
6. Analysis of a more general linear singularity. We now consider the more general mutilated Gaussian

$$
g_{\theta^{0}, x^{0}}(x)=g^{0}\left(U_{\theta^{0}}\left(x-x^{0}\right)\right),
$$

where now $g^{0}$ is the "standard mutilated Gaussian" that was called $g$ in section $5, U_{\theta^{0}}$ is rotation by $\theta^{0}$, and $x^{0}$ is a choice of origin. We will see that the sparsity properties of the ridgelet coefficients of $g^{0}$ hold equally for the ridgelet coefficients of $g_{\theta^{0}, x^{0}}$.

The key point is to invoke the following covariance properties of the Radon transform:

1. Rotation covariance. Let $g(x)=g^{0}\left(U_{\theta^{0}} x\right)$. Then

$$
(R g)(t, \theta)=\left(R g^{0}\right)\left(t, \theta-\theta^{0}\right)
$$

2. Translation covariance. Let $g(x)=g^{0}\left(x-x^{0}\right)$. Then

$$
(R g)(t, \theta)=\left(R g^{0}\right)\left(t-x_{1}^{0} \cos \theta-x_{2}^{0} \sin \theta, \theta\right)
$$

Combining these observations with the formula

$$
\alpha_{\lambda}=\left[\left(\Delta^{+} \otimes I\right) R g, W_{\lambda}\right]
$$

we see that, with $F(t, \theta)=\left(\Delta^{+} \otimes I\right) R g$ and $F^{0}(t, \theta)=\left(\Delta^{+} \otimes I\right) R g^{0}$, the question of sparsity of the coefficients ( $\tilde{\alpha}_{\lambda}: \lambda \in \Lambda$ ) is equivalent to sparsity of wavelet coefficients of

$$
\begin{equation*}
F(t, \theta)=F^{0}\left(t-x_{1}^{0} \cos (\theta)-x_{2}^{0} \sin (\theta), \theta-\theta^{0}\right) \tag{6.1}
\end{equation*}
$$

Thus we are interested in the assertion that the smooth change-of-variables,

$$
\begin{equation*}
\theta \mapsto \theta-\theta_{0} ; \quad t \mapsto t-\left(x_{1}^{0} \cos (\theta)+x_{2}^{0} \sin (\theta)\right) \tag{6.2}
\end{equation*}
$$

preserves the sparsity of the $W_{\lambda}$ wavelet coefficients. To some readers this may seem an innocuous change, but to wavelet experts there would seem to be plenty of reason for this transformation to cause major problems. The $W_{\lambda}$ basis is closely connected to a simple tensor product of two wavelet bases, and for such bases, the coefficients are well known to be profoundly affected by very smooth nonlinear changes-of-variables. It turns out in this case that the transformation (6.2) has a banal effect on the coefficients because of three interacting factors:
(F1) The transformation of variables is very smooth $\left(C^{\infty}\right)$.
(F2) The transformation has a very special structure: it acts on the $t$ variable only by translation according to a function of $\theta$ alone, and it acts as a simple shift in the $\theta$ variable.
(F3) The basis $\left(W_{\lambda}\right)$ obeys the constraint $i \geq j$, which is especially compatible with nonlinear transformations with structural feature (F2).
As a result of this combination of factors, we have the following theorem.
THEOREM 6.1. The coefficients of an $F$ defined by transformation (6.1) belong to every $\ell^{p}$ for $p>0$.

This theorem will complete the proof of Theorem 1.3 of the introduction.
We now give the full argument. Let $\tau$ denote the transformation $F=\tau F_{0}$ defined by (6.1). Let $\alpha^{0}$ denote the sequence of ridgelet coefficients of $F^{0}$ and $\alpha$ the sequence
of ridgelet coefficients of $F$. Let $T$ denote the matrix with entries $t_{\lambda, \lambda^{\prime}}=\left[W_{\lambda}, \tau W_{\lambda}^{\prime}\right]$. Then, in a pattern of reasoning already familiar from section 5.3,

$$
\alpha=T \alpha^{0}
$$

The desired sparsity of ridgelet coefficients therefore is reduced to the following lemma.
Lemma 6.2. $T$ is a bounded mapping from $\ell^{p}(\Lambda)$ to $\ell^{p}(\Lambda) \forall p>0$.
To prove this, we first observe that in the interesting range $p \in(0,1]$,

$$
\|T\|^{p} \leq \sup _{\lambda^{\prime}} \sum_{\lambda}\left|t_{\lambda, \lambda^{\prime}}\right|^{p} .
$$

Recall now the approach of section 5.3, where properties of a $W_{\lambda}$-wavelet analysis (where antipodal symmetry is imposed on the basis elements) were inferred from a traditional wavelet analysis (without the antipodal symmetry). With $\left(\tilde{\psi}_{\lambda}\right)_{\tilde{\lambda}}$ denoting the orthobasis for $L^{2}(d t d \theta)$ without antipodal symmetry, suppose we can show the finiteness of

$$
\begin{equation*}
\sup _{\tilde{\lambda}^{\prime}} \sum_{\tilde{\lambda}}\left|\left[\tilde{\psi}_{\tilde{\lambda}}, \tau \tilde{\psi}_{\tilde{\lambda}^{\prime}}\right]\right|^{p} \tag{6.3}
\end{equation*}
$$

This will then imply finiteness of the norm of $T$.
Each sum inside the supremum of (6.3) can be interpreted as calculating the ( $p$ th power of) the $\ell^{p}$-norm of the coefficients of $\tau \tilde{\psi}_{\tilde{\lambda}^{\prime}}$. Thus we are interested in the assertion that the smooth deformation of coordinates (6.2) transforms "atoms"individual basis elements-into "molecules"-sparse sums of basis elements. While such an assertion is not true for arbitrary deformations, it is true for deformations with the special structure considered in (F2) above, when the basis obeys the peculiar constraint $i \geq j$ mentioned in (F3).

To explain this claim, let

$$
\Psi_{j, j^{\prime}}(d)=\int \psi_{j, 0}(t) \psi_{j^{\prime}, 0}(t-d) d t
$$

Observe that $\Psi_{j, j^{\prime}}=\Psi_{j-j^{\prime}, 0}$; moreover, because Meyer wavelets are being used, $\Psi_{j, j^{\prime}}=0$ for $\left|j-j^{\prime}\right|>1$. Also each $\Psi_{h, 0}$, for $h=0,1,-1$, is $C^{\infty}$ and obeys, together with all of its derivatives, rapid decay estimates. Now let $\nu(\theta)=x_{1}^{0} \cos (\theta)+x_{2}^{0} \sin (\theta)$. The $(t, \theta)$ integral defining the wavelet coefficients can be reexpressed using $\Psi_{j, j^{\prime}}$ and $\nu$ into a one-dimensional integral of $\theta$ alone:

$$
\begin{aligned}
{\left[\tilde{\psi}_{\lambda}, \tau \tilde{\psi}_{\lambda^{\prime}}\right] } & =\frac{1}{4 \pi} \int_{0}^{2 \pi} w_{i, \ell}(\theta) w_{i^{\prime}, \ell^{\prime}}\left(\theta-\theta_{0}\right) \int_{-\infty}^{\infty} \psi_{j, k}(t) \psi_{j^{\prime}, k^{\prime}}(t-\nu(\theta)) d t d \theta \\
& =\frac{1}{4 \pi} \int_{0}^{2 \pi} w_{i, \ell}(\theta) w_{i^{\prime}, \ell^{\prime}}\left(\theta-\theta_{0}\right) \Psi_{j, j^{\prime}}\left(t_{j^{\prime}, k^{\prime}}+\nu(\theta)-t_{j, k}\right) d \theta
\end{aligned}
$$

This integral involves three terms: two wavelets and a $\Psi$-factor. Observe that $i \geq j, i^{\prime} \geq j^{\prime}$. Also $\left|j-j^{\prime}\right| \leq 1$ in order for $\Psi \neq 0$. The $\Psi_{j, j^{\prime}}$ factor may therefore be viewed as a smooth function at a scale $2^{-j}$. Owing to the $i \geq j$ constraint in forming the basis, the scale of the $\Psi_{j, j^{\prime}}$ factor $i s$ coarser than the scale of the two wavelet terms $w_{i, \ell}$ and $w_{i, \ell^{\prime}}$. Indeed, the $w_{i^{\prime}, \ell^{\prime}}\left(\theta+\theta_{0}\right)$ factor is either a smooth function at the same scale $2^{-j^{\prime}}\left(\approx 2^{-j}\right.$, as $\left.\left|j-j^{\prime}\right| \leq 1\right)$, or an oscillatory one at a finer scale $2^{-i^{\prime}}, i^{\prime}>j^{\prime}$.

The $w_{i, \ell}(\theta)$ factor is either a smooth function at the same scale $2^{-j}$ or an oscillatory function at a finer scale.

We recall the pattern of reasoning of section 5.5 , which developed decay estimates for certain inner products, which we now view as integrals involving two factors, a wavelet and a deformed wavelet. The pattern was (i) for two nonoscillatory factors at the same scale, use rapid decay of the factors to infer that the integral decays rapidly with increasing separation between the locations of the two factors; (ii) for factors at different scales, observe that because $i \geq j$, the finer scale factor must be oscillatory and the coarser scale factor smooth; using integration by parts, combined with rapid decay estimates on derivatives, show that the integral decays rapidly in the spatial separation of the two factors, as well as rapidly in the scale separation of the two factors.

To apply this pattern of reasoning in the present case, we may group the three terms in our integrand into two terms and reason as before. The grouping decision goes by cases, depending on $\lambda$ and $\lambda^{\prime}$. The cases are $\Lambda_{1}$, where $i=j$ and $i^{\prime}=j^{\prime}$ (the coarse-scale case); $\Lambda_{2}$, where $i>i^{\prime} \geq j$; and $\Lambda_{3}$, where $i^{\prime} \geq i>j$. We can then show that

$$
\sum_{\lambda \in \Lambda_{a}}\left|\left[\tilde{\psi}_{\lambda}, \tau \tilde{\psi}_{\lambda^{\prime}}\right]\right|^{p} \leq C
$$

with constant $C$ independent of $\lambda^{\prime}$ and of $a \in\{1,2,3\}$.
In the first case, we argue from rapid decay as in case $S_{0,0}$ of section 5.5. In $\Lambda_{2}$ and $\Lambda_{3}$, we argue that the product of the $\Psi$ term with the coarser-scale wavelet (either $w_{i, \ell}(\theta)$ or $w_{i^{\prime}, \ell^{\prime}}\left(\theta+\theta_{0}\right)$ as the case may be) yields a factor which obeys the same smoothness and localization bounds that the coarser-scale wavelet obeys. We then use the integration-by-parts argument of cases $S_{0,1}$ and $S_{1,0}$ in section 5.5. This completes the proof of Lemma 6.2.

## 7. Discussion.

7.1. Alternate ridgelet orthobasis. Another natural construction of orthobasis can be made using the ideas of sections $2-4$. Define the index set

$$
\begin{align*}
\Lambda^{\prime}=\{ & \left.(j, k ; i, l, 0): i=i_{0} ; j, k \in \mathbb{Z} ; \ell=0, \ldots, 2^{i-1}-1\right\}  \tag{7.1}\\
& \cup \quad\left\{(j, k ; i, l, 1): i \geq i_{0} ; j, k \in \mathbb{Z} ; \ell=0, \ldots, 2^{i-1}-1\right\}
\end{align*}
$$

In comparison with the set $\Lambda$, notice that we may have either $j>i$ or $j \leq i$, and that $\varepsilon=0$ is only compatible with $i=i_{0}$. It is easy to see that ( $W_{\lambda}: \lambda \in \Lambda^{\prime}$ ) is a complete orthonormal system for $\mathcal{R}$, and so the isometry $\rho_{\lambda}=\mathcal{J}\left(W_{\lambda}\right)$ makes $\left(\rho_{\lambda}: \lambda \in \Lambda^{\prime}\right)$ a complete orthonormal system for $L^{2}\left(\mathbb{R}^{2}\right)$.

This alternate system of orthonormal ridgelets has an attractive "angular multiresolution" interpretation where angular behavior over coarser scales than $2^{-j}$ is represented in the transform. In the technical report version of this article [8], this basis was studied carefully. For reasons of space, we have omitted that analysis here.
7.2. Alternate $\boldsymbol{g}$. Obviously the approach we have developed is not limited to the Gaussian case studied here. A natural class of examples to study is the form $g^{0}\left(x_{1}, x_{2}\right)=g_{1}\left(x_{1}\right) \cdot g_{2}\left(x_{2}\right)$, where $g_{1} \in \mathcal{S}(\mathbb{R})$ and $g_{2}\left(x_{2}\right)$ is smooth away from a singularity at $x_{2}=0$, and on each half line is of rapid decay along with its derivatives. The simple case $g_{2}\left(x_{2}\right)=e^{-x_{2}} 1_{\left\{x_{2}>0\right\}}$ is rather easy to study and yields the same qualitative conclusions as in the Gaussian case.

The Fourier-domain estimation technique that we have developed here requires a considerable amount of effort to carry out. A lot of the effort is based on the fact that we are studying objects of unlimited smoothness away from the singularity, and we want to show that the rate of decay of the ridgelet coefficients is unlimited. For general results on functions of limited smoothness, assuming only qualitative properties of $g$, such as Hölder smoothness of order $m$, the task is in principle less challenging, because one hopes only to establish a limited rate of decay of the ridgelet coefficients. It would be useful to have an easier technique for coefficient estimation.

The report [8] developed an approach to estimation of ridgelet coefficients using Radon-domain estimates, rather than Fourier-domain estimates, and wavelets of compact support [4], rather than Meyer wavelets. That approach could be useful in dealing with objects with limited smoothness, and might well be easier to apply in certain situations.
7.3. Curvilinear singularity. We stress that orthonormal ridgelet analysis of an object with singularity along a curve does not, in general, yield sparse coefficients.

In effect, the Radon transform of such an object has a singularity along a curve, and not just at a point. Consider, for example, the object $g^{\prime}=e^{-x_{1}^{2}-x_{2}^{2}} \cdot 1_{\left\{x_{2}>x_{1}^{2}\right\}}$. Define $\Phi(a, b)=\int_{a}^{b} e^{-u^{2}} d u$. Using the geometric viewpoint of Figure 8.1 in the appendix, with coordinates $t$ and $u$ rotated by angle $\theta$ from the coordinates $x_{1}$ and $x_{2}$, one can write the Radon transform $R g^{\prime}$ as

$$
\left(R g^{\prime}\right)(t, \theta)=e^{-t^{2}} \Phi\left(u_{-}\left(\theta, t-t_{0}(\theta)\right), u_{+}\left(\theta, t-t_{0}(\theta)\right)\right)
$$

where $t_{0}(\theta)$ is the $t$-coordinate for which $\mathcal{L}_{(\theta, t)}$ is tangent to the parabola $x_{2}=x_{1}^{2}$, and, with orientation chosen so that for $t>t_{0}, \mathcal{L}_{(\theta, t)}$ intersects the parabola, the functions $u_{ \pm}$are smooth functions of $\theta$ and $t-t_{0}$ giving the $u$-coordinates of the two points at which the line $\mathcal{L}_{(\theta, t)}$ intersects the parabola. The function $t_{0}(\theta)$ is a smooth function of $\theta$, and for an appropriate smooth function $c(\theta)$, we have the asymptotic

$$
u_{+}(\theta, \delta t)-u_{-}(\theta, \delta t) \sim c(\theta)|\delta t|^{1 / 2} \quad \text { as }|\delta t| \rightarrow 0
$$

Letting $u_{0}(\theta)$ be the common limit of $u_{ \pm}(\theta, \delta t)$ as $t \rightarrow t_{0}(\theta)$, we therefore have

$$
\Phi\left(u_{-}\left(\theta, t-t_{0}(\theta)\right), u_{+}\left(\theta, t-t_{0}(\theta)\right)\right) \sim e^{-u_{0}^{2}} \cdot c(\theta)|\delta t|^{1 / 2} \quad \text { as }|\delta t| \rightarrow 0
$$

Hence $R g^{\prime}$ has a singularity of order $1 / 2$ in the $t$-direction at points $\left(\theta, t_{0}(\theta)\right)$ lying along a smooth curve.

As orthonormal ridgelet analysis amounts to a kind of wavelet analysis in the Radon domain, and as wavelet analysis of singularities along curves does not yield sparse coefficients, so the ridgelet coefficients of such an object are not sparse. The ridgelet coefficients of such a curved object decay, in general, no faster than the wavelet coefficients of the same object. However, with an appropriate multiscale localization of the ridgelet basis, a significant improvement over wavelet analysis can be obtained.
7.4. Higher dimensions. Our construction of orthonormal ridgelets relies on two facts: first, the existence of orthonormal wavelets on the circle, and second, the existence of an isometry between antipodally symmetric functions in Radon space and functions in Real space. To obtain the analogous construction straightforwardly in dimensions $d>2$, we would need orthonormal wavelets on the sphere $S^{d-1}$ and an isometry for higher dimensions. The isometry exists in every dimension $d \geq 2$ [12].


Fig. 8.1. Geometry for calculating the Radon transform of $g$.

Unfortunately, orthonormal spherical wavelets are not known for any dimension $d>2$. The next best thing to an orthonormal system is a tight frame, which obeys a Parseval relation. The article [10] constructs tight frames of wavelet-like elements on spheres of all dimensions and so obtains tight frames of ridgelets in all dimensions $d>2$. It also shows how to construct $k$-plane ridgelets (tight frame expansions substituting for functions depending on $k$-variables) for $k=1, \ldots, d-1$ in every dimension $d>2$. It is an interesting question whether results paralleling Theorem 1.3 can be had in higher dimensions $d$ and for various codimensions $k$. [10] suggests that the answer is yes whenever $k=d-1$.

## 8. Appendix.

8.1. Radon transform of $\boldsymbol{g}$. The diagram in Figure 8.1 shows how to derive the Radon transform of $g$.

The Radon transform of $g$ at $(t, \theta)$ may be viewed the integral of $e^{-x_{1}^{2}-x_{2}^{2}}$ along that part of the line $\mathcal{L}_{(\theta, t)}$ lying inside the upper halfplane. For $\theta$ fixed, introduce orthogonal coordinates $(t, u)$ with $t$ the same as the $t$ variable in the Radon transform. Thus the line of integration in the Radon transform is expressible as $\mathcal{L}_{(\theta, t)}=\{(t, u)$ : $u \in \mathbb{R}\}$ in the new coordinates. Let $u_{0}$ denote the least value of $u$ for which $(t, u)$ is in both $\mathcal{L}_{(\theta, t)}$ and the upper halfplane $x_{2} \geq 0$. Also, note that by orthogonality of the coordinates, $e^{-x_{1}^{2}-x_{2}^{2}}=e^{-t^{2}-u^{2}}$. Hence

$$
(R g)(t, \theta)=\int_{u_{0}}^{\infty} e^{-t^{2}-u^{2}} d u=e^{-t^{2}} \cdot \int_{u_{0}}^{\infty} e^{-u^{2}} d u=e^{-t^{2}} \cdot \bar{\Phi}\left(u_{0}\right)
$$

say, where here and below $\bar{\Phi}(v) \equiv \int_{v}^{\infty} e^{-u^{2}} d u$. Now from the geometry of the figure we can see that there is a right triangle with hypotenuse $s$, say, so that $|t|$ and $\left|u_{0}\right|$
are the lengths of the other two sides, and so

$$
|t|=s \cos (\theta) ; \quad\left|u_{0}\right|=s \sin (\theta)
$$

In the range $0 \leq \theta<\pi / 2, u_{0}=-\sin (\theta) / \cos (\theta) \cdot t$. Similar diagrams for other ranges of $\theta$ show that $u_{0}=-|\sin (\theta) / \cos (\theta)| \cdot t$ is the correct general formula. We therefore have (5.2).
8.2. Fourier transform of $\boldsymbol{S}$. The key formula (5.5) is essentially an immediate application of the following lemma, which will be proved in a moment.

Lemma 8.1. Let $\dot{H}(u, v)=\bar{\Phi}(u /|v|)$. This bounded function, viewed as tempered distribution, has Fourier transform

$$
\begin{equation*}
\hat{\dot{H}}=2 \pi^{5 / 2} \delta_{0}-2 \pi \cdot \sqrt{-1} \cdot \operatorname{sgn}\left(\omega_{1}\right)\left|\omega_{1}\right|^{-2} e^{-\omega_{2}^{2} / \omega_{1}^{2}} \tag{8.1}
\end{equation*}
$$

where $\delta_{0}$ denotes the Dirac mass at $\left(\omega_{1}, \omega_{2}\right)=(0,0)$.
To use this to get (5.5), write the formula in (8.1) as $\widehat{\dot{H}}=\gamma_{1} \delta_{0}+\widehat{\dot{H}}_{1}\left(\omega_{1}, \omega_{2}\right)$, with constant $\gamma_{1}$. Comparing the formulas in the two lemmas, we have that $\hat{S}\left(\omega_{1}, \omega_{2}\right)=$ $\widehat{\dot{H}}_{1}\left(\omega_{1}, \omega_{2}\right)\left|\omega_{1}\right|^{1 / 2}$. In other words, we form $\hat{S}$ by multiplying the proper function $\widehat{\dot{H}}_{1}$ by $\left|\omega_{1}\right|^{1 / 2}$, while completely ignoring the singular term supported at 0 . This works because

$$
\begin{aligned}
\langle S, f\rangle \equiv & \left\langle\dot{H},\left(\Delta^{+} \otimes I\right) f\right\rangle \\
= & \frac{1}{4 \pi^{2}}\left\langle\hat{\dot{H}},\left(\left(\Delta^{+} \otimes I\right) f\right)^{\wedge}\right\rangle \\
= & \frac{1}{4 \pi^{2}}\left(\gamma_{1}\left(\left(\Delta^{+} \otimes I\right) f\right)^{\wedge}(0,0)\right. \\
& \left.\quad \quad \iint \hat{\dot{H}}_{1}\left(\omega_{1}, \omega_{2}\right)\left|\omega_{1}\right|^{1 / 2} \hat{f}\left(\omega_{1}, \omega_{2}\right) d \omega_{1} d \omega_{2}\right) \\
= & \frac{1}{4 \pi^{2}} \iint \hat{\dot{H}}_{1}\left(\omega_{1}, \omega_{2}\right)\left|\omega_{1}\right|^{1 / 2} \hat{f}\left(\omega_{1}, \omega_{2}\right) d \omega_{1} d \omega_{2} \\
\equiv & \frac{1}{4 \pi^{2}}\langle\hat{S}, \hat{f}\rangle
\end{aligned}
$$

the singular term in $\widehat{\dot{H}}$ supported at the origin never enters because of the vanishing of $\hat{f}$ and $\left|\omega_{1}\right|^{1 / 2}$ there.

It is enough to establish the formula (8.1) for tensor products $f \otimes g$, i.e.,

$$
\begin{align*}
\langle\dot{H}, f \otimes g\rangle & =\frac{1}{4 \pi^{2}}\left\langle 2 \pi^{5 / 2} \delta_{0},(f \otimes g)^{\wedge}\right\rangle  \tag{8.2}\\
& +\frac{1}{4 \pi^{2}}\left\langle\frac{2 \pi}{\sqrt{-1}} \frac{\operatorname{sgn}\left(\omega_{1}\right)}{\left|\omega_{1}\right|^{2}} e^{-\omega_{2}^{2} / \omega_{1}^{2}},(f \otimes g)^{\wedge}\right\rangle
\end{align*}
$$

We begin with some one-dimensional Fourier analysis. $\bar{\Phi}$ is a bounded function, and as a tempered distribution has, for $f \in \mathcal{S}$,

$$
\begin{equation*}
\int_{-\infty}^{\infty} \bar{\Phi}(t) f(t) d t=\frac{\sqrt{\pi}}{2} \int_{-\infty}^{\infty} f(t) d t-\frac{\sqrt{-1}}{2 \pi} \int_{-\infty}^{\infty} \frac{\hat{\phi}(\omega)}{\omega} \hat{f}(\omega) d \omega \tag{8.3}
\end{equation*}
$$

where $\phi(t)=e^{-t^{2}}$ and where the last integral should be interpreted as

$$
\int_{0}^{\infty} \hat{\phi}(\omega)(\hat{f}(\omega)-\hat{f}(-\omega)) / \omega d \omega
$$

which is absolutely convergent for $f \in \mathcal{S}$. The justification of (8.3) can be obtained either by viewing $\bar{\Phi}(-t)$ as the convolution of a Heaviside function with $\phi$, and using the formula for the Fourier transform of a Heaviside [11, p. 172] or directly as follows.
$\bar{\Phi}(t)$ is of the form $\frac{\sqrt{\pi}}{2}+\nu(t)$, where $\nu(t)$ is an odd bounded $C^{\infty}$ function. Hence, splitting $f=f_{e}+f_{o}$ into its even and odd parts,

$$
\int_{-\infty}^{\infty} \bar{\Phi}(t) f(t) d t=\frac{\sqrt{\pi}}{2} \int_{-\infty}^{\infty} f_{e}(u) d u+\int_{-\infty}^{\infty} \nu(t) f_{o}(t) d t
$$

From $f_{o} \in \mathcal{S}$ and integration by parts,

$$
\int_{-\infty}^{\infty} \nu(t) f_{o}(t) d t=-\int_{-\infty}^{\infty} \nu^{\prime}(t) F_{o}(t) d t=\int_{-\infty}^{\infty} \phi(t) F_{o}(t) d t
$$

where $-\nu^{\prime}=-(\bar{\Phi})^{\prime}=\phi$, and $F_{o}$ is the primitive of $f_{0}$. For an odd function $f_{o} \in \mathcal{S}$, the primitive $F_{o}$, viewed as a tempered distribution, has a Fourier transform which is represented by integration against a proper function, and obeys the formula

$$
\hat{F}_{o}(\omega)=(i \omega)^{-1} \hat{f}_{o}(\omega)
$$

Hence

$$
\int_{-\infty}^{\infty} \phi(t) F_{o}(t) d t=\frac{1}{2 \pi} \int \hat{\phi}(\omega) \cdot(i \omega)^{-1} \hat{f}_{o}(\omega) d \omega
$$

Note, however, that as $f$ is real and $f_{e}$ is even, $\hat{f}_{e}$ is even. This integral therefore is insensitive to the difference between $\hat{f}$ and $\hat{f}_{o}$ :

$$
\frac{1}{2 \pi} \int \hat{\phi}(\omega) \cdot(i \omega)^{-1} \hat{f}(\omega) d \omega=\frac{1}{2 \pi} \int \hat{\phi}(\omega) \cdot(i \omega)^{-1} \hat{f}_{o}(\omega) d \omega ;
$$

(8.3) follows.

Note now that

$$
\int_{-\infty}^{\infty} \bar{\Phi}(u /|v|) f(u) d u=\frac{\sqrt{\pi}}{2} \int_{-\infty}^{\infty} f(u) d u-\frac{\sqrt{-1}}{2 \pi} \int_{-\infty}^{\infty} \frac{\hat{\phi}\left(v \omega_{1}\right)}{\omega_{1}} \hat{f}\left(\omega_{1}\right) d \omega_{1}
$$

and so

$$
\begin{aligned}
\int_{-\infty}^{\infty} g(v) \int_{-\infty}^{\infty} \bar{\Phi}(u /|v|) f(u) d u d v & =\frac{\sqrt{\pi}}{2}\left(\int_{-\infty}^{\infty} f(u) d u\right)\left(\int_{-\infty}^{\infty} g(v) d v\right) \\
& -\frac{\sqrt{-1}}{2 \pi} \int_{-\infty}^{\infty} g(v) \int_{0}^{\infty} \hat{\phi}\left(v \omega_{1}\right) h\left(\omega_{1}\right) d \omega_{1} d v \\
& =I+I I
\end{aligned}
$$

say, where $h\left(\omega_{1}\right) \equiv\left(\hat{f}\left(\omega_{1}\right)-\hat{f}\left(-\omega_{1}\right)\right) / \omega_{1}$. Now as $\hat{\phi}$ is bounded and $g$ and $h$ are absolutely integrable on their domains, Fubini applies; hence

$$
I I=-\frac{\sqrt{-1}}{2 \pi} \int_{0}^{\infty} h\left(\omega_{1}\right) \int_{-\infty}^{\infty} g(v) \hat{\phi}\left(v \omega_{1}\right) d v d \omega_{1} .
$$

Parseval gives, for $\omega_{1} \neq 0$,

$$
\int_{-\infty}^{\infty} g(v) \hat{\phi}\left(v \omega_{1}\right) d v=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \hat{g}\left(\omega_{2}\right) \tilde{\phi}_{\omega_{1}}\left(\omega_{2}\right) d \omega_{2}
$$

where

$$
\begin{aligned}
\tilde{\phi}_{\omega_{1}}\left(\omega_{2}\right) & \equiv \int_{-\infty}^{\infty} \hat{\phi}\left(v \omega_{1}\right) e^{-i v \omega_{2}} d v \\
& =\frac{2 \pi}{\left|\omega_{1}\right|} e^{-\omega_{2}^{2} / \omega_{1}^{2}}
\end{aligned}
$$

Now

$$
\frac{2 \pi}{\left|\omega_{1}\right|} e^{-\omega_{2}^{2} / \omega_{1}^{2}}
$$

is in $L^{1}((0, \infty) \times \mathbb{R})$; indeed, it is homogeneous of degree -1 and is integrable along the four line segments on the boundary of the unit square. It follows that we may unambiguously write

$$
I I=-\frac{\sqrt{-1}}{(2 \pi)^{2}} \int_{-\infty}^{\infty} \int_{0}^{\infty} \hat{g}\left(\omega_{2}\right) h\left(\omega_{1}\right) \frac{2 \pi}{\left|\omega_{1}\right|} e^{-\omega_{2}^{2} / \omega_{1}^{2}} d \omega_{1} d \omega_{2}
$$

Unwrapping the formula for $h$ in terms of $\hat{f}$, this becomes the second term of the desired formula (8.2). As for the first term in that formula, this follows from

$$
I=\frac{\sqrt{\pi}}{2}\left(\int_{-\infty}^{\infty} f(u) d u\right)\left(\int_{-\infty}^{\infty} g(v) d v\right)=\frac{\sqrt{\pi}}{2} \hat{f}(0) \hat{g}(0)=\frac{\sqrt{\pi}}{2}\left\langle\delta_{0}, \hat{f} \otimes \hat{g}\right\rangle
$$

8.3. Proof of Lemma 5.4. Define

$$
\beta_{t}\left(\omega_{1}, \omega_{2}\right)=t e^{-t^{4} E\left(\omega_{1}, \omega_{2}\right)}
$$

where the exponent function $E$ obeys
[E1] $E\left(\omega_{1}, \omega_{2}\right) \in C^{m}[\Omega], m=1,2,3, \ldots$; and
[E2] $\left|E\left(\omega_{1}, \omega_{2}\right)\right| \geq C>0$ on $\Omega$.
The particular case $E\left(\omega_{1}, \omega_{2}\right)=\omega_{2}^{2} / \omega_{1}^{2}$ gives $B_{h}=\beta_{t}$ with $t=2^{h / 2}$. This does have the required properties [E1]-[E2] because on $\Omega, \frac{2}{3} \pi \leq\left|\omega_{i}\right| \leq \frac{8}{3} \pi$, and so the ratio stays well away from zero and infinity.

We will show that

$$
\begin{equation*}
\left\|\beta_{t}\right\|_{C^{m}[\Omega]} \leq 2^{-\lambda t} \cdot \mathrm{const}, \quad t>t(\lambda) \tag{8.4}
\end{equation*}
$$

giving (5.12). Indeed

$$
\left(\frac{\partial}{\partial \omega_{1}}\right)^{m_{1}}\left(\frac{\partial}{\partial \omega_{2}}\right)^{m_{2}} \beta_{t}=e^{-t^{4} E}\left\{\sum_{d=0}^{D_{0}\left(m_{1}, m_{2}\right)} P_{d}(t) Q_{d}\left(E, E^{(1,0)}, \ldots\right)\right\}
$$

where each $P_{d}$ is a polynomial of degree $\leq D_{1}(m)$, each $Q_{d}$ is a multivariate polynomial of degree $\leq D_{2}(m)$, and where the degrees in question satisfy $D_{i}(m) \leq C_{1}+C_{2}\left(m_{1}+\right.$ $\left.m_{2}\right), i=0,1,2$. Here the $E^{\left(m_{1}, m_{2}\right)}$ are mixed partial derivatives of $E$. Hence for an $m^{\prime} \leq C_{1}+C_{2} m$ we have

$$
\left\|\beta_{t}\right\|_{C^{m}[\Omega]} \leq e^{-t^{4} E} \tilde{P}(t) \tilde{Q}\left(\|E\|_{C^{m^{\prime}}[\Omega]}\right)
$$

where $\tilde{P}$ and $\tilde{Q}$ are univariate polynomials of degree $\leq D_{3}(m) \leq C_{1}^{\prime}+C_{2}^{\prime}(m)$.
Now under [E2], $|E|>C$, and so for $\lambda>0$, there is $t(\lambda)$ so $e^{-t^{4} C}<2^{-\lambda t} \forall t>$ $t(\lambda)$, giving (8.4), valid $\forall \lambda>0$.
8.4. Proof of Lemma 5.10. Throughout this section, let

$$
\partial^{(m, n)} \equiv\left(\frac{\partial}{\partial \xi_{1}}\right)^{m}\left(\frac{\partial}{\partial \xi_{2}}\right)^{n} .
$$

### 8.4.1. Auxiliary lemmas.

Lemma 8.2. Let $\beta\left(\omega_{1}, \omega_{2}\right)=\operatorname{sgn}\left(\omega_{1}\right)\left|\omega_{1}\right|^{-2} \exp \left\{-\frac{\omega_{2}^{2}}{\omega_{1}^{2}}\right\}$. Then $\beta \in C^{\infty}(\mathbb{R} \times$ $([-8 \pi / 3,-2 \pi / 3] \cup[2 \pi / 3,8 \pi / 3]))$. Also

$$
\begin{equation*}
\left(\frac{\partial}{\partial \omega_{1}}\right)^{m}\left(\frac{\partial}{\partial \omega_{2}}\right)^{n} \beta\left(\omega_{1}, \omega_{2}\right)=\operatorname{sgn}\left(\omega_{1}\right)^{m+n+1}\left|\omega_{1}\right|^{-2-m-n} F_{m, n}\left(\omega_{2} / \omega_{1}\right) \tag{8.5}
\end{equation*}
$$

where $F_{m, n} \in \mathcal{S}(\mathbb{R})$.
Proof. Let $F \in \mathcal{S}(\mathbb{R})$. On $\omega_{1} \neq 0$,

$$
\frac{\partial}{\partial \omega_{1}}\left[\left|\omega_{1}\right|^{-2-\ell} F\left(\omega_{2} / \omega_{1}\right)\right]=\operatorname{sgn}\left(\omega_{1}\right)\left|\omega_{1}\right|^{-2-\ell-1} \tilde{F}\left(\omega_{2} / \omega_{1}\right)
$$

where $\tilde{F}(t)=(-2-\ell) F(t)-F^{\prime}(t) \cdot t$ satisfies $\tilde{F} \in \mathcal{S}(\mathbb{R})$. Similarly, on $\omega_{1} \neq 0$,

$$
\frac{\partial}{\partial \omega_{2}}\left[\left|\omega_{1}\right|^{-2-\ell} F\left(\omega_{2} / \omega_{1}\right)\right]=\operatorname{sgn}\left(\omega_{1}\right)\left|\omega_{1}\right|^{-2-\ell-1} \tilde{F}\left(\omega_{2} / \omega_{1}\right)
$$

where now $\tilde{F}(t)=F^{\prime}(t)$ and again $\tilde{F} \in \mathcal{S}(\mathbb{R})$. Repetitively applying this pair of observations gives (8.5).

Lemma 8.3.

$$
\begin{equation*}
\left|\partial^{(m, n)} \nu_{1} \beta\right| \leq C_{m, n} \cdot\left(1+\left|\omega_{2}\right|\right)^{-m-n-2}, \quad \omega \in \mathbb{R}^{2} . \tag{8.6}
\end{equation*}
$$

Proof. First, we remark that when $\omega_{1}, \omega_{2} \neq 0$,

$$
\beta^{(m, n)}\left(\omega_{1}, \omega_{2}\right)=\left|\omega_{1}\right|^{-m-n-2} \cdot \operatorname{sgn}\left(\omega_{1}\right)^{m+n+1} \cdot F_{m, n}\left(\omega_{2} / \omega_{1}\right),
$$

where $F_{m, n} \in \mathcal{S}(\mathbb{R})$; see Lemma 8.2 above. Second, putting now $\nu=\nu_{1}$, there are constants $C_{\ell, m}$ so that

$$
\begin{aligned}
\partial^{(m, n)} \nu \beta & =\partial^{(m, 0)}\left(\nu \cdot \partial^{(0, n)} \beta\right) \\
& =\sum_{\ell=0}^{m} C_{\ell, m} \nu^{(\ell, 0)} \beta^{(m-\ell, n)},
\end{aligned}
$$

where $\nu^{(\ell, 0)} \equiv \partial^{(\ell, 0)} \nu$. Now for $\ell>0, \nu^{(\ell, 0)}$ is supported in $\left\{\omega:\left|\omega_{1}\right| \in[1,2]\right\}$. Hence, there is $\tilde{\nu}_{\ell} \in \mathcal{S}\left(\mathbb{R}^{2}\right)$ so that

$$
\nu^{(\ell, 0)}(\omega)=\tilde{\nu}_{\ell}(\omega) \cdot \operatorname{sgn}\left(\omega_{1}\right)^{\ell}\left|\omega_{1}\right|^{-\ell} .
$$

We have

$$
\left|\partial^{(m, n)} \nu \beta\right| \leq \sum_{\ell=0}^{m}\left|\tilde{\nu}_{\ell}\right| \cdot\left|\omega_{1}\right|^{-m-n-2}\left|F_{n, m, \ell}\left(\omega_{2} / \omega_{1}\right)\right|
$$

for $F_{n, m, \ell} \in \mathcal{S}(\mathbb{R})$. Now as each $F_{n, m, \ell} \in \mathcal{S}(\mathbb{R})$, we have

$$
F_{n, m, l}(t) \leq C \cdot|t|^{-m-n-2} \quad \forall|t|>1
$$

On the set where $\left|\omega_{2}\right|>\left|\omega_{1}\right|$, this gives the inequality

$$
\left|\omega_{1}\right|^{-m-n-2}\left|F_{n, m, \ell}\left(\omega_{2} / \omega_{1}\right)\right| \leq C \cdot\left|\omega_{2}\right|^{-m-n-2}
$$

and on the set where $\left|\omega_{2}\right|<\left|\omega_{1}\right|, F_{n, m, \ell} \in \mathcal{S}(\mathbb{R})$ gives the inequality

$$
\left|\omega_{1}\right|^{-m-n-2}\left|F_{n, m, \ell}\left(\omega_{2} / \omega_{1}\right)\right| \leq C \cdot\left|\omega_{1}\right|^{-m-n-2} \leq C \cdot\left|\omega_{2}\right|^{-m-n-2}
$$

Now on $\left|\omega_{2}\right| \geq 1,\left|\omega_{2}\right|^{-m-n-2} \leq C\left(1+\left|\omega_{2}\right|\right)^{-m-n-2}$. Equation (8.6) follows from this and $\operatorname{supp} \nu_{\ell} \subset\left([-1,1]^{2}\right)^{c}$. $\quad \square$

Lemma 8.4. For $\mu>\alpha+1, \mu>2, \alpha>0$

$$
\begin{equation*}
\int(1+|\omega|)^{-\mu}(1+|\xi-\omega|)^{-\alpha} d \omega \leq C_{\mu, \alpha}(1+|\xi| / 2)^{-\alpha} \tag{8.7}
\end{equation*}
$$

Proof. Suppose without loss of generality that $\xi>1$.

$$
\begin{aligned}
\int_{-\infty}^{\xi / 2}(1+|\omega|)^{-\mu}(1+|\xi-\omega|)^{-\alpha} d \omega & \leq(1+|\xi| / 2)^{-\alpha} \cdot \int_{-\infty}^{\xi / 2}(1+|\omega|)^{-\mu} d \omega \\
& \leq C_{\mu} \cdot(1+|\xi| / 2)^{-\alpha} \\
\int_{\xi / 2}^{\infty}(1+|\omega|)^{-\mu}(1+|\xi-\omega|)^{-\alpha} d \omega & \leq \int_{\xi / 2}^{\infty}(1+|\omega|)^{-\mu} d \omega \\
& =(\xi / 2+1)^{1-\mu} /(\mu-1) \\
& \leq C_{\mu, \alpha}(1+|\xi| / 2)^{-\alpha}, \quad \xi>1, \mu>\alpha+1
\end{aligned}
$$

8.4.2. Proof of (5.19). Now let $\Omega_{j}^{h}=\left\{\left(2^{j} \xi_{1}, 2^{j+h} \xi_{2}\right): \xi \in \Omega\right\}$. Then from (5.17) and (5.18) we get the scaling relation

$$
\begin{equation*}
\left\|\partial^{(m, n)} B_{j, h}\right\|_{L^{\infty}[\Omega]}=\left(2^{h}\right)^{(n+1 / 2)} 2^{(m+n+3 / 2) j}\left\|\beta_{0}^{(m, n)}\right\|_{L^{\infty}\left[\Omega_{j}^{h}\right]} \tag{8.8}
\end{equation*}
$$

Our proof of (5.19) shows that

$$
\begin{equation*}
\left\|\beta_{0}^{(m, n)}\right\|_{L^{\infty}\left[\Omega_{j}^{h}\right]} \leq C_{m, n} 2^{-h(n+2)} 2^{-j(n+m+2)} \tag{8.9}
\end{equation*}
$$

it follows from this and (8.8) that

$$
\left\|\partial^{(m, n)} B_{j, h}\right\|_{C^{m}[\Omega]} \leq C_{m, n} \cdot 2^{-h(3 / 2)} 2^{-j(1 / 2)}, \quad m=1,2,3, \ldots
$$

from which the summability (5.19) follows immediately.
To analyze $\beta_{0}^{(m, n)}$, we partition the integration into two pieces via smooth windows. Let $\nu_{r}\left(\omega_{1}, \omega_{2}\right)$, for $r=0,1$, denote smooth bivariate separable windows obeying $0 \leq \nu_{r} \leq 1, \nu_{0}(\omega)+\nu_{1}(\omega) \equiv 1, \nu_{0} \equiv 1$ on $[-1,1]^{2}$, and $\nu_{1} \equiv 1$ on $\left([-2,2]^{2}\right)^{c}$, and $\nu_{0}$ and $\nu_{1}$ both even in both coordinates. Now with $\left(\nu_{r} \beta\right)\left(\omega_{1}, \omega_{2}\right) \equiv \nu_{r}\left(\omega_{1}, \omega_{2}\right) \beta\left(\omega_{1}, \omega_{2}\right)$ define

$$
T_{0}^{r}\left(\xi_{1}, \xi_{2}\right)=\iint V_{0}\left(\omega_{1}, \omega_{2}\right)\left(\nu_{r} \beta\right)\left(\xi_{1}-\omega_{1}, \xi_{2}-\omega_{2}\right) d \omega_{1} d \omega_{2}
$$

so that

$$
\beta_{0}=T_{0}^{0}+T_{0}^{1}
$$

$T_{0}^{1}$ containing contributions to $\beta_{0}$ arising far from $\omega=0$, and $T_{0}^{0}$ containing contributions arising $\omega=0$. Again $T_{0}^{0}$ involves a nonabsolutely convergent integrand, and part of the work will be to make sense of it.

About these terms we make the following claims. First, that for $m, n=0,1,2, \ldots$, and $\mu>0$,

$$
\begin{equation*}
\left|\partial^{(m, n)} T_{0}^{0}\left(\xi_{1}, \xi_{2}\right)\right| \leq C_{m, n, \mu} \cdot\left(1+\left(\left|\xi_{2}\right|-2\right)_{+}\right)^{-\mu} \tag{8.10}
\end{equation*}
$$

where $C_{m, n, \mu}$ does not depend on $\xi$. Second, that

$$
\begin{equation*}
\left|\partial^{(m, n)} T_{0}^{1}\left(\xi_{1}, \xi_{2}\right)\right| \leq C_{m, n}^{\prime}\left(1+\left|\xi_{2}\right| / 2\right)^{-m-n-2} \tag{8.11}
\end{equation*}
$$

where $C_{m, n}^{\prime}$ does not depend on $\xi$.
Combining these claims, if $\xi \in \Omega_{j}^{h}$, then for $r=0,1$,

$$
\left|\partial^{(m, n)} T_{0}^{r}\left(\xi_{1}, \xi_{2}\right)\right| \leq C_{m, n}\left(1+\left(2^{j+h} \frac{\pi}{3}-2\right)_{+}\right)^{-m-n-2}
$$

from which (8.9) follows and so the conclusion (5.19) of Lemma 5.10 is established.
We now justify the claims. Separability of the kernel $\nu_{0}$ allows us to write $\nu_{0}\left(\xi_{1}, \xi_{2}\right)=\nu_{0,1}\left(\xi_{1}\right) \cdot \nu_{0,2}\left(\xi_{2}\right)$, and also $V_{0}\left(\xi_{1}, \xi_{2}\right)=V_{0,1}\left(\xi_{1}\right) \cdot V_{0,2}\left(\xi_{2}\right)$. Putting $v_{1}(\xi)=\left(\frac{\partial}{\partial \xi}\right)^{m} V_{0,1}(\xi)$ and similarly for $v_{2}$, then

$$
\begin{align*}
& \iint V^{(m, n)}\left(\xi_{1}-\omega_{1}, \xi_{2}-\omega_{2}\right) \nu_{0} \beta d \omega_{1} d \omega_{2} \\
= & \int_{-\infty}^{\infty} v_{2}\left(\xi_{2}-\omega_{2}\right) \nu_{0,2}\left(\omega_{2}\right) \int_{-\infty}^{\infty} v_{1}\left(\xi_{1}-\omega_{1}\right) \nu_{0,1}\left(\omega_{1}\right)\left|\omega_{1}\right|^{-2} \operatorname{sgn}\left(\omega_{1}\right) e^{-\omega_{2}^{2} / \omega_{1}^{2}} d \omega_{1} d \omega_{2} \\
= & \int_{-\infty}^{\infty} v_{2}\left(\xi_{2}-\omega_{2}\right) \nu_{0,2}\left(\omega_{2}\right) \int_{0}^{2}\left(v_{1}\left(\xi_{1}-\omega_{1}\right)-v_{1}\left(\xi_{1}+\omega_{2}\right)\right)\left|\omega_{1}\right|^{-1} \\
\cdot & \cdot \nu_{0,1}\left(\omega_{1}\right)\left|\omega_{1}\right|^{-1} e^{-\omega_{2}^{2} / \omega_{1}^{2}} d \omega_{1} d \omega_{2} . \tag{8.12}
\end{align*}
$$

This identity allows us to interpret $\beta_{0}^{(m, n)}$ as an unconditionally convergent integral. Indeed, for each $\mu>0$, we have the following inequality valid $\forall \xi_{1} \in \mathbb{R}, \omega_{1} \neq 0$ :

$$
\left|v_{1}\left(\xi_{1}-\omega_{1}\right)-v_{1}\left(\xi_{1}+\omega_{2}\right)\right| /\left|\omega_{1}\right| \leq C_{\mu}\left(\left(1+\left|\xi_{1}-\omega_{1}\right|\right)^{-\mu}+\left(1+\left|\xi_{1}+\omega_{1}\right|\right)^{-\mu}\right) .
$$

Hence, we can "cancel one factor of $\left|\omega_{1}\right|^{-1}$," yielding pointwise domination of the integrand defining $\beta_{0}^{(m, n)}$ in the final member in (8.12) by an integrable function, leading to the interpretation of the initial member as bounded according to

$$
\begin{aligned}
& \left|\iint V^{(m, n)}\left(\xi_{1}-\omega_{1}, \xi_{2}-\omega_{2}\right) \nu_{0} \beta d \omega_{1} d \omega_{2}\right| \\
& \leq \int_{-\infty}^{\infty}\left|v_{2}\left(\xi_{2}-\omega_{2}\right) \nu_{0,2}\left(\omega_{2}\right)\right| \int_{-\infty}^{\infty} C\left(1+\left|\xi_{1}-\omega_{1}\right|\right)^{-\mu} \nu_{0,1}\left(\omega_{1}\right)\left|\omega_{1}\right|^{-1} e^{-\omega_{2}^{2} / \omega_{1}^{2}} d \omega_{1} d \omega_{2}
\end{aligned}
$$

Now because the window $\nu_{0}$ is supported in $[-2,2]^{2}$, this last term can be bounded by

$$
\begin{aligned}
C & \cdot \int_{-2}^{2} \int_{-2}^{2}\left|\omega_{1}\right|^{-1} e^{-\omega_{2}^{2} / \omega_{1}^{2}} d \omega_{1} d \omega_{2} \times \sup _{\omega \in[-2,2]^{2}}\left|v_{2}\left(\xi_{2}-\omega_{2}\right)\right|\left(1+\left|\xi_{1}-\omega_{1}\right|\right)^{-\mu} \\
& \leq C \cdot\left(1+\left(\left|\xi_{1}\right|-2\right)_{+}\right)^{-\mu} \cdot\left(1+\left(\left|\xi_{2}\right|-2\right)_{+}\right)^{-\mu}
\end{aligned}
$$

yielding (8.10).
Now consider (8.11). Inside the support of $\nu_{1}$, we may differentiate $\nu_{1} \beta$ as often as we like. Applying Lemma 8.3,

$$
\left|\partial^{(m, n)} \nu_{1} \beta\left(\omega_{1}, \omega_{2}\right)\right| \leq C_{m, n, \mu} \cdot\left(1+\left|\omega_{2}\right|\right)^{-m-n-2}
$$

so that from the integration by parts

$$
\iint V^{(m, n)}\left(\xi_{1}-\omega_{1}, \xi_{2}-\omega_{2}\right) \nu_{1} \beta d \omega_{1} d \omega_{2}=(-1)^{m+n} \iint V\left(\xi_{1}-\omega_{1}, \xi_{2}-\omega_{2}\right)\left(\nu_{1} \beta\right)^{(m, n)} d \omega_{1} d \omega_{2}
$$

and an argument paralleling the proof of Lemma 8.4, we have

$$
\begin{aligned}
& \left|\iint V^{(m, n)}\left(\xi_{1}-\omega_{1}, \xi_{2}-\omega_{2}\right) \nu_{1} \beta d \omega_{1} d \omega_{2}\right| \\
& \leq \iint\left(1+\left|\xi_{1}-\omega_{1}\right|\right)^{-\mu} \cdot\left(1+\left|\xi_{2}-\omega_{2}\right|\right)^{-\mu} \cdot\left(1+\left|\omega_{2}\right|\right)^{-m-n-2} d \omega_{1} d \omega_{2} \\
& \leq C \cdot\left(1+\left|\xi_{2}\right| / 2\right)^{-m-n-2}
\end{aligned}
$$
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#### Abstract

Based on a two-dimensional (2-D) Fourier analysis of the attenuated Radon transform and a $2-\mathrm{D}$ version of the Shannon sampling theorem, we investigate the problem of resolution in dynamic emission tomography. As a result we provide guidelines on how to acquire and on how to filter the projection data.
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1. Introduction. Current state-of-the-art medical imaging technologies provide extremely detailed and accurate information about human anatomy. However, the corresponding detailed information about function is not yet readily available. Single photon emission computerized tomography (SPECT) is a noninvasive diagnostic technology which is used to show the blood flow in the heart muscle, extent of damage in stroke patients, presence and degree of malignancy of tumors, and much else.

SPECT is able to image the function of the body through a tracer, a biochemical molecule labeled with radioactivity. The radioactive material is incorporated by the patient and metabolized by the organ of interest. The emissions are then recorded by a rotating SPECT camera (cf. Figure 1), and a three-dimensional (3-D) visualization is created from the two-dimensional (2-D) projection data.

Currently, the data recorded by SPECT cameras are static and qualitative. It is not possible, as yet, to measure absolute metabolic rates from the different biological processes, nor to measure the movement of molecules during biodistribution and metabolism. Recently, a major step toward the development of dynamic SPECT (dSPECT) has been achieved through two mathematical methods replacing the traditional filtered backprojection (FBP) method (cf. [2, 14, 16, 5]), the latter being by its nature static (cf. [18]) and not feasible for dynamic sources.

The present paper will focus on the problem of resolution in dynamic emission tomography. Results of this type have previously been obtained in static SPECT, in positron emission tomography ( PET ), and in computed tomography (CT), where an elaborate Fourier analysis led to the idea, among others, of interlaced grids which significantly improved resolution (cf. [13, 19, 20, 22]). Following these lines, we shall answer typical questions like how many positions a SPECT camera should take, how long it should stay in a given position, whether views should be recorded over 180 degrees or 360 degrees, or what the internal resolution of the camera should be if a certain spatial resolution in the reconstructed image has to be achieved. As a second application, we present some ideas on how to filter data before doing the actual inversion.

[^52]2. The model. Emission tomography is modeled by the 3-D dynamic photon transport equation (cf. [8]). It is convenient to simplify the model by assuming that scattering is negligible or, rather, to interpret it as a measurement noise. This decouples the equation and allows for splitting the $3-\mathrm{D}$ reconstruction into a series of $2-\mathrm{D}$ reconstructions on slices. The simplified dynamic 2-D transport equation is
\[

$$
\begin{equation*}
\frac{1}{c} u_{t}(t, x, \omega, E)+\omega \cdot \nabla u(t, x, \omega, E)+\mu(x, E) u(t, x, \omega, E)=f(t, x, E) \tag{2.1}
\end{equation*}
$$

\]

where $u(t, x, \omega, E)$ is the (unknown) photon transport at time $t$ and position $x \in \mathbf{R}^{2}$ at the energy level $E$ in direction $\omega \in \mathbf{S}^{1}, \mu(x, E)$ is the unknown linear attenuation coefficient at position $x$ for photons traveling with energy $E$, and $f(t, x, E)$ is the unknown number of photons emitted at time $t$, position $x$, at energy level $E$.

As opposed to X-rays, $\gamma$-rays are monochromatic, i.e., photons are emitted at a fixed energy level $E_{0}$, for instance, $E_{0}=140 \mathrm{keV}$ for Technetium used in many clinical applications. Similarly, in PET, the recorded photons, originating from the annihilation of a positron with an electron, travel with $E_{0}=511 \mathrm{keV}$, the energy of the electron. Photons recorded with energy $E<E_{0}$ are therefore due to Compton scatter, and an energy window $\pm \Delta E$ about the expected level $E_{0}$ allows for eliminating most scattering events (cf. [25]). It is legitimate to further simplify (2.1) by omitting the reference to energy. More precisely, writing $f(t, x, E)=f(t, x) \delta\left(E-E_{0}\right)$ and $\mu(x)=\mu\left(x, E_{0}\right)$, the equation for the cumulative transport $u(t, x, \omega)$ integrated over the relevant energy levels $E \in\left[E_{0}-\Delta E, E_{0}+\Delta E\right]$ is

$$
\begin{equation*}
\frac{1}{c} u_{t}(t, x, \omega)+\omega \cdot \nabla u(t, x, \omega)+\mu(x) u(t, x, \omega)=f(t, x) \tag{2.2}
\end{equation*}
$$

which may be solved explicitly on each line.
To do this, we have to supply boundary conditions. We assume that the unknown source and attenuation coefficient are supported on the unit disk $D$. We adopt the notations $\omega=(\cos \phi, \sin \phi)$ and $\omega^{\perp}=(-\sin \phi, \cos \phi)$. Rays may then be referenced $(s, \phi)$, that is, $x \cdot \omega^{\perp}=s$, or $x=s \omega^{\perp}+\tau \omega, \tau \geq 0$ for $x$ on the ray so referenced. Now notice that the incoming radiation is zero, i.e.,

$$
u\left(t, s \omega^{\perp}+\tau \omega, \omega\right)=0 \quad \text { for all } \tau \leq \tau_{0}=\tau_{0}(s, \omega) \text { and all } t
$$

$\left(x_{0}=s \omega^{\perp}+\tau_{0} \omega\right.$ the entry point of the ray $x \cdot \omega^{\perp}=s$ into $D$, if any). Second, we use the fact that $u(t, x, \omega)$ has been recorded at certain times $t$ and for certain directions $\omega$ at a camera bin located at $x_{1}=s \omega^{\perp}+\tau_{1} \omega, \tau_{1}=\tau_{1}(s, \omega)$, on the line $x \cdot \omega^{\perp}=s$. (Without loss, we may assume that $x_{1}$ is the exit point of the ray $x \cdot \omega^{\perp}$ from the disk $D$, if any.) That is, the observed data are of the form

$$
u\left(t, s \omega^{\perp}+\tau_{1} \omega, \omega\right)=: d(s, \omega, t)
$$

In fact, a SPECT camera (shown schematically in Figure 1) detects photons which arrive perpendicular to the camera surface while at a fixed angular position $\omega=$ $(\cos \phi, \sin \phi)$.

Integrating (2.2) using the boundary conditions gives the nonlinear relation

$$
\begin{equation*}
\int_{\tau_{0}}^{\tau_{1}} f\left(t+\left(\tau_{1}-\tau\right) / c, s \omega^{\perp}+\tau \omega\right) e^{-\int_{\tau}^{\tau_{1}} \mu\left(s \omega^{\perp}+\rho \omega\right) d \rho} d \tau=d(s, \omega, t) \tag{2.3}
\end{equation*}
$$



Fig. 1. The principle of SPECT: Photons radiating from the region of interest. (a) Photon misses the camera, (b) is absorbed by the collimator, (c) passes the collimator and hits the camera. The camera rotates around the region of interest (schematically discretized into pixels).

As photons are traveling with the speed of light $c$, in practice $t+\left(\tau_{1}-\tau_{0}\right) / c \approx t$, and (2.3) simplifies to
(2.4) $R[\mu, f(t, \cdot)](s, \omega):=\int_{\tau_{0}}^{\tau_{1}} f\left(t, s \omega^{\perp}+\tau \omega\right) e^{-\int_{\tau}^{\tau_{1}} \mu\left(s \omega^{\perp}+\rho \omega\right) d \rho} d \tau=d(s, \omega, t)$.

Here $R[\mu, f]$ denotes the attenuated Radon transform (cf. [18, 20, 21]). Solving (2.4) simultaneously for the unknown dynamic source $f(t, x)$ and attenuation $\mu(x)$, based on the acquired data $d(s, \omega, t)$, is the mathematical problem of dSPECT. A similar equation replacing (2.4) may be found for PET using the corresponding symmetric data (see [16]).

Attempts to estimate both the unknown attenuation and source term from the projection data have been made by several authors. A method proposed by Natterer $[18,21]$ and reported to be practical in [24] uses a consistency condition to obtain an estimate of $\mu$. This approach is feasible if the camera takes views over 360 degrees and the source is static. More recently, Dicken [9] proposed a direct inversion of (2.4). In practice, often less sophisticated ways are chosen, which consist either in neglecting attenuation or assuming constant attenuation (after tracing the contour of the patient) or in correcting data via some heuristic methods. A third way proposed in $[6,7]$ consists in doing a CT in parallel with the emission scan. The remaining
problem of estimating $f$ with known $\mu$ is then linear but still ill-posed (cf. [20]).
3. Fourier analysis. The way the inverse problem (2.4) is solved depends on the device. A ring SPECT camera, and similarly the PET cameras, allow for collecting a full set of angular views $d\left(s_{j}, \omega_{k}, t_{\ell}\right),(j$ the index for camera bins, $k$ the index for angular positions, $\ell$ the index for stops) at a fixed time $t_{\ell}$. The reconstruction algorithms are then essentially the static ones, FBP or EM algorithms, which reconstruct one static image at a time $t_{\ell}$, obtaining the dynamic image frame by frame. The 2-D Fourier analysis of the static case being known, cf. [20, 13, 22], we may consider this case as essentially understood.

The situation changes if a rotating camera system is used. As the activity in the organ changes significantly during the scan, a rotating camera (even triple head) will not be able to collect sufficiently many views $\omega_{k}$ at a fixed time $t_{\ell}$ in order to reconstruct the dynamic object frame by frame. Rather, in the extreme case of a single head camera, we can scan only one position at a time, so the acquired data are $d\left(s_{j}, \omega_{k}, t_{k}\right)$. Ideally, the time axis $t$ and angular position $\phi$ are then linked through

$$
\begin{equation*}
t=\frac{T}{2 \pi} \phi, \quad 0 \leq t \leq T, 0 \leq \phi \leq 2 \pi \tag{3.1}
\end{equation*}
$$

( $T$ is the total acquisition time). With (3.1), reconstruction algorithms necessarily have to process all the projection data simultaneously, which leads to large size problems difficult to solve in practice (cf. [2, 16], and also [12, 5, 10, 14, 17]).

Assuming that the dynamic source is of the form $f(t, x)=g_{1}(t) h_{1}(x)+\cdots+$ $g_{r}(t) h_{r}(x)$, its attenuated Radon transform (2.4) is

$$
R[\mu, f(t, \cdot)](s, \phi)=g_{1}(t) R\left[\mu, h_{1}\right](s, \phi)+\cdots+g_{r}(t) R\left[\mu, h_{r}\right](s, \phi)
$$

In the case of a rotating camera, in particular a single head camera, (3.1) leads to the ideal projection data

$$
\begin{equation*}
p(s, \phi):=g_{1}((T / 2 \pi) \phi) R\left[\mu, h_{1}\right](s, \phi)+\cdots+g_{r}((T / 2 \pi) \phi) R\left[\mu, h_{r}\right](s, \phi) \tag{3.2}
\end{equation*}
$$

often referred to as the sinogram of the source $f(t, x)$, for the obvious reason that a point source scanned over 360 degrees would produce a sinoidal curve. Figures 4(c) and $4(\mathrm{~g})$ show some experimental sinogram data collected over a 180-degree scan.

The principal purpose of the present paper is to perform a 2-D Fourier analysis of the sinogram $p(s, \phi)$. As a result of this analysis we obtain two practical guidelines:
(1) On resolution. How many stops and angular positions are required to capture a prescribed spatial resolution along with a predicted half-life? How long should an individual stop last?
(2) On data filtering, which is inherent to the classical FBP algorithms but has to be considered anew in dSPECT.
4. Sampling in two-dimensions. In this section, we shall be concerned with the sampling of the sinogram (3.2) of a dynamic source $f(t, x)$. In the first round we shall consider only the unattenuated Radon transform (i.e., $\mu=0$ ). Later on we will indicate that the results are usually not altered if attenuation is taken into account.

We recall that the Radon transform $R h(s, \phi)$ of a spatial function $h(x)$, being $2 \pi$-periodic in $\phi$, is defined on $\mathbf{R} \times \mathbf{S}^{1}$, which we shall call the $(s, \phi)$-plane or physical plane. The 2-D Fourier transform $\hat{p}$ of $p(s, \phi)$ is then defined on $\mathbf{R} \times \mathbf{Z}$, which will be referred to as the ( $\sigma, k$ )-plane or frequency plane.

A sampling operator $\mathcal{S}_{K, W}$ in the physical plane is defined by two ingredients-a sampling lattice $W \mathbf{Z}^{2}$ in the physical plane ( $W$ a $2 \times 2$-matrix) in tandem with a spectral window $K$ in the frequency plane - whose replica $K+2 \pi\left(W^{-1}\right)^{T} \ell, \ell \in \mathbf{Z}^{2}$, generated by the dual lattice $2 \pi\left(W^{-1}\right)^{T} \mathbf{Z}^{2}$ in the frequency-plane, are mutually disjoint:

$$
\begin{equation*}
\mathcal{S}_{K, W} p(s, \phi):=\operatorname{det}(W) \sum_{\ell \in \mathbf{Z}^{2}} p(W \ell) \hat{\chi}_{K}((s, \phi)-W \ell) \tag{4.1}
\end{equation*}
$$

( $\chi_{K}$ the characteristic function of the set $K$ ). More formally, $\mathcal{S}_{K, W}$ may be represented using the shah-distribution $\coprod(s, \phi)=\sum_{\ell \in \mathbf{Z}^{2}} \delta\left(s-\ell_{1}, \phi-\ell_{2}\right)$,

$$
\mathcal{S}_{K, W} p=\left(p \cdot \amalg\left(W^{-1} \cdot\right)\right) * \hat{\chi}_{K}
$$

a formulation which is very intuitive when we consider its Fourier transform. Replacing the analog signal $p$ by its digitized version $p \cdot \amalg\left(W^{-1} \cdot\right)$, taken at the points of the lattice $W \mathbf{Z}^{2}$, has the following effect: Since $\amalg=\coprod$, the spectrum of the digitized signal shows the true spectrum, $\hat{p}$, but repeated periodically

$$
\left(p \cdot \coprod\left(W^{-1} \cdot\right)\right) \widehat{ }=2 \pi \sum_{\ell \in \mathbf{Z}^{2}} \hat{p}\left(\cdot-2 \pi W^{-T} \ell\right)
$$

along the dual lattice $2 \pi W^{-T} \mathbf{Z}^{2}$. Consequently, if the spectral window $K$ is well chosen, i.e., if the spectrum $\hat{p}$ is captured by $K$, we may fully retrieve the true signal $p$, simply by applying an ideal low pass filter $\chi_{K}$ which eliminates frequencies $\notin K$ :

$$
\begin{equation*}
\left(\mathcal{S}_{K, W} p\right) \hat{)^{2}}=(2 \pi)^{-1}\left(p \cdot \coprod\left(W^{-1} \cdot\right) \hat{)} \cdot \chi_{K}=\sum_{\ell \in \mathbf{Z}^{2}} \hat{p}\left(\cdot-2 \pi W^{-T} \ell\right) \cdot \chi_{K}\right. \tag{4.2}
\end{equation*}
$$

In fact, $2-\mathrm{D}$ versions of the Shannon sampling theorem are easily understood through (4.2): the signal $p$ is fully retrieved from the sampled signal if its spectrum has $\operatorname{supp}(\hat{p}) \subset K$. In our applications, however, we are dealing with compactly supported signals, whose spectra $\hat{p}$ are analytic and never fully supported on a bounded set $K$. We will consequently have to accept aliasing errors associated with the choice of a sampling operator (4.1). Estimating these errors is the principal task of the present section. Practical aspects will be considered later.

Let us fix $0<\vartheta<1$, a positive integer $m$, and $b>0$. As our frequency window in the $(\sigma, k)$-plane we choose the bowtie region $K$,

$$
\begin{equation*}
K=\{(\sigma, k) \in \mathbf{R} \times \mathbf{Z}:|\sigma| \leq b \text { and }|k| \leq|\sigma| / \vartheta+m\} \tag{4.3}
\end{equation*}
$$

which is displayed in Figure 2(a). Figure 2(c) indicates the scheme $2 \pi W^{-T} \mathbf{Z}^{2}$ which produces nonoverlapping replica of $K$ in the frequency plane. The sampling parameters are seen to be $\Delta k=[b / \vartheta]+2 m$ and $\Delta \sigma=b$, and the matrices $W, 2 \pi W^{-T}$ are

$$
W=2 \pi\left(\begin{array}{cc}
\frac{1}{2 b} & 0  \tag{4.4}\\
-\frac{1}{2 \Delta k} & \frac{1}{\Delta k}
\end{array}\right), \quad 2 \pi\left(W^{-1}\right)^{T}=\left(\begin{array}{cc}
2 b & b \\
0 & \Delta k
\end{array}\right)
$$

As we shall see in our experiments, the parameter $\vartheta$ may in practice be chosen as $\vartheta \approx 1$ but for theoretical reasons has to satisfy $\vartheta \in(0,1)$.


Fig. 2. (a) shows the bowtie region $K$ defined through (4.3), (4.4), while (b) and (c) show two different lattices generating disjoint replica of $K$. The interlaced grid (c) requires fewer nodes and therefore gives a better sampling scheme.

Naturally, the identification of the essential support $K$ of the spectrum $\hat{p}$ in tandem with the sampling lattice $W \mathbf{Z}^{2}$ is crucial for our principal tasks: resolution and filtering. The choice of $K$ being ambiguous, we shall have to support our proposition (4.3) both by numerical tests and by a rigorous analysis, including error estimates. In the present section we proceed to provide those.

To formulate our main result, we need to introduce two notions for the spatial and temporal bandwidths, respectively. Concerning the spatial term, Natterer [20] considers the measures

$$
\epsilon_{d}(h, b)=\int_{|\xi|>b}|\xi|^{d}|\hat{h}(\xi)| d \xi
$$

which may be related to appropriate Sobolev norms. In fact, using

$$
\|h\|_{W^{\alpha, d}}=\left(\int_{\mathbf{R}^{n}}\left(1+|\xi|^{2}\right)^{d \alpha / 2}|\hat{h}(\xi)|^{\alpha} d \xi\right)^{1 / \alpha}
$$

and defining the ideal high pass filter at frequency $b, \mathcal{H}_{b}$, via $\left(\mathcal{H}_{b} h\right)=\hat{h} \chi_{\{|\cdot|>b\}}$, Natterer's error terms satisfy $C_{1} \epsilon_{d}(h, b) \leq\left\|\mathcal{H}_{b} h\right\|_{W^{1, d}} \leq C_{2} \epsilon_{d}(h, b)$. For the following we shall, in addition, obtain error estimates involving the Hilbert space norms $\left\|\mathcal{H}_{b} h\right\|_{W^{2, d}}$.

In turn, for a $2 \pi$-periodic function $g(\phi)$ with Fourier coefficients $\hat{g}_{k}$, low pass filtering at a frequency $k$ obviously corresponds to truncating the Fourier series at $k$, and correspondingly, high pass filtering corresponds to retaining the tail $|\nu|>k$ of the series. We therefore consider the error terms

$$
R_{k}(g):=\left(\sum_{|\nu|>k}\left|\hat{g}_{\nu}\right|^{2}\right)^{1 / 2}
$$

$k>0$, which play a role similar to the norm estimates of $\mathcal{H}_{b} h$ above. With these notions we are ready to state the following theorem.

Theorem 4.1. Let $\vartheta, m, b$ and $K, W$ be as in (4.3), (4.4). Choose $\vartheta^{\prime} \in(\vartheta, 1)$, and let $\theta:=\vartheta / \vartheta^{\prime} \in(0,1)$. Consider a dynamic source of the form $f(t, x)=g(t) h(x)$ such
that $h(x)$ is continuous and supported on the unit disk $D$ and $g(t)$ is continuous. Let $g((T / 2 \pi) \phi)$ be continued periodically for $\phi \notin[0,2 \pi]$. Let $p(s, \phi)$ be the ideal sinogram of $f(t, x)$, and let $\mathcal{S}_{K, W} p(s, \phi)$ be the sinogram sampled on the lattice $W \mathbf{Z}^{2}$ in the $(s, \phi)$-plane using the frequency window $K$. Then

1. $\left\|p-\mathcal{S}_{K, W} p\right\|_{\infty}=\|g\|_{\infty} \mathcal{O}\left(m \epsilon_{-1}(h, b)+\epsilon_{0}(h, b)\right)$

$$
+\|h\|_{\infty} \mathcal{O}\left(\sum_{\nu=1}^{\infty} \nu R_{\left(1-\vartheta^{\prime}\right)(\nu+m)}(g)\right)
$$

2. $\left\|p-\mathcal{S}_{K, W} p\right\|_{2}=\|g\|_{\infty} \mathcal{O}\left(\left\|\mathcal{H}_{b} h\right\|_{W^{2,-\frac{1}{2}}}\right)$

$$
+\|h\|_{\infty} \mathcal{O}\left(\left(\sum_{\nu=1}^{\infty} \nu R_{\left(1-\vartheta^{\prime}\right)(\nu+m)}(g)^{2}\right)^{1 / 2}\right)
$$

3. $\left\|p-\mathcal{S}_{K, W} p\right\|_{2}=\|g\|_{\infty} \mathcal{O}\left(\left\|\mathcal{H}_{b} h\right\|_{W^{2,-\frac{1}{2}}}\right)$

$$
+\|h\|_{\infty} \mathcal{O}\left(b^{1 / 2}\left(\sum_{\nu=1}^{\infty} R_{\left(1-\vartheta^{\prime}\right)(\nu+m)}(g)^{2}\right)^{1 / 2}\right)
$$

Proof. Part 1. Notice that by Parseval's formula, $\|p\|_{2}=\|\hat{p}\|_{2}$, where $\hat{p}$ is the 2-D Fourier transform of $p$, and according to [20, p. 63], $\|p\|_{\infty} \leq\|\hat{p}\|_{1}$, if the corresponding norms on the frequency plane are defined through

$$
\begin{equation*}
\|\hat{p}\|_{\alpha}=\left(\sum_{k=-\infty}^{\infty} \int_{\mathbf{R}}|\hat{p}(\sigma, k)|^{\alpha} d \sigma\right)^{1 / \alpha} \tag{4.5}
\end{equation*}
$$

By the definition of the sampling operator (4.1),

$$
\hat{p}-\left(\mathcal{S}_{K, W} p\right)^{\hat{}}=\left(1-\chi_{K}\right) \hat{p}-\sum_{\ell \neq 0} \hat{p}\left(\cdot-2 \pi W^{-T} \ell\right) \chi_{K}
$$

so we derive the estimate

$$
\left\|\left(p-\mathcal{S}_{K, W} p\right)^{\hat{}}\right\|_{\alpha} \leq\left\|\left(1-\chi_{K}\right) \hat{p}\right\|_{\alpha}+\left\|\sum_{\ell \neq 0} \hat{p}\left(\cdot-2 \pi W^{-T} \ell\right) \chi_{K}\right\|_{\alpha}
$$

By the translation invariance of the Haar measure and using the fact that the translates $K+2 \pi W^{-T} \ell$ are disjoint, the second term on the right-hand side satisfies

$$
\left\|\sum_{\ell \neq 0} \hat{p}\left(\cdot-2 \pi W^{-T} \ell\right) \chi_{K}\right\|_{\alpha} \leq\left\|\left(1-\chi_{K}\right) \hat{p}\right\|_{\alpha}
$$

so all together

$$
\left\|\left(p-\mathcal{S}_{K, W} p\right)^{\hat{1}}\right\|_{\alpha} \leq 2\left\|\left(1-\chi_{K}\right) \hat{p}\right\|_{\alpha}
$$

Writing $K(k)=\{\sigma:(\sigma, k) \in K\}$, we are therefore led to estimate

$$
\begin{equation*}
\sum_{k=-\infty}^{\infty} \int_{\sigma \notin K(k)}|\hat{p}(\sigma, k)|^{\alpha} d \sigma \tag{4.6}
\end{equation*}
$$

To do this, we will have to distinguish the cases $\alpha=1$ and $\alpha=2$. For the case $\alpha=1$, we decompose the region $(\sigma, k) \notin K$ into three parts $\Sigma_{1}, \Sigma_{2}$, and $\Sigma_{3}$ :

$$
\begin{aligned}
& \Sigma_{1}=\{(\sigma, k):|k|>|\sigma| / \vartheta+m\}, \\
& \Sigma_{2}=\{(\sigma, k):|\sigma|>b \text { and }|k| \leq b / \vartheta+m\}, \\
& \Sigma_{3}=\{(\sigma, k):|\sigma|>b \text { and }|k| \leq|\sigma| / \vartheta+m \text { and }|k| \geq b / \vartheta+m\} .
\end{aligned}
$$

For the case $\alpha=2$, two domains $\Gamma_{1}, \Gamma_{2}$ will do:

$$
\begin{aligned}
& \Gamma_{1}=\{(\sigma, k):|k| \geq m \text { and }|\sigma| \leq \min (b, \vartheta(|k|-m))\}, \\
& \Gamma_{2}=\{(\sigma, k):|\sigma|>b\} .
\end{aligned}
$$

Part 2. Let us continue collecting useful information. Let $\mathcal{F}_{s} p(\cdot, \phi)(\sigma)$ be the onedimensional (1-D) Fourier transform of $p$ with respect to $s$, which is again $2 \pi$-periodic in $\phi$. Its $k$ th Fourier coefficient is

$$
\hat{p}(\sigma, k)=: \hat{p}_{k}(\sigma)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \mathcal{F}_{s} p(\sigma, \phi) e^{-i k \phi} d \phi .
$$

By the Fourier slice theorem [20, p. 11] we have

$$
\mathcal{F}_{s} p(\sigma, \phi)=g((T / 2 \pi) \phi) \mathcal{F}_{s}[R h(\cdot, \phi)](\sigma)=g((T / 2 \pi) \phi) \hat{h}(\sigma \omega)
$$

with $\omega=(\cos \phi, \sin \phi)$. Then

$$
\begin{align*}
\hat{p}_{k}(\sigma) & =(2 \pi)^{-1 / 2} \int_{0}^{2 \pi} g((T / 2 \pi) \phi) \hat{h}(\sigma \omega) e^{-i k \phi} d \phi  \tag{4.7}\\
& =(2 \pi)^{-3 / 2} \int_{0}^{2 \pi} g((T / 2 \pi) \phi) \int_{D} e^{-i \sigma \omega \cdot x} h(x) d x e^{-i k \phi} d \phi \\
& =(2 \pi)^{-3 / 2} \int_{D} h(x) \int_{0}^{2 \pi} g((T / 2 \pi) \phi) e^{-i \sigma|x| \cos (\phi-\psi)-i k \phi} d \phi d x
\end{align*}
$$

if we put $x=|x|(\cos \psi, \sin \psi)$. Substituting the Fourier series $g((T / 2 \pi) \phi)=\sum_{\nu} \hat{g}_{\nu} e^{i \nu \phi}$, this becomes

$$
\begin{align*}
\hat{p}_{k}(\sigma) & =(2 \pi)^{-3 / 2} \int_{D} h(x) e^{-i k \psi} \sum_{\nu=-\infty}^{\infty} \hat{g}_{\nu} \int_{0}^{2 \pi} e^{-i \sigma|x| \cos \phi-i(k-\nu) \phi} d \phi d x \\
& =(2 \pi)^{-1 / 2} i^{k} \int_{D} h(x) e^{-i k \psi} \sum_{\nu=-\infty}^{\infty} \hat{g}_{\nu} J_{k-\nu}(-\sigma|x|) d x, \tag{4.8}
\end{align*}
$$

where we have used the Bessel functions $J_{k}(x)$ of the first kind defined through

$$
J_{k}(x)=\frac{i^{-k}}{2 \pi} \int_{0}^{2 \pi} e^{i x \cos \phi-i k \phi} d \phi .
$$

Part 3. Let us now consider the estimate on $\Sigma_{2}$ with $\alpha=1$. As a consequence of (4.7),

$$
\begin{align*}
\int_{|\sigma|>b}\left|\hat{p}_{k}(\sigma)\right| d \sigma & \leq(2 \pi)^{-1 / 2}\|g\|_{\infty} \int_{|\sigma|>b} \int_{0}^{2 \pi}|\hat{h}(\sigma \omega)| d \phi d \sigma \\
& =(2 \pi)^{-1 / 2}\|g\|_{\infty} \int_{|\xi|>b} \frac{|\hat{h}(\xi)|}{|\xi|} d \xi=(2 \pi)^{-1 / 2}\|g\|_{\infty} \epsilon_{-1}(h, b) . \tag{4.9}
\end{align*}
$$

Now observe that $(\sigma, k) \in \Sigma_{2}$ only for $|k| \leq b / \vartheta+m$, so we are left with a finite number of terms (4.9). In fact

$$
\begin{align*}
\left\|\chi_{\Sigma_{2}} \hat{p}\right\|_{1} & =\sum_{|k| \leq b / \vartheta+m} \int_{|\sigma|>b}\left|\hat{p}_{k}(\sigma)\right| d \sigma \leq C\|g\|_{\infty}(2 b / \vartheta+2 m+1) \epsilon_{-1}(h, b) \\
& \leq C\|g\|_{\infty}\left(b \epsilon_{-1}(h, b)+m \epsilon_{-1}(h, b)\right) \leq C\|g\|_{\infty}\left(\epsilon_{0}(h, b)+m \epsilon_{-1}(h, b)\right), \tag{4.10}
\end{align*}
$$

where the last inequality uses (2.9) in [20, p. 66].
Part 4. Let us next discuss the estimate on $\Sigma_{3}, \alpha=1$. According to (4.9) above, replacing $b$ by $\vartheta(|k|-m)$ gives

$$
\int_{|\sigma| \geq \vartheta(|k|-m)}\left|\hat{p}_{k}(\sigma)\right| d \sigma \leq C\|g\|_{\infty} \epsilon_{-1}(h, \vartheta(|k|-m)) .
$$

But then

$$
\begin{align*}
\left\|\chi_{\Sigma_{3}} \hat{p}\right\|_{1} & =\sum_{|k| \geq b / \vartheta+m} \int_{|\sigma| \geq \vartheta(|k|-m)}\left|\hat{p}_{k}(\sigma)\right| d \sigma \\
& \leq C\|g\|_{\infty} \sum_{|k| \geq b / \vartheta+m} \epsilon_{-1}(h, \vartheta(|k|-m)) \leq C\|g\|_{\infty} \epsilon_{0}(h, b) \tag{4.11}
\end{align*}
$$

where the last inequality again uses (2.9) in [20, p. 66].
Part 5. Let us catch up with the error estimate on $\Gamma_{2}, \alpha=2$. Using (4.7), for fixed $\sigma$, and with $\omega=(\cos \phi, \sin \phi)$, Parseval's equality gives

$$
\sum_{k=-\infty}^{\infty}\left|\hat{p}_{k}(\sigma)\right|^{2}=\int_{0}^{2 \pi}|g((T / 2 \pi) \phi) \hat{h}(\sigma \omega)|^{2} d \phi
$$

Integrating over $|\sigma|>b$ shows

$$
\begin{align*}
\left\|\chi_{\Gamma_{2}} \hat{p}\right\|_{2}^{2} & \leq C\|g\|_{\infty}^{2} \int_{|\sigma|>b} \int_{0}^{2 \pi}|\hat{h}(\sigma \omega)|^{2} d \phi d \sigma \\
& =C\|g\|_{\infty}^{2} \int_{|\xi|>b} \frac{|\hat{h}(\xi)|^{2}}{|\xi|} d \xi \leq C\|g\|_{\infty}^{2}\left\|\mathcal{H}_{b} h\right\|_{W^{2,-\frac{1}{2}}}^{2} . \tag{4.12}
\end{align*}
$$

Part 6. We need to consider some technical preliminaries about Bessel functions. It is well known that $J_{n}(\sigma)$ decays exponentially $(n \rightarrow \infty)$ for fixed $\sigma$. According to [23] even $J_{n}(\theta n) \rightarrow 0$ exponentially, since $0<\theta<1$. We'll improve this by showing that, regarding $0<\theta<1, R_{n}(J .(\theta n)) \rightarrow 0$ exponentially as $n \rightarrow \infty$.

According to [23, p. 255] in tandem with [1, Theorem 4.1.28], and regarding $0<\theta<1$, we have (for $n$ a positive integer)

$$
0 \leq J_{n}(\theta n) \leq(2 \pi n)^{-1 / 2}\left(1-\theta^{2}\right)^{-1 / 4} e^{-(n / 3)\left(1-\theta^{2}\right)^{3 / 2}}
$$

Summing over $|\nu| \geq n$ and using $\left|J_{\nu}(-\sigma)\right|=\left|J_{\nu}(\sigma)\right|,\left|J_{-\nu}(\sigma)\right|=\left|J_{\nu}(\sigma)\right|$ gives

$$
\begin{aligned}
\sum_{|\nu| \geq n}\left|J_{\nu}(\theta n)\right|^{2} & =2 \sum_{\nu=n}^{\infty}\left|J_{\nu}((\theta n / \nu) \cdot \nu)\right|^{2} \\
& \leq 2 \sum_{\nu=n}^{\infty}\left((2 \pi \nu)^{-1 / 2}\left(1-(\theta n / \nu)^{2}\right)^{-1 / 4} e^{-(\nu / 3)\left(1-(\theta n / \nu)^{2}\right)^{3 / 2}}\right)^{2}
\end{aligned}
$$

This term is easily seen to decay exponentially in $n$, that is,

$$
\begin{equation*}
\left|R_{n}\left(J .\left(\theta^{\prime} n\right)\right)\right| \leq C e^{-c(\theta) n} \tag{4.13}
\end{equation*}
$$

for a constant $c(\theta)>0$ depending on $\theta$, and uniformly over $0 \leq \theta^{\prime} \leq \theta$.
Part 7. Let us now consider the error estimates on $\Sigma_{1}$ with $\alpha=1$. Writing

$$
d_{k}(\sigma):=\sum_{\nu=-\infty}^{\infty} \hat{g}_{\nu} J_{k-\nu}(\sigma)=(\hat{g} * J .(\sigma))_{k} \quad \text { (convolution of sequences) }
$$

we find using (4.8) that

$$
\begin{equation*}
\left|\hat{p}_{k}(\sigma)\right| \leq C\|h\|_{\infty} \max _{|x| \leq 1} d_{k}(-\sigma|x|) \tag{4.14}
\end{equation*}
$$

and by the definition of $\Sigma_{1}$, we are led to estimate $d_{k}(-\sigma|x|)$ for $|\sigma| \leq \vartheta(|k|-m)$, $|k| \geq m$, and $|x| \leq 1$. This is done by the following steps. Observe that

$$
\begin{aligned}
\left|d_{k}(-\sigma|x|)\right| & \leq \sum_{\nu=-\infty}^{\infty}\left|\hat{g}_{\nu} J_{k-\nu}(-\sigma|x|)\right| \\
& =\sum_{|\nu| \geq\left(1-\vartheta^{\prime}\right)|k|}\left|\hat{g}_{\nu} J_{k-\nu}(-\sigma|x|)\right|+\sum_{|\nu|<\left(1-\vartheta^{\prime}\right)|k|}\left|\hat{g}_{\nu} J_{k-\nu}(-\sigma|x|)\right|=: \mathrm{I}+\mathrm{II} .
\end{aligned}
$$

The first term I satisfies

$$
\mathrm{I} \leq\left(\sum_{|\nu| \geq\left(1-\vartheta^{\prime}\right)|k|}\left|\hat{g}_{\nu}\right|^{2}\right)^{1 / 2}\left(\sum_{|\nu| \geq\left(1-\vartheta^{\prime}\right)|k|}\left|J_{k-\nu}(-\sigma|x|)\right|^{2}\right)^{1 / 2} \leq R_{\left(1-\vartheta^{\prime}\right)|k|}(g)
$$

the second factor being $\leq 1$ since $\sum_{k}\left|J_{k}(z)\right|^{2}=1$ for every $z$. The second term II is estimated through

$$
\begin{equation*}
\mathrm{II} \leq\|g\|_{2}\left(\sum_{|\nu|<\left(1-\vartheta^{\prime}\right)|k|}\left|J_{k-\nu}(-\sigma|x|)\right|^{2}\right)^{1 / 2} \leq\|g\|_{2} R_{\vartheta^{\prime}|k|}(J .(-\sigma|x|)) \tag{4.16}
\end{equation*}
$$

Here the argument $-\sigma|x|$ of the Bessel coefficients satisfies

$$
|-\sigma| x\left|\left|\leq|\sigma| \leq \vartheta(|k|-m)=\vartheta^{\prime}\right| k\right| \frac{\vartheta(|k|-m)}{\vartheta^{\prime}|k|} \leq \vartheta^{\prime}|k| \cdot \frac{\vartheta}{\vartheta^{\prime}}=\vartheta^{\prime}|k| \cdot \theta
$$

which means that $|-\sigma| x\left|\left|=\theta^{\prime} \vartheta^{\prime}\right| k\right|$ for some $0 \leq \theta^{\prime} \leq \theta$. The latter allows us to apply (4.13) with $n=\vartheta^{\prime}|k|$ :

$$
\begin{equation*}
R_{\vartheta^{\prime}|k|}(J .(-\sigma|x|)) \leq C e^{-\gamma(\theta)|k|} \quad \text { for } \quad|\sigma| \leq \vartheta(|k|-m) \tag{4.17}
\end{equation*}
$$

and some $\gamma(\theta)>0$.
Finally, using in this order (4.14), (4.15), (4.16), and (4.17), the error term on $\Sigma_{1}$ is

$$
\begin{align*}
\left\|\chi_{\Sigma_{1}} \hat{p}\right\|_{1} & \leq C\|h\|_{\infty} \max _{|x| \leq 1} \sum_{|k| \geq m} \int_{|\sigma| \leq \vartheta(|k|-m)}\left|d_{k}(-\sigma|x|)\right| d \sigma \\
& \leq C\|h\|_{\infty} \sum_{|k| \geq m}(|k|-m)\left(R_{\left(1-\vartheta^{\prime}\right)|k|}(g)+\|g\|_{2} e^{-\gamma(\theta)|k|}\right) \\
& \leq C\|h\|_{\infty}\left(\sum_{\nu=1}^{\infty} \nu R_{\left(1-\vartheta^{\prime}\right)(\nu+m)}(g)+\|g\|_{2} e^{-\delta(\theta) m}\right) \tag{4.18}
\end{align*}
$$

for another constant $\delta(\theta)>0$. Clearly then, (4.18) shows us that $\left\|\chi_{\Sigma_{1}} \hat{p}\right\|_{1}$ $=\|h\|_{\infty} \mathcal{O}\left(\sum_{\nu=1}^{\infty} \nu R_{\left(1-\vartheta^{\prime}\right)(\nu+m)}(g)\right)$, the exponentially decaying term being negligible. Combining this with (4.10) and (4.11) gives statement 1.

Part 8. Our last step is the error estimate $\left\|\chi_{\Gamma 1} \hat{p}\right\|_{2}$. Notice that by the definition of $\Gamma_{1}$,

$$
\begin{aligned}
\left\|\chi_{\Gamma_{1}} \hat{p}\right\|_{2}^{2} & \leq \sum_{|k| \geq m} \int_{|\sigma| \leq \min \{b, \vartheta(|k|-m)\}}\left|\hat{p}_{k}(\sigma)\right|^{2} d \sigma \\
& \leq \sum_{m \leq|k| \leq \frac{b}{\vartheta}+m} \int_{|\sigma| \leq \vartheta(|k|-m)}\left|\hat{p}_{k}(\sigma)\right|^{2} d \sigma+\sum_{|k| \geq \frac{b}{\vartheta}+m} \int_{|\sigma| \leq b}\left|\hat{p}_{k}(\sigma)\right|^{2} d \sigma=: \mathrm{III}^{2}+\mathrm{IV}^{2} .
\end{aligned}
$$

Using (4.14) and (4.17), we find

$$
\begin{aligned}
\mathrm{III}^{2} & \leq C\|h\|_{\infty}^{2} \max _{|x| \leq 1} \sum_{m \leq|k| \leq \frac{b}{\vartheta}+m} \int_{|\sigma| \leq \vartheta(|k|-m)}\left|d_{k}(-\sigma|x|)\right|^{2} d \sigma \\
& \leq C\|h\|_{\infty}^{2} \sum_{m \leq|k| \leq \frac{b}{\vartheta}+m} \int_{|\sigma| \leq \vartheta(|k|-m)}\left(R_{\left(1-\vartheta^{\prime}\right)|k|}(g)+\|g\|_{2} e^{-\delta|k|}\right)^{2} d \sigma
\end{aligned}
$$

(4.17) being applicable since $|-\sigma| x\left|\left|\leq \vartheta(|k|-m)<\vartheta^{\prime}\right| k\right|$. By the triangle inequality, and on setting $\nu=|k|-m$,

$$
\mathrm{III} \leq C\|h\|_{\infty}\left(\left(\sum_{\nu=1}^{b / \vartheta} \nu R_{\left(1-\vartheta^{\prime}\right)(\nu+m)}(g)^{2}\right)^{1 / 2}+\|g\|_{2} e^{-\gamma m}\right)
$$

for another constant $\gamma>0$. Similarly, the term IV satisfies

$$
\mathrm{IV} \leq C\|h\|_{\infty}\left(b^{1 / 2}\left(\sum_{\nu=b / \vartheta}^{\infty} R_{\left(1-\vartheta^{\prime}\right)(\nu+m)}(g)^{2}\right)^{1 / 2}+\|g\|_{2} e^{-\delta m}\right)
$$

So all together,
which in tandem with (4.12) responds to estimates 2 and 3 , again since the exponentially decaying term is negligible.

The function $h(x)$, supported on the unit disk $D$, is called essentially bandlimited if

$$
\epsilon_{0}(h, b)=\int_{|\xi|>b}|\hat{h}(\xi)| d \xi \leq C e^{-\gamma b}
$$

for certain $C>0, \gamma>0$. Equivalently, this means that $\left\|\mathcal{H}_{b} h\right\|_{1}$ decays exponentially as $b \rightarrow \infty$. By Hölder's inequality

$$
\left\|\mathcal{H}_{b} h\right\|_{W^{2,-\frac{1}{2}}} \leq\|\hat{h}\|_{\infty}^{1 / 2}\left\|\mathcal{H}_{b} h\right\|_{1}^{1 / 2} \leq C e^{-\gamma b / 2}
$$

so for an essentially bandlimited function $h(x),\left\|\mathcal{H}_{b} h\right\|_{W^{2,-\frac{1}{2}}}$ also decays exponentially (as $b \rightarrow \infty$ ).

Corollary 4.2. With the same notations as in the theorem, suppose that $b \rightarrow$ $\infty, m \rightarrow \infty$, and either $m=\mathcal{O}(b)$ or $b=\mathcal{O}(m)$. Let $h(x)$ be essentially bandlimited. Then

1. $\hat{g}_{k}=\mathcal{O}\left(|k|^{-\rho}\right)$ for some $\rho>\frac{5}{2}$ implies $\left\|p-\mathcal{S}_{K, W} p\right\|_{\infty}=\mathcal{O}\left(m^{\frac{5}{2}-\rho}\right) \rightarrow 0$.
2. $\hat{g}_{k}=\mathcal{O}\left(|k|^{-\rho}\right)$ for some $\rho>\frac{3}{2}$ implies $\left\|p-\mathcal{S}_{K, W} p\right\|_{2}=\mathcal{O}\left(m^{\frac{3}{2}-\rho}\right) \rightarrow 0$.
3. $\hat{g}_{k}=\mathcal{O}\left(|k|^{-\rho}\right)$ for some $\rho>1$ implies $\left\|p-\mathcal{S}_{K, W} p\right\|_{2}=\mathcal{O}\left(b^{\frac{1}{2}} m^{1-\rho}\right)$.

Proof. Suppose $m=\mathcal{O}(b)$; then $m \epsilon_{-1}(h, b)=\mathcal{O}\left(b \epsilon_{-1}(h, b)\right)=\mathcal{O}\left(\epsilon_{0}(h, b)\right)$. Similarly if $b=\mathcal{O}(m)$, then $m \epsilon_{-1}(h, b)=m \epsilon_{-1}(h, \mathcal{O}(m))=\mathcal{O}\left(\epsilon_{0}(h, m)\right)$. This shows that the terms involving $\epsilon_{d}(h, b)$ and $\left\|\mathcal{H}_{b} h\right\|_{W^{2,-\frac{1}{2}}}$ in Theorem 4.1 decay exponentially, and we are left with the error terms related to $g$.

To estimate these, observe that for $\rho>1, \hat{g}_{k}=\mathcal{O}\left(|k|^{-\rho}\right)$ gives $R_{k}(g)=\mathcal{O}\left(|k|^{-\rho+\frac{1}{2}}\right)$. Then

$$
R_{m}\left[R_{\left(1-\vartheta^{\prime}\right)} \cdot(g)\right]=\mathcal{O}\left(m^{-\rho+1}\right)
$$

which, using statement 3 in Theorem 4.1, gives the estimate 3. Similarly, if $\rho>3 / 2$, then

$$
\left(\sum_{\nu=1}^{\infty} \nu R_{\left(1-\vartheta^{\prime}\right)(\nu+m)}(g)^{2}\right)^{1 / 2}=\mathcal{O}\left(\left(\sum_{\nu=1}^{\infty} \nu(\nu+m)^{-2 \rho+1}\right)^{1 / 2}\right)=\mathcal{O}\left(m^{-\rho+\frac{3}{2}}\right) \rightarrow 0
$$

which, using statement 2 in Theorem 4.1, provides estimate 2.
Finally, for $\rho>\frac{5}{2}, R_{k}(g)=\mathcal{O}\left(|k|^{-\rho+\frac{1}{2}}\right)$ gives

$$
\sum_{\nu=1}^{\infty} \nu R_{\left(1-\vartheta^{\prime}\right)(\nu+m)}(g)=\mathcal{O}\left(\sum_{\nu=1}^{\infty} \nu(\nu+m)^{-\rho+\frac{1}{2}}\right)=\mathcal{O}\left(m^{\frac{5}{2}-\rho}\right)
$$

as claimed in statement 1.
The estimates $1-3$ do not include the case $\hat{g}_{k}=\mathcal{O}\left(|k|^{-1}\right)$, as $R_{\left(1-\vartheta^{\prime}\right)(\nu+m)}(g)$ is then no longer well behaved. This may be overcome by considering different norms, as we proceed to do. For $1<\alpha^{\prime}<2$ and $1 / \alpha+1 / \alpha^{\prime}=1$, define a norm $|\cdot|_{\alpha^{\prime}}$ on the physical plane by

$$
|p|_{\alpha^{\prime}}:=\|\hat{p}\|_{\alpha}=\left(\sum_{k=-\infty}^{\infty} \int_{\mathbf{R}}|\hat{p}(\sigma, k)|^{\alpha} d \sigma\right)^{1 / \alpha}
$$

which is in accordance with the norms $\|\hat{p}\|_{\alpha}$ for $\alpha=1,2$ employed before. Notice that for $1<\alpha^{\prime}<2$ these norms are less natural than the classical norms $\|\cdot\|_{\alpha^{\prime}}$, but at least an estimate $|\cdot|_{\alpha^{\prime}} \leq\|\cdot\|_{\alpha^{\prime}}$ holds (see [3, p. 177]), known as the Hausdorff-Young inequality. For $\alpha^{\prime}>2$, the Hausdorff-Young inequality is no longer true, and usage of the norms $|\cdot|_{\alpha^{\prime}}$ would then appear rather airy.

Corollary 4.3. With the same hypothesis as in Corollary 4.2, let $\hat{g}_{k}=\mathcal{O}\left(|k|^{-1}\right)$, and suppose $h(x)$ is essentially bandlimited.
4. If $1<\alpha^{\prime}<\frac{4}{3}$, then $\left|p-\mathcal{S}_{K, W} p\right|_{\alpha^{\prime}}=\mathcal{O}\left(m^{\frac{3 \alpha^{\prime}-4}{4 \alpha^{\prime}-4}}\right) \rightarrow 0$.
5. If $1<\alpha^{\prime}<2$, then $\left|p-\mathcal{S}_{K, W} p\right|_{\alpha^{\prime}}=\mathcal{O}\left(b^{\frac{\alpha^{\prime}-1}{\alpha^{\prime}}} m^{\frac{1}{2}-\frac{1}{\alpha^{\prime}}}\right)$.

Proof. We have to go through the proof of Theorem 4.1 with the norm $\| \hat{p}-$ $\left(\mathcal{S}_{K, W} p\right) \|_{\alpha}$ as in (4.5), (4.6), but with different $\alpha>2$. We estimate on the domains $\Gamma_{1}, \Gamma_{2}$. Now according to (4.12),

$$
\left\|\chi_{\Gamma_{2}} \hat{p}\right\|_{\alpha} \leq\|\hat{p}\|_{\infty}^{1-2 / \alpha}\left\|\chi_{\Gamma_{2}} \hat{p}\right\|_{2}^{2 / \alpha} \leq C\left\|\mathcal{H}_{b} h\right\|_{W^{2,-\frac{1}{2}}}^{2 / \alpha}
$$

which decays exponentially, since $h$ is essentially bandlimited. So we are left with the error estimate on $\Gamma_{1}$ involving the error terms for $g$.

Proceeding as in part 8 of the proof of Theorem 4.1, we obtain

$$
\left\|\chi_{\Sigma_{1}} \hat{p}\right\|_{\alpha}^{\alpha} \leq C \sum_{|k| \geq m}(|k|-m)\left(R_{\left(1-\vartheta^{\prime}\right)|k|}(g)+\|g\|_{2} e^{-\gamma|k|}\right)^{\alpha}=\mathcal{O}\left(\sum_{\nu=1}^{\infty} \nu R_{\left(1-\vartheta^{\prime}\right)(\nu+m)}(g)^{\alpha}\right)
$$

the exponentially decaying term being negligible. Now obviously $\hat{g}_{k}=\mathcal{O}\left(|k|^{-1}\right)$ implies $R_{\left(1-\vartheta^{\prime}\right)|k|}(g)=\mathcal{O}\left(|k|^{-1 / 2}\right)$, so for $\alpha>4$,

$$
\sum_{\nu=1}^{\infty} \nu R_{\left(1-\vartheta^{\prime}\right)(\nu+m)}(g)^{\alpha}=\mathcal{O}\left(\sum_{\nu=1}^{\infty} \nu(\nu+m)^{-\alpha / 2}\right)=\mathcal{O}\left(m^{2-\alpha / 2}\right) \rightarrow 0
$$

giving $\left|p-\mathcal{S}_{K, W} p\right|_{\alpha^{\prime}}=\mathcal{O}\left(m^{1-\alpha / 4}\right)$, which is estimate 4 . Finally, if only $\alpha>2$, we still have $\sum_{\nu} R_{\left(1-\vartheta^{\prime}\right)(\nu+m)}(g)^{\alpha}=\mathcal{O}\left(m^{1-\frac{\alpha}{2}}\right)$, which readily gives estimate 5 . This completes the proof.

The principal message of Theorem 4.1 and its corollaries is that the aliasing error associated with a choice of the bowtie region (4.3) may be attributed to two different sources. The errors on the regions $\Sigma_{2}, \Sigma_{3}$ (resp., $\Gamma_{2}$ ) decay exponentially (as $b \rightarrow \infty$ ) if $h(x)$ is essentially bandlimited. On the other hand, the error contribution from $\Sigma_{1}$, and correspondingly, from $\Gamma_{1}$, entirely depends on $g$ and no longer relates to the spatial bandwidth $b$. This error contribution decays as $m \rightarrow \infty$, but in general much slower than the other error terms. In practice, this may require choosing a rather large $m$, which may render an appropriate sampling difficult (cf. Figure 4). In detail, we have the following observations.

Remarks. (1) If $g$ is of class $\mathcal{C}_{\text {per }}^{\infty}$ or even analytic, the error from region $\Sigma_{1}$, and hence the overall aliasing error, decays rapidly as the support region $K$ grows. This is of course the case when the source is static, so we reproduce Natterer's estimates in [20, Thm. III.3.1]. Similarly, if $g(t)$ presents a full dynamic profile, starting with 0 activity, reaching its peak after uptake, and decaying back to 0 after washout, we may realistically assume that $g((T / 2 \pi) \phi) \in \mathcal{C}_{\text {per }}^{\infty}$, which again gives a fast decay as $m \rightarrow \infty$.
(2) In many practical cases, however, $g((T / 2 \pi) \phi)$ is not even of class $\mathcal{C}_{\text {per }}$. For instance if only a washout profile is scanned, we usually find $g(t)$ decaying like an exponential or a sum of exponentials, so $g((T / 2 \pi) \phi)$ is piecewise analytic but discontinuous. Here Theorem 4.1 and Corollary 4.2 are not applicable, since the Fourier coefficients of $g(t)=e^{-\lambda t}$ are $\hat{g}_{k}=\mathcal{O}\left(|k|^{-1}\right)$. In this case, we have to retreat to the estimate 4 from Corollary 4.3, which is not entirely satisfactory, as it involves a norm $|\cdot|_{\alpha^{\prime}}$ with $1<\alpha^{\prime}<2$. One may very well argue that failure of 2 -norm convergence indicates a problem in practice, and some of our experiments seem to emphasize this (cf. Figure 4).
(3) Notice that $\hat{g}_{k}=\mathcal{O}\left(|k|^{-2}\right)$ if, according to the terminology of [3], $g$ satisfies a generalized Lipschitz condition of order 2, that is, if

$$
\begin{equation*}
g(\phi+h)+g(\phi-h)-2 g(\phi)=\mathcal{O}\left(h^{-2}\right) \quad \text { as } h \rightarrow 0 \tag{4.19}
\end{equation*}
$$

uniformly in $\phi \in[0,2 \pi]$.
(4) The first 2-D Fourier analysis of the unattenuated Radon transform was presented in [22]. These authors calculate the spectrum of a point source $f(x)=\delta(x-a)$. Following their idea, one might consider a dynamic point source

$$
\begin{equation*}
f(t, x)=g(t) \delta(x-a) \tag{4.20}
\end{equation*}
$$



Fig. 3. The first two lines show the effect of the dynamic $g(t)=e^{-\lambda(2 \pi / T) t}$ on a point source located at $a=(0.56,0.8285) \in D$. The first line displays the cases $\lambda=0.1,0.4,0.6$, and 1.1 (left to right). For a fast decay, the spectrum tends to emphasize a diagonal with slope related to the position a of the source. The second line shows the energy spectra for the same dynamics, but after doubling the data. The third line shows the effect of the spatial bandwidth $b$. This may be simulated by considering sources of the form $h(x)=\phi_{a, \sigma}(x)$ with $g \equiv 1$, where $\phi_{a, \sigma}$ denotes the 2-D Gaussian with mean $a=(0.56,0.8285) \in D$ and covariance matrix $\sigma^{2} I_{2}$ for different $\sigma=0.008,0.01,0.015$, and 0.02 (left to right). For $\sigma$ not exceedingly large, $\phi_{a, \sigma}$ may be considered as compactly supported. Notice that $R \phi_{a, \sigma}(s, \omega)=\phi_{a \cdot \omega^{\perp}}(s)$ is a 1-D Gaussian, whose spectrum may be calculated analytically, cf. [15].
located at $a \in D$ and emitting with dynamic profile $g(t)$. In fact, the energy spectrum of (4.20), while obviously not bounded in $\sigma$-direction, still decays on the region $\Sigma_{1}$ (as $m \rightarrow \infty$ ). This leads to a support region of infinite bowtie shape (see Figure 3). The point of view adopted by considering sources (4.20) is useful since it directly relates the thickness of the bowtie at $\sigma=0$ to the dynamic profile $g(t)$.
(5) The analysis presented in Theorem 4.1 breaks down at an early stage when $R$ is replaced by the attenuated Radon transform. Even the Fourier slice theorem is no longer available, nor has it an equally useful alter ego. This seems to limit the analysis to numerical experiments, which is of course not entirely satisfactory. Fortunately, adopting the point of view expounded in remark 4, we may interpret attenuation as a particular type of dynamics. In fact, consider a dynamic point source (4.20) located at $a$ and attenuated through $\mu(x)$. Define the function $g_{a}(\phi)$ by

$$
g_{a}(\phi)=\exp \left\{-\int_{0}^{\infty} \mu(a+\tau \omega) d \tau\right\}, \quad \omega=(\cos \phi, \sin \phi)
$$

The attenuated Radon transform of $\delta(\cdot-a)$ is

$$
\begin{aligned}
R[\mu, \delta(\cdot-a)](s, \phi) & =\int_{-\infty}^{\infty} \delta\left(s \omega^{\perp}+\tau \omega-a\right) \exp \left\{-\int_{\tau}^{\infty} \mu\left(s \omega^{\perp}+\tau^{\prime} \omega\right) d \tau^{\prime}\right\} d \tau \\
& =\exp \left\{-\int_{a \cdot \omega}^{\infty} \mu\left(s \omega^{\perp}+\tau^{\prime} \omega\right) d \tau^{\prime}\right\} \delta\left(s-a \cdot \omega^{\perp}\right) \\
& =g_{a}(\phi) \delta\left(s-a \cdot \omega^{\perp}\right)=g_{a}(\phi) R \delta(\cdot-a)(s, \phi)
\end{aligned}
$$

Therefore, for a single camera head, according to (3.1), the sinogram of (4.20) is

$$
\begin{equation*}
p(s, \phi)=g((T / 2 \pi) \phi) g_{a}(\phi) R \delta(\cdot-a)(s, \phi) . \tag{4.21}
\end{equation*}
$$

The interpretation of (4.21) is that on a static point source, attenuation acts like a dynamic, while for a dynamic point source, it modulates the existing dynamics. The important point, however, is that as long as 360 degrees are scanned, $g_{a}(\phi)$ is smooth (as soon as $\mu(x)$ is). Therefore, one may argue that modulating the existing dynamics will not seriously slow down the convergence of the Fourier series, and attenuation will not qualitatively alter the shape of the infinite bowtie support region of the dynamic point source with profile $g(t)$. This seems to be corroborated by numerical experiments.
(6) Notice that a result similar to Theorem 4.1 and Corollary 4.2 may be obtained on a 180 -degree tour. The estimates involving Bessel functions have to be modified, but the coefficients replacing $J_{n}(\theta n)$ still decay exponentially. What makes a 180-degree tour seem more delicate is the more serious effect of attenuation. Namely, $g_{a}(\phi)$, defined on $[0, \pi]$, and continued periodically outside, will now just like $g((T / \pi) \phi)$ have a discontinuity at $\phi=0$, adding to the effect of the discontinuity of $g((T / \pi) \phi)$ at $\phi=0$. Doubling the data in the way shown in the next section will partially remedy this (see Figure 4).
5. Experiments. While the results in the previous section serve to theoretically justify the choice of a frequency window of bowtie shape, $K$, they do not readily indicate how to calculate $K$ (or rather, $m$ and $b$ ) in practice. To do this, we have to provide a practical guideline. Treating the error contributions from $\Sigma_{1}$ and $\Sigma_{2}, \Sigma_{3}$ separately, we propose the following approach.

For a dynamic profile $g(t)$ having $\hat{g}_{k}=\mathcal{O}\left(|k|^{-\rho}\right)$ for some $\rho>1$, and for a point source $\delta(\cdot-a)$ located on the unit disk $D$, consider the spectrum $\hat{p}$ of the sinogram $p$ of $f(t, x)=g(t) \delta(x-a)$. For every frequency $\sigma$ choose indices $\underline{m}(\sigma)$ and $\bar{m}(\sigma)$ such that

$$
\begin{equation*}
\sum_{\nu=\underline{m}(\sigma)}^{\bar{m}(\sigma)}\left|\hat{p}_{\nu}(\sigma)\right|^{2} \geq .98^{\frac{1}{2}} \cdot \sum_{\nu=-\infty}^{\infty}\left|\hat{p}_{\nu}(\sigma)\right|^{2}, \tag{5.1}
\end{equation*}
$$

uniformly over $a \in D$, which is to say that on each line $\sigma=$ const, $[\underline{m}(\sigma), \bar{m}(\sigma)]$ captures $98.99 \%$ of the energy of $\hat{p}(\sigma, \cdot)$ (notice $.9899=.98^{\frac{1}{2}}$ ). This procedure will, if successful for a given dynamic $g(t)$, provide an infinite region which essentially captures the energy of the spectrum $\hat{p}$ of any source of the form $f(t, x)=g(t) h(x)$, $h(x)$ supported on $D$, but not necessarily bandlimited. It is hoped that the same region will then emerge for a large variety of dynamic profiles $g(t)$.

As it turns out, this program is indeed realizable. Numerical experiments indicate that the desired infinite support region is an infinite bowtie as displayed in Figure 3, with a symmetry $\underline{m}=-\bar{m}$ apparent. In (4.3), the choice $\vartheta \approx 1$ seems justified, and for a large variety of profiles $g(t)$, the delimiters $\underline{m}, \bar{m}$ are then of the form

$$
\bar{m}(\sigma)=|\sigma|+m, \underline{m}=-\bar{m},
$$

where $m=\bar{m}(0)>0$ may be calculated explicitly through (5.1).
In a second step we now have to truncate the infinite bowtie at $\sigma= \pm b$ in order to define a bounded region $K$. This may be done by applying the same argument
again, i.e., by choosing $b$ to satisfy

$$
\begin{equation*}
\sum_{\nu=\underline{m}(\sigma)}^{\bar{m}(\sigma)} \int_{|\sigma| \leq b}\left|\hat{p}_{\nu}(\sigma)\right|^{2} d \sigma \geq .98^{\frac{1}{2}} \cdot \sum_{\nu=\underline{m}(\sigma)}^{\bar{m}(\sigma)} \int_{\mathbf{R}}\left|\hat{p}_{\nu}(\sigma)\right|^{2} d \sigma \tag{5.2}
\end{equation*}
$$

uniformly over $a \in D$. Clearly this step may require a discretization, conveniently done by FFT 2. The combined procedure (5.1), (5.2) specifies a region $K$ carrying $98 \%$ of the energy of the spectrum $\hat{p}$.

A second and easier way to specify a bowtie (4.3) is to discretize the spectrum $\hat{p}$ into a frame of size $S \times S$, say, and then find a tolerance $\epsilon>0$ to the effect that within the chosen frame, $\hat{p} \chi_{\{|\cdot| \geq \epsilon\}}$ carries $98 \%$ of the energy of $\hat{p}$. Both procedures turn out to be in good agreement, which reinforces the choice (4.3).

Let us now consider an application with experimental data, exhibiting the typical problem with a discontinuous time profile. The study shown in Figure 4 uses a phantom built at Vancouver General Hospital [4] and was performed with a Siemens Multispect-3 (MS3) triple head camera with a low energy ultra high resolution (LEUHR) collimator. Only data from one of the camera heads were used to simulate the case of a single head camera.

The phantom, a $17-\mathrm{ml}$ container shown in Figure 4(a), is connected to a supply and a drain and equipped with a mixing propeller to guarantee a homogeneous flow. The container was initially filled with Tc- 99 m of approximately 40 MBq radio activity. The activity was diluted and washed out through uniform water flow, producing approximately a single exponential decay with estimated half-life of 3 minutes. The plot of the total activities of the 64 views of a slice selected at the horizontal pixel position 38 is shown in Figure $4(\mathrm{~b})$. The sinogram of the selected slice is shown in (c), indicating that 180 degrees have been scanned with 64 stops and a camera cross section divided into 64 bins. The time for the total scan was $T=10$ minutes.

Figure $4(\mathrm{~d})$ shows the energy spectrum of Figure $4(\mathrm{c})$, obtained via zero filling into a $400 \times 400$ frame, applying the 2-D FFT, taking absolute values, and rearranging the image so that high frequencies are at the edges.

The energy spectrum Figure 4(d), expected to resemble a bowtie shape, is blotted by a high energy band in vertical direction. According to theory, this high energy band should not exist here - unless some of the hypothesis on which the results in section 4 are based turned out to be violated. As a list of possible explanations we offer the following.
(1) The sinogram, being blurred by attenuation and scatter, may contain noise components not modeled in (3.2), whose spectra contribute to the vertical band.
(2) The bowtie region (4.3) was obtained under the hypothesis that the object is contained in the unit disk. While this is the case for the selected slice, we have to remember that the radiating object is $3-\mathrm{D}$, and neighboring slices contribute to the data through scatter and collimator blurring. Some of these recorded events may be mistaken as coming from outside the unit circle.
(3) The problem evoked before: the recorded data present a washout with approximately single exponential decay, see Figure $4(\mathrm{~b})$, causing a discontinuity of $g((T / \pi) \phi)$ at $\phi=0$. The high energy band visible in Figure 4(d) may indicate the failure of convergence of the Fourier series at $\phi=0$, or rather, that a very large $m=\bar{m}(0)$ is required in (5.1).


Fig. 4. Experimental data from Vancouver General Hospital, obtained with a Siemens Multispect-3 triple head camera.
(4) Since a 180-degree sector has been scanned, the sinogram, along with the discontinuity in time, has a singularity in the spatial variable, visible in Figure 4(e) as a kink, which may as well be responsible for the phenomenon.
In order to decide which of these items is likely to cause the phenomenon of Figure 4(c), we double the data by flipping the sinogram with respect to the axis $\phi=0$, including the reverse data among a new symmetric sinogram of size $128 \times 64$, displayed in Figure $4(\mathrm{e})$. The doubled sinogram now has an increase of activity on $[-\pi, 0]$, followed by the original period of decay on $[0, \pi]$.

The effect of the doubling procedure, while theoretically improving the signal to be of class $\mathcal{C}_{\text {per }}(-\pi, \pi)$, is dramatic in the case of our experiment. The energy spectrum Figure $4(f)$ of the doubled sinogram no longer exhibits the erratic vertical energy band and quite reasonably displays the bowtie form predicted by theory. As the decay profile of the bottle may very well be approximated by an exponential $e^{-\lambda \phi}$, the doubling procedure may even theoretically be justified. While the Fourier coefficients of $e^{-\lambda \phi}$ are $\mathcal{O}\left(|k|^{-1}\right)$, the doubled signal $e^{-\lambda|\phi|}$ on $[-\pi, \pi]$ has Fourier coefficients $c_{k}=\left(1+(-1)^{k+1} e^{-\lambda \pi}\right) \frac{2 \lambda}{\lambda^{2}+k^{2}}=\mathcal{O}\left(|k|^{-2}\right)$. In any case, we strongly recommend the doubling procedure, particularly if the dynamic is relatively fast.

In order to indicate that the phenomenon in Figure 4(d) is not due to any of the noise effects evoked in items (1) and (2) of our list, one may create an artificial 2-D object, resembling the true slice of the bottle, with activity distribution a properly
scaled 2-D Gaussian. For the dynamics one would substitute a single exponential decay found by inspecting the cumulative activity plot Figure 4(b). The result, not displayed here, shows that the Gibbs phenomenon is still apparent, reinforcing our explanation (3).

Finally, to discriminate item (3) from the possible explanation (4), we have scanned the bottle from a different position (Figure 4(a)), the sinogram of the corresponding slice shown in Figure $4(\mathrm{~g})$, and selected to the effect that in the doubled sinogram in Figure 4(i) the spatial singularity is removed. The energy spectra in Figure $4(\mathrm{~h})$, belonging to in Figure $4(\mathrm{~g})$, and in Figure $4(\mathrm{j})$, belonging to Figure 4(i), show that the result is qualitatively the same, indicating that the phenomenon (4) is less serious than (3).
6. Resolution. We present the promised guideline on how to acquire data with a rotating SPECT camera. Consider exemplarily the case of a single camera head rotating over a 180-degree tour. Doubling the data will then give a 360 -degree sinogram. Suppose the dynamic source $f(t, x)$ is of the form $g_{1}(t) h_{1}(x)+\cdots+g_{r}(t) h_{r}(x)$, with the $h_{i}(x)$ supported on the unit disk. Assume that the unit circle is completely visible from each camera position, which means that a camera cross section has length 2. Assume that the cross section is divided into 64 bins, giving $\Delta s=1 / 32$. Since the Nyquist rate is $\Delta s=\pi / b$, the best possible bandwidth is $b=32 \pi$, a fact we may not easily debate if the resolution of the camera has to be considered a fixed technical parameter.

According to (4.4), the sampling parameters in the frequency plane are $\Delta \sigma=b$, $\Delta k=[b]+2 m$, where we have chosen $\vartheta \approx 1$, as validated by the numerical experiments in section 4. Using (4.4), this gives

$$
\begin{equation*}
\Delta s=\frac{\pi}{b}, \quad \Delta \phi=\frac{\pi}{[b]+2 m} \tag{6.1}
\end{equation*}
$$

Let us consider the case where a washout (with decreasing activity) is scanned. As it comes out, tracer dynamics are often described by a compartmental model (cf. [11]), and accordingly the dynamic source is represented as a sum of exponentials

$$
f(t, x)=h_{1}(x) e^{-\lambda_{1}(\pi / T) t}+\cdots+h_{r}(x) e^{-\lambda_{r}(\pi / T) t}
$$

with $\lambda_{i} \geq 0$ (decay to 0 at infinity) and where the $h_{i}(x)$ are supported on the unit disk $D$. In practice we may usually exhibit $\lambda_{i} \leq \lambda$, the fastest dynamic to be expected. Then the bowtie region may be estimated by considering a source of the form $f(t, x)=$ $h(x) g(t)=h(x) e^{-\lambda(\pi / T) t}$.

As $g((T / \pi) \phi)=e^{-\lambda \phi}$, doubling the data as suggested in our approach gives the dynamic profile $e^{-\lambda|\phi|}$ over $-\pi \leq \phi \leq \pi$. Estimating the thickness $m=m(\lambda)$ of the bowtie as a function of $\lambda$, based on (5.1), yields the approximate linear relationship

$$
\begin{equation*}
m(\lambda) \approx \frac{3}{8} \lambda+1 \tag{6.2}
\end{equation*}
$$

which we exploit a little further by considering a realistic situation comparable to the one in our experiment.

Suppose that the total acquisition time of the scan is $T=10$ minutes, while the shortest expected half-life is of the order of 2 minutes. Then $t_{\frac{1}{2}}=T \log 2 / \pi \lambda=.2 T$, giving $\lambda=\log 2 / .2 \pi \approx 1.1$. Hence $g((T / \pi) \phi)=\exp \{(-\log 2 / .2 \pi)|\phi|\}=\exp \{-1.1|\phi|\}$, which through (6.2) suggests $m \approx 1.4$. In view of (6.1), this gives $\Delta \phi \approx .06=3.44$
degrees as satisfactory for practical purposes. The interpretation is that an appropriate sampling of the doubled signal over 360 degrees requires approximately 105 views, that is, 53 views over 180-degrees. This is not in complete agreement with the actual policies (cf. [16]), where we often prefer to take 64 views on a 180-degree tour. As our scenario ignores the noise contributions, 53 views may in practice be barely sufficient, and we consider 64 views as a practical guideline on 180 degrees.

Remark. Formula (6.1) may be interpreted as an uncertainty principle. Assume that a minimum $\Delta \phi$ has been specified by the user to guarantee a sufficient number of recorded counts per camera position. Then we may consider $[b]+2 m$ as fixed. So within certain limits, we may either increase $m$ and capture faster dynamics, paying eventually by a loss in spatial resolution (by decreasing $b$ ), or we may conversely choose a better spatial resolution by increasing $b$, bearing the risk that some of the faster dynamics may not be adequately represented.
7. Filtering. In this last section we discuss a policy for the 2-D filtering of the sinogram data. Notice that filtering of the projection data is currently done in one dimension, that is, every projection is filtered separately. In the static case, this does not cause any particular difficulty, as the same filter may be used for all projections. To that effect, various filters have been around for years, and their application is well understood.

The situation is a little more complicated in dSPECT, as the overall activity changes from view to view. 1-D filtering may now require adapting an individual filter to each projection, and it may then seem more attractive to do a 2-D filtering, based on the insights of section 4. In particular, a 2-D filter, if based on the 2-D Fourier transform, may use the bowtie shape of the spectrum of the Radon transform, and may therefore incorporate information not easily assessed through a 1-D procedure. We therefore propose the following frequency domain based 2-D filtering procedure, which incorporates the theoretical results obtained in previous sections.

To render the situation even more interesting, we modify the experiment from section 5 by scanning four bottles of the type shown in Figure 4(a). We arrange a washout through continuous water flow of different half-lives between 2 and 6 minutes. Starting out with the $64 \times 64$ sinogram (Figure 5, top left), we double data (top row right) as done previously, and include them into a frame of zeros of considerably larger size $L \times L$ (zero filling), where usually $L=200$ or $L=400$. The 2-D FFT is applied to the enlarged signal. Filtering is now performed in the frequency domain by multiplying the $L \times L$ spectrum with a 2 -D window function:

$$
w_{m, b}(x, y)=\phi(x / b) \phi(y /(m+x))
$$

with $-L / 2 \leq x, y \leq L / 2$ integer and parameters $m, b \leq L / 2$. The window function satisfies $\phi(0)=1, \phi(t)=0$ for $|t| \geq 1$ and could be any of the standard 1-D lag windows. Figure 5 (second row) displays several filters with the choice $L=200, b$ ranging from 100 to 70 , and $m$ ranging from 80 to 20 .

Rows 3-6 show the effect of the 2-D filtering of these window functions. The left-hand picture shows three projections (number 4, number 19, and number 61). The dotted line shows the original data, the continuous line shows the filtered curves. The right-hand diagram shows the smoothing effect of the filters on the sum plot. The latter indicates the success of the doubling, as the same filtering applied to the simple sinogram would exhibit a Gibbs phenomenon at $\phi=0$.


Fig. 5. 2-D filtering of experimental data.
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# SECOND ORDER SINGULAR PERTURBATION MODELS FOR PHASE TRANSITIONS* 
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#### Abstract

Singular perturbation models involving a penalization of the first order derivatives have provided a new insight into the role played by surface energies in the study of phase transitions problems. It is known that if $W: \mathbb{R}^{d} \rightarrow[0,+\infty)$ grows at least linearly at infinity and it has exactly two potential wells of level zero at $a, b \in \mathbb{R}^{d}$, then the $\Gamma\left(L^{1}\right)$-limit of the family of functionals


$$
\mathcal{F}_{\varepsilon}(u):= \begin{cases}\int_{\Omega}\left(\frac{W(u)}{\varepsilon}+\varepsilon|\nabla u|^{2}\right) d x & \text { if } u \in W^{1,2}\left(\Omega ; \mathbb{R}^{d}\right), \\ +\infty & \text { if } u \in L^{1}\left(\Omega ; \mathbb{R}^{d}\right) \backslash W^{1,2}\left(\Omega ; \mathbb{R}^{d}\right),\end{cases}
$$

where $\Omega$ is a bounded, open set in $\mathbb{R}^{N}$, is given by

$$
\mathcal{F}(u):= \begin{cases}\mathbf{m} \operatorname{Per}_{\Omega}(\{u=a\}) & \text { if } u \in B V(\Omega ;\{a, b\}), \\ +\infty & \text { otherwise },\end{cases}
$$

for a suitable constant $\mathbf{m}$ depending on the energy density $W$. In this paper, and motivated by the study of phase transitions for nonlinear elastic materials, the $\Gamma\left(L^{1}\right)$-limit is obtained in the case where in $\mathcal{F}_{\varepsilon}(u)$ the penalization term $\varepsilon|\nabla u|^{2}$ is replaced by $\varepsilon^{3}\left|\nabla^{2} u\right|^{2}$, for $u \in W^{2,2}\left(\Omega ; \mathbb{R}^{d}\right)$. The resulting functional is of the same form as $\mathcal{F}(u)$ above.
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1. Introduction. In this paper we show that the $\Gamma\left(L^{1}\right)$-limit of the family of singular perturbations

$$
\mathcal{F}_{\varepsilon}(u):= \begin{cases}\int_{\Omega}\left(\frac{W(u)}{\varepsilon}+\varepsilon^{3}\left|\nabla^{2} u\right|^{2}\right) d x & \text { if } u \in W^{2,2}\left(\Omega ; \mathbb{R}^{d}\right) \\ +\infty & \text { if } u \in L^{1}\left(\Omega ; \mathbb{R}^{d}\right) \backslash W^{2,2}\left(\Omega ; \mathbb{R}^{d}\right)\end{cases}
$$

where $W: \mathbb{R}^{d} \rightarrow[0,+\infty)$ grows at least linearly at infinity and has exactly two potential wells of zero level at $a, b \in \mathbb{R}^{d}$, is given by

$$
\mathcal{F}(u):= \begin{cases}\operatorname{m}_{\operatorname{Per}}^{\Omega} & (\{u=a\}) \\ +\infty & \text { if } u \in B V(\Omega ;\{a, b\}), \\ \text { otherwise }\end{cases}
$$

with

$$
\mathbf{m}:=\min \left\{\int_{\mathbb{R}}\left(W(f)+\left|f^{\prime \prime}\right|^{2} d t: f \in W_{\mathrm{loc}}^{2,2}\left(\mathbb{R} ; \mathbb{R}^{d}\right), \lim _{t \rightarrow+\infty} f(t)=b, \lim _{t \rightarrow-\infty} f(t)=a\right\}\right.
$$

[^53]Singular perturbations of nonconvex, multiple-well variational problems may be found in gradient strain theories in plasticity, ferromagnetics, and other areas of materials science and engineering. In particular, within the context of phase transitions of nonlinear elastic materials, let $W: \mathbb{R}^{d \times N} \rightarrow[0,+\infty)$ be the stored energy density of a material with reference configuration an open, bounded set $\Omega \subset \mathbb{R}^{N}$, and which may undergo a phase transformation. This material instability may be due, in part, to the multiple-well profile of $W$. For simplicity, assume that

$$
W(\xi)=0 \text { if and only if } \xi \in\{A, B\},
$$

where $\operatorname{rank}(A-B)=1$. Let us assume further that equilibria for fixed phase volume fraction are determined by minimum energy; physically, this model is oversimplified since it is incompatible with the frame indifference requirement; it does not take into account material symmetries, evolution is neglected, and there is no heat diffusion. Then we are led to (see [20, 22])

$$
\min \left\{\int_{\Omega} W(\nabla u) d x: u \in W^{1,1}\left(\Omega ; \mathbb{R}^{d}\right), \int_{\Omega} \nabla u d x=\mathcal{L}^{N}(\Omega)(\theta A+(1-\theta) B)\right\},
$$

where $\theta \in(0,1)$ is a fixed volume fraction, and $\mathcal{L}^{N}$ stands for the $N$-dimensional Lebesgue measure in $\mathbb{R}^{N}$. Due to the rank-one compatibility between $A$ and $B$, there are infinitely many laminates with strain gradients alternating between $A$ and $B$ which will minimize the total bulk energy. As in the Cahn-Hilliard model for liquid-liquid phase transformations with underlying variational formulation

$$
\min \left\{\int_{\Omega} W(u) d x: u \in L^{1}\left(\Omega ; \mathbb{R}^{d}\right), \int_{\Omega} u d x=\mathcal{L}^{N}(\Omega)(\theta a+(1-\theta) b)\right\},
$$

where $\{W=0\}=\{a, b\}$, and with corresponding family of singular perturbations (see [10, 12, 13, 22, 25, 28, 29, 30, 32, 33])

$$
\int_{\Omega}\left(W(u)+\varepsilon^{2}|\nabla u|^{2}\right) d x
$$

we attempt to resolve the lack of uniqueness by considering higher gradient penalizations. This is in agreement with higher strain gradient theories in plasticity. To this end, for any open set $A \subset \Omega$ we introduce the family

$$
J_{\varepsilon}(u ; A):=\int_{A}\left(W(\nabla u)+\varepsilon^{2}\left|\nabla^{2} u\right|\right) d x \text {. }
$$

The characterization of the $\Gamma\left(L^{1}\right)$-limit of these functionals, and, in particular, of the asymptotic behavior of minimizers as $\varepsilon \rightarrow 0^{+}$, is work under progress by Fonseca and Tartar [21]. Here the main difficulties are, essentially, the need to use intrinsically vectorial techniques and the proof of the locality of the $\Gamma\left(L^{1}\right)$-limit. The use of vectorial techniques was successfully exploited in the variational study of the eikonal equation, seen as a partial differential constraint on finite limiting energy fields when in $J_{\varepsilon}$ the density $W$ is allowed to vanish on the sphere (see [5, 8, 9, 18, 26, 27, 24]). In the attempts to ascertain locality, the problems encountered seem to stem from the higher order derivative in the model. Precisely, if we knew that the subadditivity property

$$
\Gamma\left(L^{1}\right)-\lim _{\varepsilon \rightarrow 0^{+}} J_{\varepsilon}(u ; A) \leq \Gamma\left(L^{1}\right)-\lim _{\varepsilon \rightarrow 0^{+}} J_{\varepsilon}(u ; B)+\Gamma\left(L^{1}\right)-\lim _{\varepsilon \rightarrow 0^{+}} J_{\varepsilon}(u ; A \backslash \bar{C})
$$

holds whenever $A, B, C$ are open subsets of $\Omega$ with $C \subset \subset B \subset \subset A$, then we would be able to ensure that $\Gamma\left(L^{1}\right)-\lim _{\varepsilon \rightarrow 0^{+}} J_{\varepsilon}(u ; \cdot)$ is a measure, and therefore RadonNikodym theorem and a blow-up argument around points on the laminate surfaces would easily yield

$$
\Gamma\left(L^{1}\right)-\lim _{\varepsilon \rightarrow 0^{+}} J_{\varepsilon}(u ; \Omega):= \begin{cases}\widehat{\mathbf{m}} \operatorname{Per}_{\Omega}(\{\nabla u=A\}) & \text { if } \nabla u \in B V(\Omega ;\{A, B\}) \\ +\infty & \text { otherwise }\end{cases}
$$

for an appropriate surface energy density $\widehat{\mathbf{m}}$. This program may be carried out successfully in the Cahn-Hilliard model where the penalization is of first order. For this reason, and motivated in part by the need to isolate the understanding of the role played by higher order penalizations and the obstacles that they may introduce, we take a step further in the simplification of the original model for $J_{\varepsilon}$, and we consider the family $\mathcal{F}_{\varepsilon}$ as defined above.

We note that higher order perturbations of nonconvex problems have been studied recently within the framework of free discontinuity problems. In particular, elliptic regularizations with second order terms were proposed for the approximation of free discontinuity problems related to the Mumford-Shah model for image segmentation in computer vision (see, e.g., $[3,4,15,14]$ ).

The one-dimensional problem encapsules the main features of the model. Indeed the relevant contributions of this paper may be found in the next section where, using a priori bounds provided by Gagliardo and Nirenberg inequalities, we are able to show that the limiting energy minimizers are two-phase fields with minimal interfacial perimeter. Further, the resulting interfacial energy per unit area, m, may be computed explicitly as the solution of an auxiliary minimization problem, corresponding to the one-dimensional energetically efficient profiles which connect $a$ at $-\infty$ to $b$ at $+\infty$. The extension of these results to the $N$-dimensional case follows a standard slicing argument that enables us to reduce it to the one-dimensional setting.
2. The one-dimensional problem. Let $W: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a continuous function satisfying the following hypotheses:
(H1) $W(u)=0$ if and only if $u \in\{a, b\}$;
(H2) there exist constants $C>0, R>\max \{|a|,|b|\}$, such that if $|u|>R$, then $W(u) \geq C|u|-1 / C$.

Let $I:=(\alpha, \beta)$ be a fixed open interval in $\mathbb{R}$. Consider the family of functionals indexed by the parameter $\varepsilon>0$, and defined as

$$
\mathcal{F}_{\varepsilon}(u):= \begin{cases}\int_{I}\left(\frac{W(u)}{\varepsilon}+\varepsilon^{3}\left|u^{\prime \prime}\right|^{2}\right) d t & \text { if } u \in W^{2,2}\left(I ; \mathbb{R}^{d}\right) \\ +\infty & \text { if } u \in L^{1}\left(I ; \mathbb{R}^{d}\right) \backslash W^{2,2}\left(I ; \mathbb{R}^{d}\right)\end{cases}
$$

We seek to identify the limiting states corresponding to sequences of minimizers for $\mathcal{F}_{\varepsilon}(\cdot)$, and to this purpose we will use the notion of $\Gamma\left(L^{1}\right)$-convergence. We recall some basic notions on $\Gamma\left(L^{1}\right)$-convergence (for a detailed, comprehensive study we refer the reader to [17]). Let $\Omega$ be an open, bounded subset of $\mathbb{R}^{N}$.

Definition 2.1. Let $F_{n}: L^{1}\left(\Omega ; \mathbb{R}^{d}\right) \rightarrow[-\infty,+\infty]$ and $u \in L^{1}\left(\Omega ; \mathbb{R}^{d}\right)$. We define

$$
\Gamma\left(L^{1}\right)-\liminf F_{n}(u):=\inf \left\{\liminf _{n \rightarrow \infty} F_{n}\left(u_{n}\right): u_{n} \rightarrow u \quad \text { in } L^{1}\left(\Omega ; \mathbb{R}^{d}\right)\right\}
$$

and

$$
\Gamma\left(L^{1}\right)-\lim \sup F_{n}(u):=\inf \left\{\limsup _{n \rightarrow \infty} F_{n}\left(u_{n}\right): u_{n} \rightarrow u \quad \text { in } L^{1}\left(\Omega ; \mathbb{R}^{d}\right)\right\}
$$

If $\Gamma\left(L^{1}\right)-\liminf F_{n}(u)=\Gamma\left(L^{1}\right)-\limsup F_{n}(u)$, then the common value is called the $\Gamma\left(L^{1}\right)$-limit of $F_{n}$ at $u$, and is denoted by $\Gamma\left(L^{1}\right)-\lim F_{n}(u)$.

Moreover, given a family $F_{\varepsilon}: L^{1}\left(\Omega ; \mathbb{R}^{d}\right) \rightarrow[-\infty,+\infty], \varepsilon>0$, if $u \in L^{1}\left(\Omega ; \mathbb{R}^{d}\right)$, then we say that $\Gamma\left(L^{1}\right)-\lim F_{\varepsilon}(u)=F(u)$ if $F(u)=\Gamma\left(L^{1}\right)-\lim F_{\varepsilon_{n}}(u)$ for every sequence $\varepsilon_{n} \rightarrow 0^{+}$.

It can be shown that $F(u)=\Gamma\left(L^{1}\right)$-limit of $F_{\varepsilon}$ at $u$ if and only if
(i) for every sequences $\left\{u_{n}\right\}$ and $\left\{\varepsilon_{n}\right\}$ such that $u_{n} \rightarrow u$ in $L^{1}\left(\Omega ; \mathbb{R}^{d}\right)$ and $\varepsilon_{n} \rightarrow 0^{+}$

$$
F(u) \leq \liminf _{n \rightarrow \infty} F_{\varepsilon_{n}}\left(u_{n}\right) ;
$$

(ii) for every sequence $\left\{\varepsilon_{n}\right\}$ converging to $0^{+}$there exists a sequence $\left\{u_{n}\right\}$ such that $u_{n} \rightarrow u$ in $L^{1}\left(\Omega ; \mathbb{R}^{d}\right)$ and

$$
F(u)=\lim _{n \rightarrow \infty} F_{\varepsilon_{n}}\left(u_{n}\right)
$$

In what follows $C$ denotes a generic positive constant which may vary from one formula to the next and from line to line. Also, $\mathcal{L}^{N}$ stands for the Lebesgue measure in $\mathbb{R}^{N}$, and $B(x, \delta)$ is the ball centered at the point $x$ and with radius $\delta>0$.

## Define

$$
\mathcal{A}:=\left\{f \in W_{\mathrm{loc}}^{2,2}\left(\mathbb{R} ; \mathbb{R}^{d}\right): f(t)=b \text { if } t>C, f(t)=a \text { if } t<-C \text { for some } C>0\right\}
$$

and

$$
\begin{equation*}
\mathbf{m}:=\inf \left\{\int_{\mathbb{R}}\left(W(f)+\left|f^{\prime \prime}\right|^{2}\right) d t: f \in \mathcal{A}\right\} \tag{2.1}
\end{equation*}
$$

The main theorem of this section is the following.
Theorem 2.2. For every $u \in L^{1}\left(I ; \mathbb{R}^{d}\right)$

$$
\Gamma\left(L^{1}\right)-\lim _{\varepsilon \rightarrow 0^{+}} \mathcal{F}_{\varepsilon}(u)= \begin{cases}\operatorname{m}_{\operatorname{Per}_{I}(\{u=a\})} & \text { if } u \in B V(I ;\{a, b\}) \\ +\infty & \text { otherwise }\end{cases}
$$

Compactness for energy bounded sequences will rely heavily on the following interpolation inequality due to Gagliardo [23] and Nirenberg [31].

Proposition 2.3. Let $\Omega$ be a bounded, open, Lipschitz subset of $\mathbb{R}^{N}$. If $u \in$ $L^{1}\left(\Omega ; \mathbb{R}^{d}\right)$ and $\nabla^{2} u \in L^{2}\left(\Omega ; \mathbb{R}^{d}\right)$, then $u \in W^{2,2}\left(\Omega ; \mathbb{R}^{d}\right)$ and

$$
\begin{equation*}
\|\nabla u\|_{L^{4 / 3}} \leq C\left(\|u\|_{L^{1}}^{1 / 2}\left\|\nabla^{2} u\right\|_{L^{2}}^{1 / 2}+\|u\|_{L^{1}}\right) \tag{2.2}
\end{equation*}
$$

where $C=C(\Omega, N, d)$.
In what follows we will also use the following interpolation inequality.
Lemma 2.4. Let $\varphi:(0,+\infty) \rightarrow \mathbb{R}$ be a convex, nondecreasing function in $\mathbb{R}^{+}$, and let $J$ be $\mathbb{R}$ or a half-line. Then for every function $u \in L_{\mathrm{loc}}^{1}\left(J ; \mathbb{R}^{d}\right)$ with $u^{\prime \prime} \in L_{\mathrm{loc}}^{1}\left(J ; \mathbb{R}^{d}\right)$ we have

$$
\begin{equation*}
\int_{J} \varphi\left(\frac{\left|u^{\prime}\right|}{4 d}\right) d t \leq \frac{3}{4} \int_{J}\left[\varphi(|u|)+\varphi\left(\left|u^{\prime \prime}\right|\right)\right] d t \tag{2.3}
\end{equation*}
$$

Proof. The case where $\varphi(t)=|t|^{p}$ may be found in Adams [1, Lemma 4.10]. First consider the real valued case where $d=1$. Given $u \in W^{2,1}(0,1)$, fix $\theta \in(0,1 / 3)$ and $\eta \in(2 / 3,1)$, and by virtue of the mean value theorem, find $\xi \in(0,1)$ such that

$$
u^{\prime}(\xi)=\frac{u(\theta)-u(\eta)}{\theta-\eta}
$$

hence,

$$
\left|u^{\prime}(x)\right| \leq \frac{|u(\theta)-u(\eta)|}{|\theta-\eta|}+\int_{\xi}^{x}\left|u^{\prime \prime}\right| d t \leq \frac{|u(\theta)-u(\eta)|}{|\theta-\eta|}+\int_{0}^{1}\left|u^{\prime \prime}\right| d t
$$

for all $x \in(0,1)$, which, by the choice of $\theta$ and $\eta$, implies that

$$
\left|u^{\prime}(x)\right| \leq 3|u(\theta)|+3|u(\eta)|+\int_{0}^{1}\left|u^{\prime \prime}\right| d t \quad \text { for all } x \in(0,1)
$$

Integrating in $\theta$ and $\eta$ and multiplying both sides by 9 we get

$$
\begin{aligned}
\left|u^{\prime}(x)\right| & \leq 3 \int_{0}^{1 / 3}|u| d t+3 \int_{2 / 3}^{1}|u| d t+\int_{0}^{1}\left|u^{\prime \prime}\right| d t \\
& \leq 3 \int_{0}^{1}|u| d t+\int_{0}^{1}\left|u^{\prime \prime}\right| d t
\end{aligned}
$$

for all $x \in(0,1)$. Now, dividing both sides by 4 , and using the convexity and monotonicity properties of $\varphi$, together with Jensen's inequality, we obtain

$$
\begin{aligned}
\varphi\left(\frac{\left|u^{\prime}(x)\right|}{4}\right) & \leq \varphi\left(\frac{3}{4} \int_{0}^{1}|u| d t+\frac{1}{4} \int_{0}^{1}\left|u^{\prime \prime}\right| d t\right) \\
& \leq \frac{3}{4} \varphi\left(\int_{0}^{1}|u| d t\right)+\frac{1}{4} \varphi\left(\int_{0}^{1}\left|u^{\prime \prime}\right| d t\right) \\
& \leq \frac{3}{4} \int_{0}^{1}\left[\varphi(|u|)+\varphi\left(\left|u^{\prime \prime}\right|\right)\right] d t
\end{aligned}
$$

for all $x \in(0,1)$.
Finally, integrating in $x$ we have

$$
\int_{0}^{1} \varphi\left(\frac{\left|u^{\prime}\right|}{4}\right) d t \leq \frac{3}{4} \int_{0}^{1}\left[\varphi(|u|)+\varphi\left(\left|u^{\prime \prime}\right|\right)\right] d t
$$

Dividing $J$ in disjoint intervals of length 1 and applying this argument to each one of them we conclude that

$$
\int_{J} \varphi\left(\frac{\left|u^{\prime}\right|}{4}\right) d t \leq \frac{3}{4} \int_{J}\left[\varphi(|u|)+\varphi\left(\left|u^{\prime \prime}\right|\right)\right] d t
$$

If $u$ takes values in $\mathbb{R}^{d}, d \geq 2$, then

$$
\begin{aligned}
\int_{J} \varphi\left(\frac{\left|u^{\prime}\right|}{4 d}\right) d t & \leq \int_{J} \varphi\left(\sum_{i=1}^{d} \frac{\left|u_{i}^{\prime}\right|}{4 d}\right) d t \\
& \leq \frac{1}{d} \sum_{i=1}^{d} \int_{J} \varphi\left(\frac{\left|u_{i}^{\prime}\right|}{4}\right) d t \\
& \leq \frac{3}{4 d} \sum_{i=1}^{d} \int_{J}\left[\varphi\left(\left|u_{i}\right|\right)+\varphi\left(\left|u_{i}^{\prime \prime}\right|\right)\right] d t \\
& \leq \frac{3}{4 d} \sum_{i=1}^{d} \int_{J}\left[\varphi(|u|)+\varphi\left(\left|u^{\prime \prime}\right|\right)\right] d t \\
& =\frac{3}{4} \int_{J}\left[\varphi(|u|)+\varphi\left(\left|u^{\prime \prime}\right|\right)\right] d t
\end{aligned}
$$

which proves the lemma.
In that which follows we will exploit the auxiliary functions $G, H: \mathbb{R}^{2 d} \rightarrow \mathbb{R}$, which take into account the energy stored on an interfacial layer

$$
\begin{array}{r}
G(w, z):=\inf \left\{\int_{0}^{1}\left(W(g)+\left|g^{\prime \prime}\right|^{2}\right) d t: g \in C^{2}\left([0,1] ; \mathbb{R}^{d}\right), g(0)=w, g(1)=b\right. \\
\left.g^{\prime}(0)=z, g^{\prime}(1)=0\right\} \\
H(w, z)=\inf \left\{\int_{0}^{1}\left(W(h)+\left|h^{\prime \prime}\right|^{2}\right) d t: h \in C^{2}\left([0,1] ; \mathbb{R}^{d}\right), h(0)=a, h(1)=w\right. \\
\left.h^{\prime}(0)=0, h^{\prime}(1)=z\right\}
\end{array}
$$

Testing $G$ and $H$ with third degree polynomials $g$ and $h$, respectively, satisfying the boundary conditions, it can be shown that

$$
\begin{equation*}
\lim _{(w, z) \rightarrow(b, 0)} G(w, z)=0, \quad \lim _{(w, z) \rightarrow(a, 0)} H(w, z)=0 . \tag{2.4}
\end{equation*}
$$

Lemma 2.5. The constant $\mathbf{m}$ is positive and

$$
\mathbf{m}=\min \left\{\int_{\mathbb{R}}\left(W(f)+\left|f^{\prime \prime}\right|^{2}\right) d t: f \in W_{\mathrm{loc}}^{2,2}\left(\mathbb{R} ; \mathbb{R}^{d}\right), \lim _{t \rightarrow+\infty} f(t)=b, \lim _{t \rightarrow-\infty} f(t)=a\right\}
$$

Proof. Step 1. We start by proving that $\mathbf{m}>0$. Suppose that $\mathbf{m}=0$ and let $\left\{f_{n}\right\}$ be a minimizing sequence of admissible functions in $\mathcal{A}$. Let

$$
S:=\left\{x \in \mathbb{R}^{d}:|x-a|=\frac{|b-a|}{2}\right\}
$$

By the Sobolev embedding theorem each function $f_{n}$ belongs to $C^{1}\left(\mathbb{R} ; \mathbb{R}^{d}\right)$, and since $f_{n}(t)=b$ for $t>M_{n}$ and $f_{n}(t)=a$ if $t<-M_{n}$ for a suitable $M_{n}>0$, there must
exist a point $t_{n} \in \mathbb{R}$ such that $f_{n}\left(t_{n}\right) \in S$. By performing a simple translation in the variable, with no loss of generality, we may assume that $f_{n}(0) \in S$. As $\mathbf{m}=0$, we have that $\left\|f_{n}^{\prime \prime}\right\|_{L^{2}} \rightarrow 0$; moreover, by (H2), fixed a bounded interval $J \subset \mathbb{R}$ containing the origin, $\left\{f_{n}\right\}$ is equibounded in $L^{1}\left(J ; \mathbb{R}^{d}\right)$, and Proposition 2.3 implies that $\left\{f_{n}^{\prime}\right\}$ is equibounded in $L^{4 / 3}\left(J ; \mathbb{R}^{d}\right)$. Therefore, by the Sobolev embedding theorem it follows that $\left\{f_{n}\right\}$ is bounded in $W^{2,2}\left(J ; \mathbb{R}^{d}\right)$, and we may extract a subsequence $\left.f_{n_{i}}\right|_{J}$ of restricted functions converging in $W^{1, \infty}$ to an affine function $f: J \rightarrow \mathbb{R}^{d}$ such that $f(0)=: c \in S$. Setting $f(t):=c+t v$ for some $v \in \mathbb{R}^{d}$, we have

$$
\begin{aligned}
\mathbf{m} & =\lim _{n \rightarrow \infty} \int_{\mathbb{R}}\left(W\left(f_{n_{i}}\right)+\left|f_{n_{i}}^{\prime \prime}\right|^{2}\right) d t \\
& \geq \lim _{n \rightarrow \infty} \int_{J}\left(W\left(f_{n_{i}}\right)+\left|f_{n_{i}}^{\prime \prime}\right|^{2}\right) d t \\
& \geq \int_{J} W(c+t v) d t>0
\end{aligned}
$$

because if $\int_{J} W(c+t v) d t=0$, then $c+t v$ should belong to $\{a, b\}$ for all $t \in J$, and therefore $v=0$ and $c \in\{a, b\}$, which is not possible since $c \in S$. We arrived at a contradiction, and thus $\mathbf{m}>0$.

Step 2. Next we prove that $\mathbf{m}=\widetilde{\mathbf{m}}$, where

$$
\begin{equation*}
\widetilde{\mathbf{m}}:=\inf \left\{\int_{\mathbb{R}}\left(W(f)+\left|f^{\prime \prime}\right|^{2}\right) d t: f \in W_{\mathrm{loc}}^{2,2}\left(\mathbb{R} ; \mathbb{R}^{d}\right), \lim _{t \rightarrow+\infty} f(t)=b, \lim _{t \rightarrow-\infty} f(t)=a\right\} \tag{2.5}
\end{equation*}
$$

It is clear that $\mathbf{m} \geq \widetilde{\mathbf{m}}$.
Conversely, fix $\delta>0$ and let $f$ be a function admissible for $\widetilde{\mathbf{m}}$ and such that

$$
\widetilde{\mathbf{m}}+\delta \geq \int_{\mathbb{R}}\left(W(f)+\left|f^{\prime \prime}\right|^{2}\right) d t
$$

We claim that we may find two sequences $\left\{x_{i}\right\}$ and $\left\{y_{i}\right\}$ converging to $+\infty$ and $-\infty$, respectively, such that

$$
\begin{equation*}
\left|f^{\prime}\left(x_{i}\right)\right|+\left|f^{\prime}\left(y_{i}\right)\right|+\left|f\left(x_{i}\right)-b\right|+\left|f\left(y_{i}\right)-a\right| \rightarrow 0 \tag{2.6}
\end{equation*}
$$

as $i \rightarrow \infty$. Indeed, fix $\tau<|b-a| / 2$ and consider a convex, nondecreasing function $\varphi: \mathbb{R} \rightarrow[0,+\infty)$ such that $\varphi(t) \leq t^{2}$ for every $t \in \mathbb{R}, \varphi(|y|) \leq W(y+b)$ for every $y \in B(0, \tau) \subset \mathbb{R}^{d}$, and $\varphi(t)=0$ if and only if $t=0$. To prove the existence of $\varphi$ it suffices to set

$$
\begin{aligned}
\varphi(t):=\sup \{g: \mathbb{R} \rightarrow[0,+\infty): g \text { is convex, nondecreasing, } \\
\left.\qquad g(t) \leq t^{2} \text { for all } t \in \mathbb{R}, g(|y|) \leq W(y+b) \text { for all } y \in B(0, \tau)\right\}
\end{aligned}
$$

and use hypothesis (H1). Let $R>0$ be such that $|f(t)-b|<\tau$ whenever $t>R$. Applying Lemma 2.4 to the function $f-b$, and using the properties of the function $\varphi$, we obtain

$$
\begin{aligned}
\int_{R}^{+\infty} \varphi\left(\frac{\left|f^{\prime}\right|}{4 d}\right) d t & \leq \frac{3}{4} \int_{R}^{+\infty}\left[\varphi(|f-b|)+\varphi\left(\left|f^{\prime \prime}\right|\right)\right] d t \\
& \leq \frac{3}{4} \int_{R}^{+\infty}\left(W(f)+\left|f^{\prime \prime}\right|^{2}\right) d t \leq \frac{3(\widetilde{\mathbf{m}}+\delta)}{4}
\end{aligned}
$$

Thus $\varphi\left(\frac{\left|f^{\prime}\right|}{4 d}\right)$ is integrable on $[R,+\infty)$, and so there exists a sequence of points $x_{n} \rightarrow$ $+\infty$ such that $\lim _{n \rightarrow \infty} \varphi\left(\frac{\left|f^{\prime}\left(x_{n}\right)\right|}{4 d}\right)=0$, and since $\varphi$ is monotone nondecreasing on $[0,+\infty)$, with $\varphi(t)=0$ if and only if $t=0$, we conclude that $\lim _{n \rightarrow \infty} f^{\prime}\left(x_{n}\right)=0$. Repeating this argument with the point $a$ in place of $b$, we are now in a position to assert the existence of two sequences satisfying (2.6).

Set

$$
g_{i}(t):=g\left(t-x_{i}\right), \quad h_{i}(t):=h\left(t-y_{i}+1\right)
$$

where $g$ and $h$ are admissible for $G$ and $H$, respectively, and

$$
\begin{aligned}
& \int_{0}^{1}\left(W(g)+\left|g^{\prime \prime}\right|^{2}\right) d t \leq G\left(f\left(x_{i}\right), f^{\prime}\left(x_{i}\right)\right)+\delta \\
& \int_{0}^{1}\left(W(h)+\left|h^{\prime \prime}\right|^{2}\right) d t \leq H\left(f\left(y_{i}\right), f^{\prime}\left(y_{i}\right)\right)+\delta
\end{aligned}
$$

We define

$$
\widetilde{f}_{i}(t):= \begin{cases}b & \text { if } t \geq x_{i}+1, \\ g_{i}(t) & \text { if } t \in\left[x_{i}, x_{i}+1\right] \\ f(t) & \text { if } t \in\left[y_{i}, x_{i}\right] \\ h_{i}(t) & \text { if } t \in\left[y_{i}-1, y_{i}\right] \\ a & \text { if } t \leq y_{i}-1\end{cases}
$$

Clearly $\widetilde{f}_{i}$ is admissible for $\mathbf{m}$, and we have

$$
\begin{aligned}
\widetilde{\mathbf{m}}+\delta \geq & \int_{\mathbb{R}}\left(W(f)+\left|f^{\prime \prime}\right|^{2}\right) d t \geq \int_{y_{i}}^{x_{i}}\left(W(f)+\left|f^{\prime \prime}\right|^{2}\right) d t \\
= & \int_{\mathbb{R}}\left(W\left(\widetilde{f_{i}}\right)+\left|\widetilde{f}_{i}^{\prime \prime}\right|^{2}\right) d t-\int_{x_{i}}^{x_{i}+1}\left(W\left(g_{i}\right)+\left|g_{i}^{\prime \prime}\right|^{2}\right) d t \\
& -\int_{y_{i}-1}^{y_{i}}\left(W\left(h_{i}\right)+\left|h_{i}^{\prime \prime}\right|^{2}\right) d t \\
\geq & \mathbf{m}-G\left(f\left(x_{i}\right), f^{\prime}\left(x_{i}\right)\right)-H\left(f\left(y_{i}\right), f^{\prime}\left(y_{i}\right)\right)-2 \delta .
\end{aligned}
$$

The inequality $\widetilde{\mathbf{m}} \geq \mathbf{m}$ now follows by letting $\delta \rightarrow 0^{+}, i \rightarrow \infty$, and using (2.4).
Step 3. Finally, we prove that $\mathbf{m}$ is attained, or, equivalently, that $\widetilde{\mathbf{m}}$ admits a minimizer. Let $\left\{f_{n}\right\}$ be a minimizing sequence for $\widetilde{\mathbf{m}}$. Possibly passing to a subsequence, and making a translation change of variables, we may assume as before that $f_{n}(0) \in S$, where $S$ was defined in Step 1, and that the sequence of $C^{1}$ functions $\left\{f_{n}\right\}$ converges in $W_{\text {loc }}^{1, \infty}$ to a $C^{1}$ function $f: \mathbb{R} \rightarrow \mathbb{R}^{d}$. If the function $f$ is admissible, then it realizes the infimum, since

$$
\int_{\mathbb{R}}\left(W(f)+\left|f^{\prime \prime}\right|^{2}\right) d t \leq \lim _{n \rightarrow \infty} \int_{\mathbb{R}}\left(W\left(f_{n}\right)+\left|f_{n}^{\prime \prime}\right|^{2}\right) d t
$$

where we have used Fatou's lemma and the lower semicontinuity of the $L^{2}$ norm of the second derivative. In order to prove that $f$ approaches $a$ and $b$ at infinity, set

$$
L:=\left\{l \in \mathbb{R}^{d} \mid l \text { is a limit point of } f(t) \text { when } t \rightarrow+\infty\right\}
$$

The integrability of $W(f)$ and (H1) imply that $a$ or $b$ must belong to $L$. Suppose that $b \in L$, and that there is another limiting value $l \in L$. Note that, without loss of generality, we may assume that $l \neq a$, for if $l=a$, then, by the continuity of $f$, there would exist a sequence $y_{i} \rightarrow+\infty$ such that $f\left(y_{i}\right) \in S$; hence, for a subsequence (not relabelled) $f\left(y_{i}\right) \rightarrow l^{\prime} \in S$. Consider two monotone sequences of points $\left\{x_{i}\right\}$ and $\left\{z_{i}\right\}$ such that $x_{i+1}-x_{i} \geq 3, z_{i} \in\left[x_{i}+1, x_{i+1}-1\right], f\left(x_{i}\right) \rightarrow b$ and $f\left(z_{i}\right) \rightarrow l$, and for $0<\delta<\min \{|l-a|,|l-b|\}$ we introduce still another constant $\widehat{\mathbf{m}}$ defined as follows:

$$
\begin{aligned}
& \widehat{\mathbf{m}}:=\inf \left\{\int_{x}^{y}\left(W(g)+\left|g^{\prime \prime}\right|^{2}\right) d t: y-x \geq 3, z \in[x+1, y-1]\right. \\
& \left.\qquad g \in W^{2,2}\left((x, y) ; \mathbb{R}^{d}\right),|g(z)-l| \leq \delta\right\}
\end{aligned}
$$

We claim that $\widehat{\mathbf{m}}=0$. Indeed, if $\widehat{\mathbf{m}}>0$, then there would exist $n_{0}$ such that, for $n \geq n_{0},\left|f\left(z_{n}\right)-l\right| \leq \delta$, and it would follow that

$$
\begin{aligned}
\int_{\mathbb{R}}\left(W(f)+\left|f^{\prime \prime}\right|^{2}\right) d t & =\int_{-\infty}^{x_{n_{0}}}\left(W(f)+\left|f^{\prime \prime}\right|^{2}\right) d t+\sum_{i=n_{0}}^{\infty} \int_{x_{i}}^{x_{i+1}}\left(W(f)+\left|f^{\prime \prime}\right|^{2}\right) d t \\
& \geq \int_{-\infty}^{x_{n_{0}}}\left(W(f)+\left|f^{\prime \prime}\right|^{2}\right) d t+\sum_{i=n_{0}}^{\infty} \widehat{\mathbf{m}}=+\infty
\end{aligned}
$$

On the other hand, we can show that the assertion $\widehat{\mathbf{m}}=0$ leads to a contradiction. The reasoning is similar to the one used in Step 1 for the constant m. Let $g_{n} \in$ $W^{2,2}\left(\left(x_{n}, y_{n}\right) ; \mathbb{R}^{d}\right)$ minimize $\widehat{\mathbf{m}}$. Translating the intervals, without loss of generality we can suppose that $z_{n}=0$, thus $x_{n} \leq-1$ and $y_{n} \geq 1$, and possibly passing to a subsequence (not relabelled), we may assume that the functions $g_{n}$ converge in $W^{1, \infty}\left([-1,1] ; \mathbb{R}^{d}\right)$ to an affine function $g(t)=d+t v$. Therefore

$$
\begin{aligned}
\widehat{\mathbf{m}} & \geq \lim _{n \rightarrow \infty} \int_{x_{n}}^{y_{n}}\left(W\left(g_{n}\right)+\left|g_{n}^{\prime \prime}\right|^{2}\right) d t \\
& \geq \lim _{n \rightarrow \infty} \int_{-1}^{1}\left(W\left(g_{n}\right)+\left|g_{n}^{\prime \prime}\right|^{2}\right) d t \\
& \geq \int_{-1}^{1} W(d+t v) d t>0
\end{aligned}
$$

because if $\int_{-1}^{1} W(d+t v) d t=0$, then $d+t v$ should belong to $\{a, b\}$ for all $t \in(-1,1)$, i.e., $v=0$ and $d \in\{a, b\}$. This is not possible since $g_{n}(0) \rightarrow d, g_{n}(0) \in B(l, \delta)$, and $a, b \notin B(l, \delta)$. We conclude that $f(t) \rightarrow b$ as $t \rightarrow+\infty$.

Similarly, if $a \in L$, then $f(t)$ converges to $a$ as $t \rightarrow-\infty$.
If the limits of $f$ at $+\infty$ and $-\infty$ are, respectively, $a$ and $b$, then $f(-t)$ is still a minimizer and it converges to $b$ and $a$ at, respectively, $+\infty$ and $-\infty$.

It remains to exclude the possibility that the two limits coincide. Suppose that $\lim _{t \rightarrow \pm \infty} f(t)=a$. As in Step 2, by virtue of Lemma 2.4 we can find a sequence of points $x_{n} \rightarrow+\infty$ such that

$$
\left|f^{\prime}\left(x_{n}\right)\right|+\left|f\left(x_{n}\right)-a\right| \rightarrow 0
$$

and, due to the convergence of $f_{n}$ to $f$ in $W_{\text {loc }}^{1, \infty}\left(\mathbb{R} ; \mathbb{R}^{d}\right)$, there exists a subsequence $\left\{f_{k_{n}}\right\}$ such that $f_{k_{n}}\left(x_{n}\right) \rightarrow a$ and $f_{k_{n}}^{\prime}\left(x_{n}\right) \rightarrow 0$. Hence, we have

$$
\begin{aligned}
\int_{\mathbb{R}}\left(W\left(f_{k_{n}}\right)+\left|f_{k_{n}}^{\prime \prime}\right|^{2}\right) d t & =\int_{-\infty}^{x_{n}}\left(W\left(f_{k_{n}}\right)+\left|f_{k_{n}}^{\prime \prime}\right|^{2}\right) d t+\int_{x_{n}}^{+\infty}\left(W\left(f_{k_{n}}\right)+\left|f_{k_{n}}^{\prime \prime}\right|^{2}\right) d t \\
& \geq \int_{-\infty}^{x_{n}}\left(W\left(f_{k_{n}}\right)+\left|f_{k_{n}}^{\prime \prime}\right|^{2}\right) d t+\widetilde{\mathbf{m}}-H\left(f_{k_{n}}\left(x_{n}\right), f_{k_{n}}^{\prime}\left(x_{n}\right)\right)
\end{aligned}
$$

and letting $n \rightarrow \infty$ we deduce that

$$
\begin{aligned}
\widetilde{\mathbf{m}} & \geq \limsup _{n \rightarrow \infty} \int_{-\infty}^{x_{n}}\left(W\left(f_{k_{n}}\right)+\left|f_{k_{n}}^{\prime \prime}\right|^{2}\right) d t+\widetilde{\mathbf{m}} \\
& \geq \limsup _{n \rightarrow \infty} \int_{-\infty}^{x_{n}} W\left(f_{k_{n}}\right) d t+\widetilde{\mathbf{m}} \\
& =\int_{\mathbb{R}} W(f) d t+\widetilde{\mathbf{m}}
\end{aligned}
$$

This would imply that $f$ is constantly equal to $a$, but since $f_{n}(0) \in S$ for every $n$ we also have $f(0)=\lim _{n \rightarrow \infty} f_{n}(0) \in S$ which is in contradiction with $a \notin S$. The case where $\lim _{t \rightarrow \pm \infty} f(t)=b$ is treated in an analogous way.

Remark 2.6. A simple rescaling argument provides equipartition of energy. Precisely, if $f$ realizes the minimum $\mathbf{m}$, then

$$
\int_{\mathbb{R}} W(f) d t=3 \int_{\mathbb{R}}\left|f^{\prime \prime}\right|^{2} d t
$$

It suffices to use the fact that

$$
\int_{\mathbb{R}}\left(W(f)+\left|f^{\prime \prime}\right|^{2}\right) d t \leq \int_{\mathbb{R}}\left(W\left(f_{\lambda}\right)+\left|f_{\lambda}^{\prime \prime}\right|^{2}\right) d t
$$

for all $\lambda>0$, where $f_{\lambda}(x):=f(\lambda x)$.
We now state and prove the compactness result for sequences with finite energy.
PROPOSITION 2.7. If $u_{\varepsilon} \in W^{2,2}\left(I ; \mathbb{R}^{d}\right)$ satisfy $\liminf _{\varepsilon \rightarrow 0^{+}} \mathcal{F}_{\varepsilon}\left(u_{\varepsilon}\right)<+\infty$, then there exists a subsequence $\left\{u_{\varepsilon_{n}}\right\} \subset\left\{u_{\varepsilon}\right\}$ and $u \in B V(I ;\{a, b\})$ such that $u_{\varepsilon_{n}} \rightarrow u$ in $L^{1}\left(I ; \mathbb{R}^{d}\right)$. Moreover,

$$
\liminf _{\varepsilon \rightarrow 0^{+}} \mathcal{F}_{\varepsilon}\left(u_{\varepsilon}\right) \geq \mathbf{m} \operatorname{Per}_{I}(\{u=a\})
$$

Proof. Suppose that $\liminf _{\varepsilon \rightarrow 0^{+}} \mathcal{F}_{\varepsilon}\left(u_{\varepsilon}\right)=: K<+\infty$. We claim that there exists a function $u \in B V(I ;\{a, b\})$ such that, up to a subsequence, $u_{\varepsilon} \rightarrow u$. Extract a subsequence from the start (not relabelled) realizing $\liminf _{\varepsilon \rightarrow 0^{+}} \mathcal{F}_{\varepsilon}\left(u_{\varepsilon}\right)$. We have

$$
W\left(u_{\varepsilon}\right) \rightarrow 0 \text { in } L^{1}, \quad\left\|u^{\prime \prime}\right\|_{L^{2}} \leq C \varepsilon^{-3 / 2}
$$

By (H2)

$$
\left\|u_{\varepsilon}\right\|_{L^{1}} \leq R \mathcal{L}^{1}(I)+\int_{\left\{\left|u_{\varepsilon}\right|>R\right\}}\left(\frac{1}{C^{2}}+\frac{1}{C} W\left(u_{\varepsilon}\right)\right) d t \leq \widetilde{C}
$$

therefore, by the Gagliardo and Nirenberg inequality (2.2) we conclude that

$$
\begin{equation*}
\left\|u_{\varepsilon}^{\prime}\right\|_{L^{4 / 3}} \leq C\left(\left\|u_{\varepsilon}\right\|_{L^{1}}^{1 / 2}\left\|u_{\varepsilon}^{\prime \prime}\right\|_{L^{2}}^{1 / 2}+\left\|u_{\varepsilon}\right\|_{L^{1}}\right) \leq \widetilde{C} \varepsilon^{-3 / 4} \tag{2.7}
\end{equation*}
$$

Also

$$
\begin{equation*}
\mathcal{L}^{1}\left(\left\{\left|u_{\varepsilon}\right|>R\right\}\right) \rightarrow 0 \text { as } \varepsilon \rightarrow 0^{+} . \tag{2.8}
\end{equation*}
$$

Indeed, if $\tau:=\inf \{W(\xi):|\xi|>R\}$, then by (H1) we have $\tau>0$, and therefore (2.8) follows from the fact that

$$
0=\lim _{\varepsilon \rightarrow 0^{+}} \int_{I} W\left(u_{\varepsilon}\right) d t \geq \limsup _{\varepsilon \rightarrow 0^{+}} \int_{\left\{\left|u_{\varepsilon}\right|>R\right\}} W\left(u_{\varepsilon}\right) d t \geq \tau \limsup _{\varepsilon \rightarrow 0^{+}} \mathcal{L}^{1}\left(\left\{\left|u_{\varepsilon}\right|>R\right\}\right)
$$

Since $\left\{u_{\varepsilon}\right\}$ is bounded in $L^{1}$, we may extract a further subsequence (not relabelled) generating a Young measure $\left\{\nu_{t}\right\}_{t \in I}$. In particular, if $f: I \times \mathbb{R}^{d} \rightarrow[0,+\infty)$ is a Carathéodory function such that $\left\{f\left(\cdot, u_{\varepsilon}(\cdot)\right)\right\}$ is equi-integrable, then $f\left(\cdot, u_{\varepsilon}(\cdot)\right) \rightharpoonup \bar{f}$ in $L^{1}$ where (see $[11,34]$ )

$$
\bar{f}(t):=\int_{\mathbb{R}} f(t, y) d \nu_{t}(y), \quad \text { almost everywhere (a.e.) } t \in I
$$

Setting $f(y):=\min \{W(y), 1\}$, it follows that

$$
0=\lim \int_{I} f\left(u_{\varepsilon}\right) d t=\int_{I} \int_{\mathbb{R}} f(y) d \nu_{t}(y) d t
$$

hence, since $f(y)=0$ if and only $y \in\{a, b\}$, we have

$$
\nu_{t}=\theta(t) \delta_{y=a}+(1-\theta(t)) \delta_{y=b}
$$

for some $\theta \in L^{\infty}(I,[0,1])$. We claim that
(2.9) $\theta \in\{0,1\}$ a.e. in $I$, i.e., $\theta=\chi_{E}$ for some measurable subset $E \subset I$.

Suppose that the claim holds. Define

$$
u(t):=a \chi_{E}(t)+b\left(1-\chi_{E}(t)\right)
$$

Then $u_{\varepsilon} \rightarrow u$ strongly in $L^{1}$. Indeed, let

$$
\varphi(y):= \begin{cases}R \frac{y}{|y|} & \text { if }|y|>R \\ y & \text { if }|y| \leq R\end{cases}
$$

Note that $u=\varphi(u)$, and recall that $W(y) \geq C|y|-1 / C$ if $|y|>R$, with $R>$ $\max \{|a|,|b|\}$. Then

$$
\begin{aligned}
\int_{I}\left|u_{\varepsilon}-u\right| d t & \leq \int_{I}\left|\varphi\left(u_{\varepsilon}\right)-u\right| d t+2 \int_{\left|u_{\varepsilon}\right|>R}\left|u_{\varepsilon}\right| d t \\
& \leq \int_{I}\left|\varphi\left(u_{\varepsilon}\right)-u\right| d t+\frac{2}{C} \int_{I} W\left(u_{\varepsilon}\right) d t+\frac{2}{C^{2}} \mathcal{L}^{1}\left(\left\{\left|u_{\varepsilon}\right|>R\right\}\right)
\end{aligned}
$$

Therefore, by (2.8) and (2.9), we conclude that

$$
\begin{aligned}
\lim _{\varepsilon \rightarrow 0^{+}} \int_{I}\left|u_{\varepsilon}-u\right| d t & =\int_{I} \int_{\mathbb{R}}|\varphi(y)-u(t)| d \nu_{t}(y) d t \\
& =\int_{E}|\varphi(a)-u(t)| d t+\int_{I \backslash E}|\varphi(b)-u(t)| d t \\
& =\int_{E}|a-u(t)| d t+\int_{I \backslash E}|b-u(t)| d t=0
\end{aligned}
$$

To prove (2.9), define

$$
X:=\left\{t \in I: \frac{1}{|B(t, \delta)|} \int_{B(t, \delta)} \theta(s) d s \in(0,1) \text { for all } \delta>0\right\}
$$

We show that the cardinality of $X$ (call it $L$ ) cannot exceed the integer part of $K / \mathbf{m}$; hence $\theta \in\{0,1\}$ a.e. and $u \in B V(I ;\{a, b\})$ with $\mathbf{m} \operatorname{Per}_{I}(\{u=a\})=\mathbf{m} L \leq K$ which gives the result.

Indeed, suppose that there were $l$ distinct points of $I$ in $X, s_{1}<s_{2}<\cdots<s_{l}$. Let $\delta_{0}:=\min \left\{\left|s_{i}-s_{i+1}\right|: i=1, \ldots, l-1\right\}$. Choose $\delta_{1}<\delta_{0} / 2$ such that for all $\delta \leq \delta_{1}$, and all $i \in\{1, \ldots, l\}$,

$$
\int_{B\left(s_{i}, \delta\right)} \theta(s) d s>0, \quad \int_{B\left(s_{i}, \delta\right)}(1-\theta(s)) d s>0
$$

Fix $0<\eta<|b-a| / 2$, let $\varphi_{\eta}$ be a cut-off function with support on $B(a, \eta), \varphi_{\eta}(a)=1$, $\psi_{\eta}$ is a cut-off function with support on $B(0, \eta), \psi_{\eta}(0)=1$, and $\gamma_{\eta}$ is a cut-off function with support on $B(b, \eta), \gamma_{\eta}(b)=1$. By $(2.7) \psi_{\eta}\left(\varepsilon u_{\varepsilon}^{\prime}\right)$ converges strongly to $\psi_{\eta}(0)$ in $L^{1}, \varphi_{\eta}\left(u_{\varepsilon}\right)$ converges in $L^{\infty}$ weak-* to $\theta \varphi_{\eta}(a)+(1-\theta) \varphi_{\eta}(b)$, and we have

$$
\begin{aligned}
\lim _{\varepsilon \rightarrow 0^{+}} \int_{B\left(s_{i}, \delta_{1}\right)} \psi_{\eta}\left(\varepsilon u_{\varepsilon}^{\prime}\right) \varphi_{\eta}\left(u_{\varepsilon}\right) d t & =\int_{B\left(s_{i}, \delta_{1}\right)} \psi_{\eta}(0)\left[\theta(t) \varphi_{\eta}(a)+(1-\theta(t)) \varphi_{\eta}(b)\right] d t \\
& =\int_{B\left(s_{i}, \delta_{1}\right)} \theta(t) d t>0
\end{aligned}
$$

and, similarly,

$$
\lim _{\varepsilon \rightarrow 0^{+}} \int_{B\left(s_{i}, \delta_{1}\right)} \psi_{\eta}\left(\varepsilon u_{\varepsilon}^{\prime}\right) \gamma_{\eta}\left(u_{\varepsilon}\right) d t=\int_{B\left(s_{i}, \delta_{1}\right)}(1-\theta(t)) d t>0
$$

Thus, for each $i \in\{1, \ldots, l\}$ and each $\varepsilon>0$, we may find $x_{\varepsilon, i}^{+}, x_{\varepsilon, i}^{-} \in B\left(s_{i}, \delta_{1}\right)$ such that

$$
\begin{equation*}
u_{\varepsilon}\left(x_{\varepsilon, i}^{+}\right) \in B(b, \eta), u_{\varepsilon}\left(x_{\varepsilon, i}^{-}\right) \in B(a, \eta),\left|\varepsilon u_{\varepsilon}^{\prime}\left(x_{\varepsilon, i}^{+}\right)\right|<\eta,\left|\varepsilon u_{\varepsilon}^{\prime}\left(x_{\varepsilon, i}^{-}\right)\right|<\eta . \tag{2.10}
\end{equation*}
$$

Define

$$
g_{\varepsilon, i}(t):=\widehat{g_{\varepsilon, i}}\left(t-\frac{x_{\varepsilon, i}^{+}}{\varepsilon}\right), \quad h_{\varepsilon, i}(t):=\widehat{h_{\varepsilon, i}}\left(t-\frac{x_{\varepsilon, i}^{-}}{\varepsilon}+1\right),
$$

where the functions $\widehat{g_{\varepsilon, i}}$ and $\widehat{h_{\varepsilon, i}}$ are admissible for $G\left(u_{\varepsilon}\left(x_{\varepsilon, i}^{+}\right), \varepsilon u_{\varepsilon}^{\prime}\left(x_{\varepsilon, i}^{+}\right)\right)$and for $H\left(u_{\varepsilon}\left(x_{\varepsilon, i}^{-}\right), \varepsilon u_{\varepsilon}^{\prime}\left(x_{\varepsilon, i}^{-}\right)\right)$, respectively, with

$$
\int_{0}^{1}\left(W\left(\widehat{g_{\varepsilon, i}}\right)+\left|\widehat{g_{\varepsilon, i}}{ }^{\prime \prime}\right|^{2}\right) d t \leq G\left(u_{\varepsilon}\left(x_{\varepsilon, i}^{+}\right), \varepsilon u_{\varepsilon}^{\prime}\left(x_{\varepsilon, i}^{+}\right)\right)+\varepsilon
$$

and

$$
\left.\int_{0}^{1}\left(W\left(\widehat{h_{\varepsilon, i}}\right)+\left|\widehat{h_{\varepsilon, i}}\right|^{\prime \prime}\right) d t \leq H\left(u_{\varepsilon}\left(x_{\varepsilon, i}^{-}\right), \varepsilon u_{\varepsilon}^{\prime}\left(x_{\varepsilon, i}^{-}\right)\right)\right)+\varepsilon
$$

Construct the functions

$$
v_{\varepsilon, i}(t):= \begin{cases}b & \text { if } t \geq \frac{x_{\varepsilon, i}^{+}}{\varepsilon}+1, \\ g_{\varepsilon, i}(t) & \text { if } t \in\left[\frac{x_{\varepsilon, i}^{+}}{\varepsilon}, \frac{x_{\varepsilon, i}^{+}}{\varepsilon}+1\right] \\ u_{\varepsilon}(\varepsilon t) & \text { if } t \in\left[\frac{x_{\varepsilon, i}^{-}}{\varepsilon}, \frac{x_{\varepsilon, i}^{+}}{\varepsilon}\right] \\ h_{\varepsilon, i}(t) & \text { if } t \in\left[\frac{x_{\varepsilon, i}^{+}}{\varepsilon}-1, \frac{x_{\varepsilon, i}^{+}}{\varepsilon}\right] \\ a & \text { if } t \leq \frac{x_{\varepsilon, i}^{+}}{\varepsilon}-1\end{cases}
$$

Then $v_{\varepsilon, i}$ are admissible for $\mathbf{m}$, and since the intervals $\left[x_{\varepsilon, i}^{-}, x_{\varepsilon, i}^{+}\right]$are disjoint we have

$$
\begin{aligned}
K & \geq \liminf _{\varepsilon \rightarrow 0^{+}} \sum_{i=1}^{l} \int_{x_{\varepsilon, i}^{-}}^{x_{\varepsilon, i}^{+}}\left(\frac{1}{\varepsilon} W\left(u_{\varepsilon}\right)+\varepsilon^{3}\left|u_{\varepsilon}^{\prime \prime}\right|^{2}\right) d t \\
& =\liminf _{\varepsilon \rightarrow 0^{+}} \sum_{i=1}^{l} \int_{\frac{x_{\varepsilon, i}^{\varepsilon}}{\varepsilon}}^{\frac{x_{\varepsilon, i}^{+}}{\varepsilon}}\left(W\left(v_{\varepsilon, i}\right)+\left|v_{\varepsilon, i}^{\prime \prime}\right|^{2}\right) d t \\
& \geq \mathbf{m} l-\limsup _{\varepsilon \rightarrow 0^{+}} \sum_{i=1}^{l}\left[H\left(u_{\varepsilon}\left(x_{\varepsilon, i}^{-}\right), \varepsilon u_{\varepsilon}^{\prime}\left(x_{\varepsilon, i}^{-}\right)\right)+G\left(u_{\varepsilon}\left(x_{\varepsilon, i}^{+}\right), \varepsilon u_{\varepsilon}^{\prime}\left(x_{\varepsilon, i}^{+}\right)\right)\right] .
\end{aligned}
$$

Letting $\eta \rightarrow 0^{+}$, we conclude that $K \geq \mathbf{m} l$, where we have used (2.4) and (2.10). The result now follows from the arbitrariness of $l \leq L$ and the fact that $\mathbf{m}>0$ (see Lemma 2.5).

As an immediate consequence of the previous result we have the following.
Corollary 2.8. If $u \in L^{1}\left(I ; \mathbb{R}^{d}\right)$ and $\Gamma\left(L^{1}\right)-\liminf _{\varepsilon \rightarrow 0^{+}} \mathcal{F}_{\varepsilon}(u)<+\infty$, then the function $u$ belongs to $B V(I ;\{a, b\})$ and

$$
\Gamma\left(L^{1}\right)-\liminf _{\varepsilon \rightarrow 0^{+}} \mathcal{F}_{\varepsilon}(u) \geq \mathbf{m} \operatorname{Per}_{I}(\{u=a\})
$$

Now we turn our attention to the $\Gamma\left(L^{1}\right)-\lim \sup _{\varepsilon \rightarrow 0^{+}} \mathcal{F}_{\varepsilon}$.
Proposition 2.9. If $u \in B V(I ;\{a, b\})$, then

$$
\Gamma\left(L^{1}\right)-\limsup _{\varepsilon \rightarrow 0^{+}} \mathcal{F}_{\varepsilon}(u) \leq \mathbf{m} \operatorname{Per}_{I}(\{u=a\})
$$

Proof. Suppose that $S(u)=\left\{s_{1}, \ldots, s_{l}\right\} \subset I=(\alpha, \beta)$ is the jump set of the function $u$, with $\alpha<s_{1}<\cdots<s_{l}<\beta$. Set $\delta_{0}:=\min \left\{s_{j+1}-s_{j}: j=0, \ldots, l\right\}$, with $s_{0}:=\alpha$ and $s_{l+1}:=\beta$, and let $I_{i}:=\left[\frac{s_{i-1}+s_{i}}{2}, \frac{s_{i}+s_{i+1}}{2}\right]$ for $i=1, \ldots l$. Fix $\delta \in\left(0, \delta_{0}\right)$ and let $f \in \mathcal{A}$ be an admissible function for $\mathbf{m}$, with $f \in W_{\text {loc }}^{2,2}\left(\mathbb{R} ; \mathbb{R}^{d}\right), f(t)=b$ if $t>M, f(t)=a$ if $t<-M$,

$$
\begin{equation*}
\int_{\mathbb{R}}\left(W(f)+\left|f^{\prime \prime}\right|^{2}\right) d t \leq \mathbf{m}+\frac{\delta}{l} \tag{2.11}
\end{equation*}
$$

Consider a sequence $\varepsilon_{n} \rightarrow 0^{+}$, and choose $n$ sufficiently large so that $\frac{\delta}{2 \varepsilon_{n}}>M$.
Define

$$
u_{n}(t):= \begin{cases}f\left(\frac{t-s_{i}}{\varepsilon_{n}}\right) & \text { if } t \in\left[\frac{s_{i-1}+s_{i}}{2}, \frac{s_{i+1}+s_{i}}{2}\right] \text { and if }[u]\left(s_{i}\right)=b-a, \\ f\left(-\frac{t-s_{i}}{\varepsilon_{n}}\right) & \text { if } t \in\left[\frac{s_{i-1}+s_{i}}{2}, \frac{s_{i+1}+s_{i}}{2}\right] \text { and if }[u]\left(s_{i}\right)=a-b, \\ u(t) & \text { otherwise },\end{cases}
$$

where $[u]\left(s_{i}\right):=u\left(s_{i}\right)-u\left(s_{i-1}\right)$ for $i=1, \ldots, l$. We note that $u_{n} \in W^{2,2}\left(I ; \mathbb{R}^{d}\right)$. Indeed, if $[u]\left(s_{i}\right)=b-a$, then $u\left(\frac{s_{i-1}+s_{i}}{2}\right)=a, u\left(\frac{s_{i+1}+s_{i}}{2}\right)=b$, and since

$$
\frac{s_{i-1}-s_{i}}{2 \varepsilon_{n}}<-\frac{\delta}{2 \varepsilon_{n}}<-M, \quad \frac{s_{i+1}-s_{i}}{2 \varepsilon_{n}}>\frac{\delta}{2 \varepsilon_{n}}>M
$$

we have that

$$
f\left(\frac{s_{i-1}-s_{i}}{2 \varepsilon_{n}}\right)=a, \quad f\left(\frac{s_{i+1}-s_{i}}{2 \varepsilon_{n}}\right)=b, \quad f^{\prime}\left(\frac{s_{i \pm 1}-s_{i}}{2 \varepsilon_{n}}\right)=0
$$

A similar argument applies to the case where $[u]\left(s_{i}\right)=a-b$.
Since $u_{n} \rightarrow u$ in $L^{1}\left(I ; \mathbb{R}^{d}\right)$ we conclude that

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \mathcal{F}_{\varepsilon_{n}}\left(u_{n}\right)= & \lim _{n \rightarrow \infty} \sum_{i=1}^{l} \int_{I_{i}}\left(\frac{W\left(u_{n}\right)}{\varepsilon_{n}}+\varepsilon_{n}^{3}\left|u_{n}^{\prime \prime}\right|^{2}\right) d t \\
= & \lim _{n \rightarrow \infty}\left\{\sum_{i=1, \ldots, l,[u]\left(s_{i}\right)=b-a} \int_{\frac{s_{i-1}+s_{i}}{2 \varepsilon_{n}}}^{\frac{s_{i+1}+s_{i}}{2 \varepsilon_{n}}}\left(W(f(t))+\left|f^{\prime \prime}(t)\right|^{2}\right) d t\right. \\
& \left.+\sum_{i=1, \ldots, l,[u]\left(s_{i}\right)=a-b} \int_{\frac{s_{i-1}+s_{i}}{2 \varepsilon_{n}}}^{\frac{s_{i+1}+s_{i}}{2 \varepsilon_{n}}}\left(W(f(-t))+\left|f^{\prime \prime}(-t)\right|^{2}\right) d x\right\} \\
= & \left\{\begin{array}{l}
\sum_{i=1, \ldots, l,[u]\left(s_{i}\right)=b-a} \int_{\mathbb{R}}\left(W(f(t))+\left|f^{\prime \prime}(t)\right|^{2}\right) d t
\end{array} \quad+\sum_{i=1, \ldots, l,[u]\left(s_{i}\right)=a-b} \int_{\mathbb{R}}\left(W(f(-t))+\left|f^{\prime \prime}(-t)\right|^{2}\right) d t\right\} \\
& \quad \sum_{\mathbb{R}}\left(W(f)+\left|f^{\prime \prime}\right|^{2}\right) d t \\
\leq & \mathbf{m} l+\delta \\
= & \mathbf{m} \operatorname{Per} I(\{u=a\})+\delta,
\end{aligned}
$$

where we have used (H1) and (2.11). It suffices to let $\delta \rightarrow 0^{+}$. $\quad \square$
Remark 2.10. The arguments used in the proof of Theorem 2.2 may be easily adapted to generalize the model above to the case where

$$
\mathcal{F}_{\varepsilon}(u):= \begin{cases}\int_{\Omega}\left(\frac{W(u)}{\varepsilon}+\varepsilon^{2 p-1}\left|\nabla^{2} u\right|^{p}\right) d x & \text { if } u \in W^{2, p}\left(\Omega ; \mathbb{R}^{d}\right) \\ +\infty & \text { if } u \in L^{1}\left(\Omega ; \mathbb{R}^{d}\right) \backslash W^{2, p}\left(\Omega ; \mathbb{R}^{d}\right)\end{cases}
$$

for $1<p<+\infty$, with

$$
\Gamma\left(L^{1}\right)-\lim _{\varepsilon \rightarrow 0^{+}} \mathcal{F}_{\varepsilon}(u)= \begin{cases}\operatorname{m}_{\operatorname{Per}_{I}(\{u=a\})} & \text { if } u \in B V(I ;\{a, b\}) \\ +\infty & \text { otherwise }\end{cases}
$$

and now

$$
\mathbf{m}:=\inf \left\{\int_{\mathbb{R}}\left(W(f)+\left|f^{\prime \prime}\right|^{p}\right) d t: f \in \mathcal{A}\right\}
$$

As usual, the scaling $\varepsilon^{2 p-1}$ in $\mathcal{F}_{\varepsilon}$ is the natural one obtained by testing the finiteness of energy with admissible fields $u$ which are $a$ and $b$ in most of the domain, except on a transition layer of width $\varepsilon$. Note that here Proposition 2.3 still applies provided (2.2) is modified to read

$$
\|\nabla u\|_{L^{q}} \leq C\left(\|u\|_{L^{1}}^{1 / 2}\left\|\nabla^{2} u\right\|_{L^{p}}^{1 / 2}+\|u\|_{L^{1}}\right)
$$

with $2 / q=1+1 / p$.
Naturally, the next step is to try to understand higher than two perturbations, i.e., how to treat

$$
\mathcal{F}_{\varepsilon}^{k}(u):= \begin{cases}\int_{\Omega}\left(\frac{W(u)}{\varepsilon}+\varepsilon^{2 k-1}\left|\nabla^{k} u\right|^{2}\right) d x & \text { if } u \in W^{k, 2}\left(\Omega ; \mathbb{R}^{d}\right) \\ +\infty & \text { if } u \in L^{1}\left(\Omega ; \mathbb{R}^{d}\right) \backslash W^{k, 2}\left(\Omega ; \mathbb{R}^{d}\right)\end{cases}
$$

where $k \in \mathbb{N}$. Although the methods involved may stay close to the ones introduced in this paper, this generalization does not seem to follow as immediately as the one above: last, but not least, the corresponding $G$ and $H$ will now require matching of all derivatives up to order $(k-1)$, and a new version of Lemma 2.4 will be in order. This analysis will be carried on in a forthcoming paper.
3. The $N$-dimensional case. Let $\Omega$ be an open, bounded, Lipschitz domain in $\mathbb{R}^{N}$, and consider the functionals

$$
\mathcal{F}_{\varepsilon}(u):= \begin{cases}\int_{\Omega}\left(\frac{W(u)}{\varepsilon}+\varepsilon^{3}\left|\nabla^{2} u\right|^{2}\right) d x & \text { if } u \in W_{\mathrm{loc}}^{2,2}\left(\Omega ; \mathbb{R}^{d}\right) \\ +\infty & \text { if } u \in L^{1}\left(\Omega ; \mathbb{R}^{d}\right) \backslash W_{\mathrm{loc}}^{2,2}\left(\Omega ; \mathbb{R}^{d}\right)\end{cases}
$$

for $\varepsilon>0$, where $W$ satisfies hypotheses (H1) and (H2). We recall that the constant $\mathbf{m}$ was defined in (2.1).

We start by proving $L^{1}$ compactness for energy bounded sequences.
Proposition 3.1. If $u_{\varepsilon} \in W^{2,2}\left(\Omega ; \mathbb{R}^{d}\right)$ satisfy $\lim \inf _{\varepsilon \rightarrow 0^{+}} \mathcal{F}_{\varepsilon}\left(u_{\varepsilon}\right)<+\infty$, then there exists a subsequence $\left\{u_{\varepsilon_{n}}\right\} \subset\left\{u_{\varepsilon}\right\}$ and $u \in B V(\Omega ;\{a, b\})$ such that $u_{\varepsilon_{n}} \rightarrow u$ in $L^{1}\left(\Omega ; \mathbb{R}^{d}\right)$.

The proof of this result uses the $L^{1}$-slicing compactness criterion introduced by Alberti, Bouchitté, and Seppecher in [2, Theorem 6.6] (see Proposition 3.2 below). Here two sequences $\left\{u_{\varepsilon}\right\}$ and $\left\{v_{\varepsilon}\right\}$ are said to be $\delta$-close if $\left\|u_{\varepsilon}-v_{\varepsilon}\right\|<\delta, \delta>0$. When $\Omega$ is a rectangle of the form $I \times J$, with $I, J$ open intervals, we write $x \in \Omega$ as $x=(y, z)$ with $y \in I, z \in J$. For every function $u$ defined on $\Omega$ and every $y \in I$ we denote by $u^{y}$ the function on $J$ defined by $u^{y}(z):=u(y, z)$, and for every $z \in J$ we
set $u^{z}(y):=u(y, z)$ for $y \in I$. The functions $u^{y}$ and $u^{z}$ are called one-dimensional slices of $u$.

Proposition 3.2. Assume that the sequence $\left\{u_{\varepsilon}\right\}$ is equi-integrable, and suppose that for every $\delta>0$ there exist sequences $\left\{v_{\varepsilon}\right\}$ and $\left\{w_{\varepsilon}\right\} \delta$-close to $\left\{u_{\varepsilon}\right\}$, and such that, $\left\{v_{\varepsilon}^{y}\right\}$ is precompact in $L^{1}\left(J ; \mathbb{R}^{d}\right)$ for a.e. $y \in I$, and $\left\{w_{\varepsilon}^{z}\right\}$ is precompact in $L^{1}\left(I ; \mathbb{R}^{d}\right)$ for a.e. $z \in J$. Then $\left\{u_{\varepsilon}\right\}$ is precompact in $L^{1}\left(\Omega ; \mathbb{R}^{d}\right)$.

Remark 3.3. We note that the original statement of Theorem 6.6 in [2] assumes that $\left\{u_{\varepsilon}\right\}$ is bounded in $L^{\infty}$. However, it is easy to verify that the main tool involved is the use of Fréchet-Kolmogorov theorem for precompactness in $L^{1}$, which clearly holds as well when $\left\{u_{\varepsilon}\right\}$ is equi-integrable.

Proof of Proposition 3.1. For simplicity we suppose $N=2$; the higher dimensional case is treated in an analogous way.

Assume first that $\Omega$ is a rectangle of the form $I \times J$, with $I, J$ open intervals.
We denote by $\mathcal{F}_{\varepsilon}^{1}(u, A)$ the one-dimensional functional

$$
\mathcal{F}_{\varepsilon}^{1}(u, A):= \begin{cases}\int_{A}\left(\frac{W(u)}{\varepsilon}+\varepsilon^{3}\left|u^{\prime \prime}\right|^{2}\right) d t & \text { if } u \in W^{2,2}\left(A ; \mathbb{R}^{d}\right) \\ +\infty & \text { if } u \in L^{1}\left(A ; \mathbb{R}^{d}\right) \backslash W^{2,2}\left(A ; \mathbb{R}^{d}\right)\end{cases}
$$

for every open interval $A$ and every $u \in L^{1}\left(A ; \mathbb{R}^{d}\right)$. We recall that if $u \in W^{2,2}\left(\Omega ; \mathbb{R}^{d}\right)$, then $u^{y} \in W^{2,2}\left(J ; \mathbb{R}^{d}\right)$ for a.e. $y \in I$ and $u^{z} \in W^{2,2}\left(I ; \mathbb{R}^{d}\right)$ for a.e. $z \in J$, and

$$
\frac{\partial^{2} u}{\partial z^{2}}(x)=\frac{d^{2} u^{y}}{d z^{2}}(z), \quad \frac{\partial^{2} u}{\partial y^{2}}(x)=\frac{d^{2} u^{z}}{d y^{2}}(y) \quad \text { for a.e. } x \in \Omega
$$

(see [19, section 4.9.2]). Since $\left|\nabla^{2} u\right|^{2} \geq \max \left\{\left|\frac{\partial^{2} u}{\partial z^{2}}\right|^{2},\left|\frac{\partial^{2} u}{\partial y^{2}}\right|^{2}\right\}$, we immediately obtain the following slicing inequalities:

$$
\begin{equation*}
\mathcal{F}_{\varepsilon}(u) \geq \int_{I} \mathcal{F}_{\varepsilon}^{1}\left(u^{y}, J\right) d y, \quad \mathcal{F}_{\varepsilon}(u) \geq \int_{J} \mathcal{F}_{\varepsilon}^{1}\left(u^{z}, I\right) d z \tag{3.1}
\end{equation*}
$$

Now consider a family of functions $\left\{u_{\varepsilon}\right\}$ such that $\mathcal{F}_{\varepsilon}\left(u_{\varepsilon}\right) \leq C<+\infty$. Since $\int_{\Omega} W\left(u_{\varepsilon}\right) d x \leq C \varepsilon$, we have that $W\left(u_{\varepsilon}\right) \rightarrow 0$ in $L^{1}$, and therefore equi-integrability of $\left\{u_{\varepsilon}\right\}$ follows from (H2). Therefore, fix $\delta>0$ and let $\delta^{\prime} \in(0, \delta)$ be such that

$$
\mathcal{L}^{2}(S) \leq \delta^{\prime}|J| \quad \Longrightarrow \quad \sup _{\varepsilon>0} \int_{S}\left(\left|u_{\varepsilon}(x)\right|+|b|\right) d x \leq \delta
$$

For $\varepsilon>0$ we define $v_{\varepsilon}: \Omega \rightarrow \mathbb{R}^{d}$ by

$$
v_{\varepsilon}^{y}(z):= \begin{cases}u_{\varepsilon}^{y}(z)=u_{\varepsilon}(y, z) & \text { if } \mathcal{F}_{\varepsilon}^{1}\left(u_{\varepsilon}^{y}, J\right) \leq C / \delta^{\prime} \\ b & \text { otherwise }\end{cases}
$$

We claim that $v_{\varepsilon}^{y}=u_{\varepsilon}^{y}$ for all $y \in I$ except at most on a set $Z_{\varepsilon} \subset I$ of measure smaller than $\delta^{\prime}$. Indeed, by (3.1) we have

$$
\begin{equation*}
C \geq \sup _{\varepsilon>0} \int_{I} \mathcal{F}_{\varepsilon}^{1}\left(u_{\varepsilon}^{y}, J\right) d y \tag{3.2}
\end{equation*}
$$

and so

$$
\left|Z_{\varepsilon}\right| \leq\left|\left\{\mathcal{F}_{\varepsilon}^{1}\left(u_{\varepsilon}^{y}, J\right)>C / \delta^{\prime}\right\}\right| \leq \frac{\delta^{\prime}}{C} \int_{I} \mathcal{F}_{\varepsilon}^{1}\left(u_{\varepsilon}^{y}, J\right) d y \leq \delta^{\prime}
$$

and we have

$$
\left\|u_{\varepsilon}-v_{\varepsilon}\right\|_{1} \leq \int_{Z_{\varepsilon} \times J}\left|u_{\varepsilon}(x)-b\right| d x \leq \int_{Z_{\varepsilon} \times J}\left(\left|u_{\varepsilon}(x)\right|+|b|\right) d x \leq \delta
$$

for every $\varepsilon>0$, since $\mathcal{L}^{2}\left(Z_{\varepsilon} \times J\right) \leq \delta^{\prime}|J|$. Hence the sequence $\left\{v_{\varepsilon}\right\}$ is $\delta$-close to $\left\{u_{\varepsilon}\right\}$. Moreover, for every $y \in I$ there holds $\mathcal{F}_{\varepsilon}^{1}\left(v_{\varepsilon}^{y}, J\right) \leq C / \delta^{\prime}$, where we have used the fact that $\mathcal{F}_{\varepsilon}^{1}(b, J)=0$, and therefore Proposition 2.7 yields $L^{1}\left(J ; \mathbb{R}^{d}\right)$ precompactness of $\left\{v_{\varepsilon}^{y}\right\}$. Similarly, we can construct a sequence $\left\{w_{\varepsilon}\right\} \delta$-close to $\left\{u_{\varepsilon}\right\}$ so that $\left\{w_{\varepsilon}^{z}\right\}$ is precompact in $L^{1}\left(I ; \mathbb{R}^{d}\right)$ for every $z \in J$, and it suffices to now use Proposition 3.2 to conclude that the sequence $\left\{u_{\varepsilon}\right\}$ is precompact in $L^{1}\left(\Omega ; \mathbb{R}^{d}\right)$.

The case where $\Omega$ is a general open subset of $\mathbb{R}^{N}$ is obtained by decomposing $\Omega$ into a countable union of closed rectangles with disjoint interiors.

The fact that the limit function $u$ belongs to $B V(\Omega ;\{a, b\})$ is showed in the proof of Proposition 3.5.

ThEOREM 3.4. If $u \in L^{1}\left(\Omega ; \mathbb{R}^{d}\right)$, then

$$
\Gamma\left(L^{1}\right)-\lim _{\varepsilon \rightarrow 0^{+}} \mathcal{F}_{\varepsilon}(u)=\left\{\begin{array}{l}
\operatorname{m}_{\operatorname{Per}}^{\Omega}(\{u=a\}) \quad \text { if } u \in B V(\Omega ;\{a, b\}) \\
+\infty \quad \text { otherwise } .
\end{array}\right.
$$

We divide the proof of this theorem into two propositions concerning, respectively, the $\Gamma\left(L^{1}\right)-\lim \inf$ and the $\Gamma\left(L^{1}\right)$ - lim sup. Although nowadays these arguments may be considered to be quite standard, and we refer the reader to [7, 16], and to [4] for the treatment of second derivatives in the study of the $\Gamma\left(L^{1}\right)$ - limsup; we included here the proofs of Proposition 3.5 and Proposition 3.6 for completeness and for the convenience of the reader.

Proposition 3.5. Let $u \in L^{1}\left(\Omega ; \mathbb{R}^{d}\right)$. If $\Gamma\left(L^{1}\right)-\liminf _{\varepsilon \rightarrow 0^{+}} \mathcal{F}_{\varepsilon}(u)<+\infty$, then $u$ belongs to $B V(\Omega ;\{a, b\})$ and

$$
\Gamma\left(L^{1}\right)-\liminf _{\varepsilon \rightarrow 0^{+}} \mathcal{F}_{\varepsilon}(u) \geq \mathbf{m} \operatorname{Per}_{\Omega}(\{u=a\})
$$

Proof. Suppose that $\varepsilon_{n} \rightarrow 0^{+}, u_{n} \rightarrow u$ in $L^{1}\left(\Omega ; \mathbb{R}^{d}\right)$ and $\mathcal{F}_{\varepsilon_{n}}\left(u_{n}\right)$ converges to $\Gamma\left(L^{1}\right)-\lim \inf _{\varepsilon \rightarrow 0^{+}} \mathcal{F}_{\varepsilon}(u)<+\infty$. Fixing an unit vector $\nu \in \mathbb{S}^{N-1}$, possibly passing to a subsequence (not relabelled), we may assume that $\left.\left.u_{n}\right|_{L_{y, \nu} \cap \Omega} \rightarrow u\right|_{L_{y, \nu} \cap \Omega}$ in $L^{1}\left(L_{y, \nu}, \mathcal{H}^{1}\right)$ for almost every line $L_{y, \nu}$ parallel to $\nu$, where $L_{y, \nu}:=\{y+s \nu: s \in \mathbb{R}\}$, $y \in \mathbb{R}^{N}$. By Proposition 2.8, and setting

$$
u_{n}^{y, \nu}(t):=u_{n}(y+t \nu) \text { for } \mathcal{H}^{N-1} \text { a.e. } y \in \nu^{\perp}
$$

we have

$$
\mathbf{m} \frac{\left|D u^{y, \nu}\right|\left(L_{y, \nu} \cap \Omega\right)}{|b-a|} \leq \liminf _{n \rightarrow \infty} \int_{L_{y, \nu} \cap \Omega}\left(\frac{W\left(u_{n}^{y, \nu}\right)}{\varepsilon_{n}}+\varepsilon_{n}^{3}\left|\frac{d^{2} u_{n}^{y, \nu}}{d t^{2}}\right|^{2}\right) d t
$$

Thus, by Fatou's lemma and the slicing properties of $B V$ functions (see [19, sec-
tion 5.10.2]),

$$
\begin{aligned}
\mathbf{m} \operatorname{Per}_{\Omega}(\{u=a\}) & =\mathbf{m} \frac{|D u|(\Omega)}{|b-a|} \\
& =\frac{\mathbf{m}}{|b-a|} \int_{\left\{y \in \nu^{\perp}\right\}}\left|D u^{y, \nu}\right|\left(L_{y, \nu} \cap \Omega\right) d \mathcal{H}^{N-1}(y) \\
& \leq \int_{\left\{y \in \nu^{\perp}\right\}} \liminf _{n \rightarrow \infty} \int_{L_{y, \nu} \cap \Omega}\left(\frac{W\left(u_{n}^{y, \nu}\right)}{\varepsilon_{n}}+\varepsilon_{n}^{3}\left|\frac{d^{2} u_{n}^{y, \nu}}{d t^{2}}\right|^{2}\right) d t d \mathcal{H}^{N-1} \\
& \leq \liminf _{n \rightarrow \infty} \int_{\left\{y \in \nu^{\perp}\right\}} \int_{L_{y, \nu} \cap \Omega}\left(\frac{W\left(u_{n}\right)}{\varepsilon_{n}}+\varepsilon_{n}^{3}\left|\nabla^{2} u_{n}\right|^{2}\right) d t d \mathcal{H}^{N-1} \\
& =\liminf _{n \rightarrow \infty} \int_{\Omega}\left(\frac{W\left(u_{n}\right)}{\varepsilon_{n}}+\varepsilon_{n}^{3}\left|\nabla^{2} u_{n}\right|^{2}\right) d x \\
& =\Gamma\left(L^{1}\right)-\liminf _{\varepsilon \rightarrow 0^{+}} \mathcal{F}_{\varepsilon}(u) . \quad \square
\end{aligned}
$$

Proposition 3.6. For every function $u \in B V(\Omega ;\{a, b\})$ we have

$$
\Gamma\left(L^{1}\right)-\limsup _{\varepsilon \rightarrow 0^{+}} \mathcal{F}_{\varepsilon}(u) \leq \mathbf{m} \operatorname{Per}_{\Omega}(\{u=a\})
$$

Proof. Let $u \in B V(\Omega ;\{a, b\})$, with $u=a \chi_{E}+b\left(1-\chi_{E}\right)$, and where $E$ is a set of finite perimeter, i.e., $\operatorname{Per}_{\Omega}(E)=\left|D \chi_{E}\right|(\Omega)<+\infty$. Since $E$ can be approximated by a sequence of smooth sets $E_{i}=\widetilde{E}_{i} \cap \Omega$ such that $\widetilde{E}_{i}$ is a smooth bounded set in $\mathbb{R}^{N}$, $\chi_{E_{i}} \rightarrow \chi_{E}$ in $L^{1}(\Omega)$ and $\left|D \chi_{E_{i}}\right|(\Omega) \rightarrow\left|D \chi_{E}\right|(\Omega)$ (see Lemma 4.3 in $[6]$ ), in order to study the $\Gamma\left(L^{1}\right)-\lim$ sup it suffices to consider a function $u: \Omega \rightarrow \mathbb{R}$ such that

$$
u(x)= \begin{cases}a & \text { if } x \in E \\ b & \text { if } x \in \Omega \backslash E\end{cases}
$$

where $E=\widetilde{E} \cap \Omega$ and $\widetilde{E}$ is a compact subset of $\mathbb{R}^{N}$ with a $C^{2}$ boundary. We claim that

$$
\Gamma\left(L^{1}\right)-\limsup _{\varepsilon \rightarrow 0^{+}} \mathcal{F}_{\varepsilon}(u) \leq \mathbf{m} \operatorname{Per}_{\Omega}(\{u=a\})
$$

Since $M:=\partial \widetilde{E}$ is a $C^{2}$ manifold in $\mathbb{R}^{N}$, there exists $\delta_{0}>0$ such that for all $\delta<\delta_{0}$ the points in the tubular neighborhood $U_{\delta}$ of the manifold $M$ admit a unique smooth projection onto $M$, where $U_{\delta}:=\left\{x \in \mathbb{R}^{N}: \operatorname{dist}(x, M)<\delta\right\}$.

Let $\varepsilon_{n} \rightarrow 0^{+}$, and consider a sequence of functions $v_{n} \in W_{\text {loc }}^{2,2}\left(\mathbb{R} ; \mathbb{R}^{d}\right)$ such that

$$
v_{n}(t)= \begin{cases}a & \text { if } t \leq-\frac{1}{\sqrt{\varepsilon_{n}}} \\ b & \text { if } t \geq \frac{1}{\sqrt{\varepsilon_{n}}}\end{cases}
$$

and

$$
\lim _{n \rightarrow \infty} \int_{\mathbb{R}}\left(W\left(v_{n}\right)+\left|v_{n}^{\prime \prime}\right|^{2}\right) d t=\mathbf{m}
$$

We define the sequence of functions $u_{n}: \Omega \rightarrow \mathbb{R}$

$$
u_{n}(x):= \begin{cases}v_{n}\left(\frac{\widetilde{d}_{M}(x)}{\varepsilon_{n}}\right) & \text { if } x \in U_{n} \cap \Omega, \\ a & \text { if } x \in E \backslash U_{n} \\ b & \text { if } x \in \Omega \backslash\left(E \cup U_{n}\right),\end{cases}
$$

where $\widetilde{d}_{M}: \mathbb{R}^{N} \rightarrow \mathbb{R}$ is the signed distance function from the boundary of $\widetilde{E}$, negative inside $\widetilde{E}$, and $U_{n}:=U_{\sqrt{\varepsilon_{n}}}$. We have

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty} \mathcal{F}_{\varepsilon_{n}}\left(u_{n}\right)=\limsup _{n \rightarrow \infty} \int_{\Omega}\left(\frac{W\left(u_{n}\right)}{\varepsilon_{n}}+\varepsilon_{n}^{3}\left|\nabla^{2} u_{n}\right|^{2}\right) d x \\
& =\limsup _{n \rightarrow \infty}\left\{\int_{U_{n}} \frac{W\left(v_{n}\left(\widetilde{d}_{M}(x) / \varepsilon_{n}\right)\right)}{\varepsilon_{n}} d x+\int_{U_{n}} e_{n}^{3}\left|v_{n}^{\prime \prime} \nabla \widetilde{d}_{M} \times \nabla \widetilde{d}_{M} / \varepsilon_{n}^{2}+v_{n}^{\prime} H / \varepsilon_{n}\right|^{2} d x\right\},
\end{aligned}
$$

where $H$ is the Hessian matrix of $\widetilde{d}_{M}$. Change variables via the diffeomorphism $x:=$ $F(y, t)$, where $F: M \times\left(-\delta_{0} / 2, \delta_{0} / 2\right) \rightarrow U_{\delta_{0} / 2}, F(y, t):=y+t \nu(y)$, with $\nu(y)$ the normal vector to $M$ at $y$ pointing outside $\widetilde{E}$. We indicate by $J(y, t)$ the Jacobian of this transformation. Then

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty} \mathcal{F}_{\varepsilon_{n}}\left(u_{n}\right) \leq \liminf _{n \rightarrow \infty}\left\{\int _ { M } \int _ { - \sqrt { \varepsilon _ { n } } } ^ { \sqrt { \varepsilon _ { n } } } \left(\frac{W\left(v_{n}\left(t / \varepsilon_{n}\right)\right)}{\varepsilon_{n}}\right.\right. \\
& \left.+\quad+\varepsilon_{n}^{3} \frac{\left|v_{n}^{\prime \prime}\left(t / \varepsilon_{n}\right)\right|^{2}}{\varepsilon_{n}^{4}} \right\rvert\, \nabla \widetilde{d}_{M}\left(\left.F(y, t)\right|^{2}\right) J(y, t) d t d \mathcal{H}^{N-1}(y) \\
& +\int_{M} \int_{-\sqrt{\varepsilon_{n}}}^{\sqrt{\varepsilon_{n}}} \varepsilon_{n}^{3} \frac{\left|v_{n}^{\prime}\left(t / \varepsilon_{n}\right)\right|^{2}}{\varepsilon_{n}^{2}}|H(F(y, t))|^{2} J(y, t) d t d \mathcal{H}^{N-1}(y) \\
& \left.+2 \int_{M} \int_{-\sqrt{\varepsilon_{n}}}^{\sqrt{\varepsilon_{n}}} \varepsilon_{n}^{3} \frac{\left|v_{n}^{\prime \prime}\left(t / \varepsilon_{n}\right)\right|\left|v_{n}^{\prime}\left(t / \varepsilon_{n}\right)\right|}{\varepsilon_{n}^{3}}\left|\nabla \widetilde{d}_{M}(F(y, t))\right||H(F(y, t))| J(y, t) d t d \mathcal{H}^{N-1}(y)\right\},
\end{aligned}
$$

which reduces to

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty} \mathcal{F}_{\varepsilon_{n}}\left(u_{n}\right) \\
& \leq \limsup _{n \rightarrow \infty}\left\{\int_{M} \int_{-\sqrt{\varepsilon_{n}}}^{\sqrt{\varepsilon_{n}}}\left(\frac{W\left(v_{n}\left(t / \varepsilon_{n}\right)\right)}{\varepsilon_{n}}+\frac{\left|v_{n}^{\prime \prime}\left(t / \varepsilon_{n}\right)\right|^{2}}{\varepsilon_{n}}\right) J(y, t) d t d \mathcal{H}^{N-1}(y)\right. \\
& \quad+A \int_{M} \int_{-\sqrt{\varepsilon_{n}}}^{\sqrt{\varepsilon_{n}}} \varepsilon_{n}\left|v_{n}^{\prime}\left(t / \varepsilon_{n}\right)\right|^{2} d t d \mathcal{H}^{N-1}(y) \\
& \left.\quad+B \int_{M} \int_{-\sqrt{\varepsilon_{n}}}^{\sqrt{\varepsilon_{n}}}\left|v_{n}^{\prime \prime}\left(t / \varepsilon_{n}\right)\right|\left|v_{n}^{\prime}\left(t / \varepsilon_{n}\right)\right| d t d \mathcal{H}^{N-1}(y)\right\} \\
& =: \limsup _{n \rightarrow \infty}^{(n)}\left\{I_{1}^{(n)}(u)+I_{2}^{(n)}(u)+I_{3}^{(n)}(u)\right\}
\end{aligned}
$$

where we took into account the facts that the gradient of the distance is always equal to one, and that the Jacobian $J$ and the Hessian $H$ of the distance are uniformly bounded. We have

$$
\begin{aligned}
I_{1}^{(n)}(u) & =\int_{M} \int_{-\sqrt{\varepsilon_{n}}}^{\sqrt{\varepsilon_{n}}}\left(\frac{W\left(v_{n}\left(t / \varepsilon_{n}\right)\right)}{\varepsilon_{n}}+\frac{\left|v_{n}^{\prime \prime}\left(t / \varepsilon_{n}\right)\right|^{2}}{\varepsilon_{n}}\right) J(y, t) d t d \mathcal{H}^{N-1}(y) \\
& =\int_{M} \int_{-1 / \sqrt{\varepsilon_{n}}}^{1 / \sqrt{\varepsilon_{n}}}\left(W\left(v_{n}(s)\right)+\left|v_{n}^{\prime \prime}(s)\right|^{2}\right) J\left(y, s \varepsilon_{n}\right) d s d \mathcal{H}^{N-1}(y) \\
& \leq\left(\sup _{y \in M, t \in\left(-\sqrt{\varepsilon_{n}}, \sqrt{\varepsilon_{n}}\right)} J(y, t)\right) \int_{M} \int_{\mathbb{R}}\left(W\left(v_{n}(s)\right)+\left|v_{n}^{\prime \prime}(s)\right|^{2}\right) d s d \mathcal{H}^{N-1}(y)
\end{aligned}
$$

and passing to the limit in $n$ as $n \rightarrow \infty$, we get

$$
\begin{aligned}
\limsup _{n \rightarrow \infty} I_{1}^{(n)} & \leq\left(\sup _{y \in M, t \in\left(-\sqrt{\varepsilon_{n}}, \sqrt{\varepsilon_{n}}\right)} J(y, t)\right) \mathbf{m} \mathcal{H}^{N-1}(M) \\
& =\left(\sup _{y \in M, t \in\left(-\sqrt{\varepsilon_{n}}, \sqrt{e_{n}}\right)} J(y, t)\right) \mathbf{m} \operatorname{Per}_{\Omega}(\{u=a\}) .
\end{aligned}
$$

If we show that the other two integrals $I_{2}^{(n)}(u)$ and $I_{3}^{(n)}(u)$ go to zero as $n \rightarrow \infty$, then we obtain that

$$
\begin{aligned}
\Gamma\left(L^{1}\right)-\limsup _{\varepsilon \rightarrow 0^{+}} \mathcal{F}_{\varepsilon}(u) & \leq \limsup _{n \rightarrow \infty}\left(\sup _{y \in M, t \in\left(-\sqrt{\varepsilon_{n}}, \sqrt{\varepsilon_{n}}\right)} J(y, t)\right) \mathbf{m} \operatorname{Per}_{\Omega}(\{u=a\}) \\
& =\mathbf{m} \operatorname{Per}_{\Omega}(\{u=a\})
\end{aligned}
$$

where we used the fact that $\left\{\varepsilon_{n}\right\}$ is an arbitrary sequence converging to zero, and that since $M$ is compact, $J(y, t)$ goes uniformly to one as $t \rightarrow 0$.

Finally,

$$
\begin{align*}
I_{2}^{(n)}+I_{3}^{(n)} & \leq C \int_{-\sqrt{\varepsilon_{n}}}^{\sqrt{\varepsilon_{n}}}\left(\varepsilon_{n}\left|v_{n}^{\prime}\left(t / \varepsilon_{n}\right)\right|^{2}+\left|v_{n}^{\prime \prime}\left(t / \varepsilon_{n}\right)\right|\left|v_{n}^{\prime}\left(t / \varepsilon_{n}\right)\right|\right) d t \\
& =C \int_{\mathbb{R}}\left(\varepsilon_{n}^{2}\left|v_{n}^{\prime}(s)\right|^{2}+\varepsilon_{n}\left|v_{n}^{\prime \prime}(s)\right|\left|v_{n}^{\prime}(s)\right|\right) d s \\
& \leq C\left(\varepsilon_{n}^{2}\left\|v_{n}^{\prime}\right\|_{2}^{2}+\varepsilon_{n}\left\|v_{n}^{\prime \prime}\right\|_{2}\left\|v_{n}^{\prime}\right\|_{2}\right) \\
& \leq C\left(\varepsilon_{n}^{2}\left\|v_{n}^{\prime}\right\|_{2}^{2}+\varepsilon_{n}\left\|v_{n}^{\prime}\right\|_{2}\right) \tag{3.3}
\end{align*}
$$

where we changed variables, used Hölder inequality and the fact that

$$
\left\|v_{n}^{\prime \prime}\right\|_{L^{2}}^{2} \leq \int_{\mathbb{R}}\left(W\left(v_{n}\right)+\left|v_{n}^{\prime \prime}\right|^{2}\right) d t \rightarrow \mathbf{m}
$$

Set $w_{n}(t):=v_{n}\left(t / \varepsilon_{n}\right)$. Then

$$
\begin{aligned}
\limsup _{n \rightarrow \infty} & \int_{-1}^{1}\left(\frac{1}{\varepsilon_{n}} W\left(w_{n}\right)+\varepsilon_{n}^{3}\left|w_{n}^{\prime \prime}\right|^{2}\right) d t \\
& =\limsup _{n \rightarrow \infty} \int_{-\sqrt{\varepsilon_{n}}}^{\sqrt{\varepsilon_{n}}}\left(\frac{1}{\varepsilon_{n}} W\left(w_{n}\right)+\varepsilon_{n}^{3}\left|w_{n}^{\prime \prime}\right|^{2}\right) d t \\
& =\lim _{n \rightarrow \infty} \int_{\mathbb{R}}\left(W\left(v_{n}\right)+\left|v_{n}^{\prime \prime}\right|^{2}\right) d t
\end{aligned}
$$

and therefore by Proposition 2.7 and (2.7)

$$
\left\|w_{n}^{\prime}\right\|_{L^{4 / 3}(-1,1)} \leq C \varepsilon_{n}^{-3 / 4}
$$

where the constant $C$ is independent of $n$. Also, Hölder inequality yields

$$
\begin{aligned}
\left\|w_{n}^{\prime \prime}\right\|_{L^{4 / 3}(-1,1)} & =\left\|w_{n}^{\prime \prime}\right\|_{L^{4 / 3}\left(-\sqrt{\varepsilon_{n}}, \sqrt{\varepsilon_{n}}\right)} \\
& \leq C\left\|w_{n}^{\prime \prime}\right\|_{L^{2}(-1,1)} \varepsilon_{n}^{1 / 6} \\
& \leq C \varepsilon_{n}^{-3 / 2} \varepsilon_{n}^{1 / 6} .
\end{aligned}
$$

Therefore, by the Sobolev embedding theorem

$$
\left\|w_{n}^{\prime}\right\|_{L^{2}(-1,1)} \leq C\left\|w_{n}^{\prime}\right\|_{W^{1,4 / 3}(-1,1)} \leq C\left(\varepsilon_{n}^{-3 / 4}+\varepsilon_{n}^{-3 / 2} \varepsilon_{n}^{1 / 6}\right)
$$

and in view of (3.3), we conclude that

$$
\begin{aligned}
\varepsilon_{n}^{2} \int_{R}\left|v_{n}^{\prime}\right|^{2} d t & =\varepsilon_{n}^{3} \int_{\sqrt{\varepsilon_{n}}}^{\sqrt{\varepsilon_{n}}}\left|w_{n}^{\prime}\right|^{2} d t \\
& \leq C \varepsilon_{n}^{3}\left(\varepsilon_{n}^{-3 / 4}+\varepsilon_{n}^{-3 / 2} \varepsilon_{n}^{1 / 6}\right)^{2} \\
& \leq C\left(\varepsilon_{n}^{3 / 2}+\varepsilon_{n}^{1 / 3}\right)
\end{aligned}
$$

and it suffices to let $n \rightarrow \infty$.
4. Final remarks. As in the singular perturbation model for phase transitions (see [25]), the interfacial energy appears due to the need to go across an energy barrier in order to remain on the zero set of $W$. Indeed, if the zero set of $W$ is a smooth, connected set, then the $\Gamma\left(L^{1}\right)$-limit may simply reduce to zero. As an example, consider the case where $\{W=0\}=\mathbb{S}^{d-1}$. Then

$$
\Gamma\left(L^{1}\right)-\lim _{\varepsilon \rightarrow 0^{+}} \mathcal{F}_{\varepsilon}(u)= \begin{cases}0 & \text { if } u \in L^{1}\left(\Omega ; \mathbb{S}^{d-1}\right) \\ +\infty & \text { otherwise }\end{cases}
$$

To prove this assertion, fix $u \in L^{1}\left(\Omega ; \mathbb{S}^{d-1}\right)$ and let $\left\{u_{n}\right\}$ be a sequence of smooth functions with compact support, converging to $u$ in $L^{1}\left(\Omega ; \mathbb{S}^{d-1}\right)$. The existence of such an approximating sequence can be obtained as follows: there exists a point $y \in \mathbb{S}^{d-1}$ such that $u^{-1}(y)$ has zero Lebesgue measure; therefore we may assume with no loss of generality that $u$ does not take such value $y$. The manifold $\mathbb{S}^{d-1} \backslash\{y\}$ is diffeomorphic to the open unit ball $B$ of $\mathbb{R}^{d-1}$ via some smooth map $\Phi$; hence it is sufficient to approximate the function $\Phi(u)$ in $L^{1}(\Omega ; B)$ with a sequence of smooth functions $\left\{v_{n}\right\}$ with compact support and then to consider the sequence $u_{n}:=\Phi^{-1}\left(v_{n}\right)$.

If now we choose a positive sequence $\varepsilon_{n} \rightarrow 0^{+}$such that

$$
\int_{\Omega} \varepsilon_{n}^{3}\left|\nabla^{2} u_{n}\right|^{2} d x \leq \frac{1}{n} \quad \text { for every } n \in \mathbb{N}
$$

we get

$$
\Gamma\left(L^{1}\right)-\lim _{\varepsilon \rightarrow 0^{+}} \mathcal{F}_{\varepsilon}(u) \leq \liminf _{n \rightarrow \infty} \int_{\Omega}\left(\frac{W\left(u_{n}\right)}{\varepsilon_{n}}+\varepsilon_{n}^{3}\left|\nabla^{2} u_{n}\right|^{2}\right) d x \leq \lim _{n \rightarrow \infty} \frac{1}{n}=0
$$

and this proves the claim.
Finally, we remark that if we could prove that for energy bounded sequences $\left\{u_{\varepsilon}\right\}$, with

$$
\sup _{\varepsilon>0} \int_{\Omega}\left(\frac{W\left(u_{\varepsilon}\right)}{\varepsilon}+\varepsilon^{3}\left|\nabla^{2} u_{\varepsilon}\right|^{2}\right) d x<+\infty
$$

it follows that

$$
\sup _{\varepsilon>0} \int_{\Omega} \varepsilon|\nabla u|^{2} d x<+\infty
$$

then most proofs would be greatly simplified, and, in particular, the compactness in $L^{1}$ (see Propositions 2.7, 3.1) would follow immediately from the compactness for the singular perturbations model studied in $[10,12,13,22,25,28,29,32,33]$.
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#### Abstract

We analyze the question of the limit process when the shear viscosity goes to zero for global solutions to the Navier-Stokes equations for compressible heat conductive fluids for the flows which are invariant over cylindrical sheets.
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1. Introduction. We study the limit of global solutions to the Navier-Stokes equations of compressible heat conductive fluids as the shear viscosity $\mu$ tends to zero. The problem of small viscosity finds many applications, for example, in the boundary layer theory [11]. We restrict ourselves to the flows between two circular coaxial cylinders and assume that the corresponding solutions depend only on the radial variable $x, \Omega=\{x: 0<a<x<b\}$ and the time variable $t \in(0, T)$. The reduced system of the three-dimensional equations is now of the form [6]

$$
\begin{gather*}
\rho_{t}+(\rho u)_{x}+\frac{\rho u}{x}=0,  \tag{1.1}\\
\rho\left(u_{t}+u u_{x}-\frac{v^{2}}{x}\right)+p_{x}-(\lambda+2 \mu)\left(u_{x}+\frac{u}{x}\right)_{x}=0, \quad p=\gamma \rho \theta,  \tag{1.2}\\
\rho\left(v_{t}+u v_{x}+\frac{u v}{x}\right)-\mu\left(v_{x}+\frac{v}{x}\right)_{x}=0,  \tag{1.3}\\
\rho\left(w_{t}+u w_{x}\right)-\mu\left(w_{x x}+\frac{w_{x}}{x}\right)=0,  \tag{1.4}\\
c_{v} \rho\left(\theta_{t}+u \theta_{x}\right)-\kappa\left(\theta_{x x}+\frac{\theta_{x}}{x}\right)+p\left(u_{x}+\frac{u}{x}\right)-\mathcal{Q}=0,  \tag{1.5}\\
\mathcal{Q}=\lambda\left(u_{x}+\frac{u}{x}\right)^{2}+\mu\left\{\left(v_{x}-\frac{v}{x}\right)^{2}+w_{x}^{2}+2 u_{x}^{2}+2\left(\frac{u}{x}\right)^{2}\right\} . \tag{1.6}
\end{gather*}
$$

[^54]Here $\rho$ is the mass density, $p$ is the pressure, $\theta$ is the temperature. The velocity vector $\mathbf{v}=(u, v, w)$ is given by the radial, angular, and axial velocities, respectively. We consider fluids obeying the equation of state for a polytropic fluid $p=\gamma \rho \theta$ and the Duhem inequalities $\mu \geq 0$ and $3 \lambda+2 \mu \geq 0(\nu=\lambda+2 \mu)[7]$. The constants $\gamma, c_{v}, \kappa, \lambda$, and $\mu$ are considered positive. We put $c_{v}=1$; this can always be achieved by a suitable choice of units.

In the domain $Q=(0, T) \times \Omega$, we consider the initial boundary value problem given by (1.1)-(1.6) and

$$
\begin{gather*}
\mathbf{v}=0, \quad \theta_{x}=0 \quad \text { at } \quad \partial \Omega  \tag{1.7}\\
\left.(\rho, \mathbf{v}, \theta)\right|_{t=0}=\left(\rho_{0}(x), \mathbf{v}_{0}(x), \theta_{0}(x)\right) \tag{1.8}
\end{gather*}
$$

The results that follow are valid also if the velocity vector satisfies nonhomogeneous boundary conditions corresponding to the symmetry-conserving motions of the bounding cylinders. We discuss the homogeneous case only to simplify the presentation.

Our goal is both to establish the existence and uniqueness of strong global solutions to problem (1.6)-(1.8) and to justify the passage to limit as the shear viscosity goes to zero. In particular, we prove that solutions converge in $L^{2}(Q)$, as $\mu \downarrow 0$, to a weak solution of (1.1)-(1.6) with $\mu=0$. The last result can be treated as a new one in the mathematical theory of compressible fluids with $\mu=0$ and $\lambda>0[10,12,13]$.

Existence theorems for the solutions with the axial symmetry were obtained only for radial flows with $v=w=0$ [8]. The shear viscosity limit problem was studied earlier for the flows between two parallel plates [4, 14, 15]. Notice that in the case of cylinder symmetry the velocity components influence each other not only through the energy equation but also through the momentum equations. This is the main difference between the system considered in [15] and system (1.1)-(1.6).

It should be emphasized that in sending $\mu$ to zero we keep $\lambda$ fixed and positive at the same time. It enables us to control the derivatives of $u$ to some extent but not of $v$ and $w$. There are several interesting mathematical issues here. We mention two of them. The first is the strong convergence of $v$ as $\mu \downarrow 0$. One should prove it in order to justify the passage to limit in (1.2). The bounds $\|v\|_{L^{\infty}(Q)} \leq c$ and $\left\|\mu x v_{x}^{2}\right\|_{L^{1}(Q)} \leq c$, which are shown to be uniform in $\mu$, enable us to conclude that $v \rightarrow \bar{v}$ weakly-star in $L^{\infty}(Q)$ and $\mu x v_{x}^{2} \rightarrow \chi$ weakly in $\mathcal{M}(Q)$, the space of signed Radon measures on $Q$, for some function $\bar{v} \in L^{\infty}(Q)$ and a nonnegative measure $\chi$. Here and in what follows we use the superposed bar to denote a weak limit. Without any new bound for the derivatives of $v$ at hand, we prove the strong convergence $v \rightarrow \bar{v}$ in $L^{k}(Q)$ for any $k \in[1, \infty)$ and the equality $\chi=0$. The key idea is to verify that the limit equation

$$
\begin{equation*}
(x \bar{\rho} \bar{v})_{t}+(x \bar{\rho} \bar{u} \bar{v})_{x}+\bar{\rho} \bar{u} \bar{v}=0 \quad \text { in } \quad D^{\prime}(Q) \tag{1.9}
\end{equation*}
$$

for the weak limits $\bar{u}, \bar{v}$, and $\bar{\rho}$, as $\mu \downarrow 0$, is inherited with the equation

$$
\begin{equation*}
\left(x \bar{\rho} \bar{v}^{2}\right)_{t}+\left(x \bar{\rho} \bar{u} \bar{v}^{2}\right)_{x}+2 \bar{\rho} \bar{u} \bar{v}^{2}=0 \quad \text { in } \quad D^{\prime}(Q), \tag{1.10}
\end{equation*}
$$

which can be derived formally from (1.9) by multiplying by $\bar{v}$ and accounting for the limit equation $(x \bar{\rho})_{t}+(x \bar{\rho} \bar{u})_{x}=0$, in $D^{\prime}(Q)$. To check (1.10), we use the Lagrangian variables associated with the limit flow; this makes our approach different from that of the DiPerna and Lions [2] developed for the linear transport equation. On the other hand, it follows from (1.3) in the limit that

$$
\begin{equation*}
\left(x \bar{\rho} \overline{v^{2}}\right)_{t}+\left(x \bar{\rho} \bar{u} \overline{v^{2}}\right)_{x}+2 \bar{\rho} \bar{u} \overline{v^{2}}+2 \chi=0 \quad \text { in } \quad D^{\prime}(Q) . \tag{1.11}
\end{equation*}
$$

The comparison of (1.10) and (1.11) results in the equalities $\chi=0$ and $\overline{v^{2}}=\bar{v}^{2}$. The last implies the strong convergence $v \rightarrow \bar{v}$ at least in $L^{2}(Q)$.

The above idea of improvement of the weak convergence $v \rightarrow \bar{v}$ to strong goes back to the notion of renormalization introduced into PDE by DiPerna and Lions [2] and developed in $[3,4,7,15,17]$.

One more mathematical issue is related to the convergence of the dissipation $\mathcal{Q}$ and the rate of pressure work $-p\left(u_{x}+\frac{u}{x}\right)$, as $\mu \downarrow 0$. Both these functions are bounded in $L^{1}(Q)$ uniformly in $\mu$, but we do not obtain any more bound for them. We also do not prove that $u_{x}$ converges strongly. This is why the passage to limit in the energy equation is not simple. Here the key idea is to study their sum $J \equiv \mathcal{Q}-p\left(u_{x}+\frac{u}{x}\right)$, which admits the representation $J=F\left(u_{x}+\frac{u}{x}\right)+J_{1}$, where

$$
\begin{equation*}
F=-p+(\lambda+2 \mu)\left(u_{x}+\frac{u}{x}\right), \quad J_{1}=\mu\left(v_{x}+\frac{v}{x}\right)^{2}+\mu w_{x}^{2}-\frac{2 \mu}{x}\left(u^{2}+v^{2}\right)_{x} \tag{1.12}
\end{equation*}
$$

The function $F$ was introduced by Hoff [3] and he called it the effective viscous flux since it can be rewritten in an invariant form as $-p+(\lambda+2 \mu)$ divv. Hoff showed that the variable $F$ is smoother than either of its summands. The effective viscous flux helps here also. We manage to prove that $\overline{J_{1}}=0$ and $\overline{F\left(u_{x}+u / x\right)}=F_{0}\left(\bar{u}_{x}+\bar{u} / x\right)$, where $F_{0}=-\gamma \bar{\rho} \bar{\theta}+\lambda\left(\bar{u}_{x}+\bar{u} / x\right)$ is the effective viscous flux of the limit flow. For that we again exploit the technique exposed above.

Let us formulate the main results. Assume that the initial data verify the conditions

$$
\begin{equation*}
\mathbf{v}_{0} \in W_{0}^{1,2}(\Omega) ; \quad \rho_{0}, \theta_{0} \in W^{1,2}(\Omega) ; \quad\left\|\rho_{0}^{-1}, \theta_{0}^{-1}\right\|_{C(\bar{\Omega})}<\infty ; \quad \rho_{0}>0, \theta_{0}>0 \tag{1.13}
\end{equation*}
$$

From here on we use the notation $\|a, b, \ldots\|^{2}=\|a\|^{2}+\|b\|^{2}+\cdots$ for functions $a, b, \ldots$ belonging to a functional space equipped with a norm $\|\cdot\|$. For later use we denote by $\|f\|,\|f\|_{p, \Omega},\|f\|_{p, Q}$, and $\|f\|_{p, q}$ the norms in $L^{2}(\Omega), L^{p}(\Omega), L^{p}(Q)$, and $L^{q}\left(0, T ; L^{p}(\Omega)\right)$, respectively.

THEOREM 1.1. Under the assumption (1.13) there is a unique solution of problem (1.1)-(1.8) such that

$$
\begin{gathered}
\mathbf{v}, \theta \in L^{\infty}\left(0, T ; W^{1,2}(\Omega)\right) \cap L^{2}\left(0, T ; W^{2,2}(\Omega)\right), \\
\rho \in L^{\infty}\left(0, T ; W^{1,2}(\Omega)\right) ; \quad \mathbf{v}_{t}, \theta_{t}, \rho_{t} \in L^{2}(Q), \quad \rho>0, \theta>0 .
\end{gathered}
$$

THEOREM 1.2. There is a sequence $\mu_{n} \downarrow 0$ such that the corresponding solutions ( $\rho, \mathbf{v}, \theta)$ of problem (1.1)-(1.8) with $\mu=\mu_{n}$ converge as follows:

$$
u \xrightarrow{L^{s}(Q)} \bar{u} ; \quad \theta \xrightarrow{L^{r}(Q)} \bar{\theta} ; \quad \rho, v, w \xrightarrow{L^{p}(Q)} \bar{\rho}, \bar{v}, \bar{w}
$$

for any $s \in[1,6), r \in[1,2)$, and $p \in[1, \infty)$. In addition, $\bar{u} \in L^{2}\left(0, T ; W_{0}^{1,2}(\Omega)\right)$, $\bar{\theta}_{x} \in L^{q}(Q), \bar{\rho} \in B V(Q)$, and the weak convergences

$$
u^{L^{2}\left(0, T ; W^{1,2}(\Omega)\right)} \bar{u}, \quad \theta_{x} \stackrel{L^{q}(Q)}{\theta_{x}}, \quad \nabla_{x, t} \stackrel{\mathcal{M}(Q)}{\xrightarrow{2}} \nabla_{x, t} \bar{\rho}
$$

hold where $\mathcal{M}(Q)$ is the set of the Radon measures on $Q$ and $q \in[1,3 / 2)$. The limit functions solve (1.1)-(1.8) with $\mu=0$ in the following sense:

$$
\begin{equation*}
\int_{Q} \bar{\rho}\left(\varphi_{t}+\bar{u} \varphi_{x}\right) x d x d t+\int_{\Omega} \rho_{0} \varphi(0, x) x d x=0 \tag{1.14}
\end{equation*}
$$

$$
\begin{gather*}
\int_{Q}\left(\bar{\rho} \bar{u} \psi_{t}+\left(\bar{\rho} \bar{u}^{2}+\gamma \bar{\rho} \bar{\theta}-\lambda \bar{u}_{x}-\lambda \frac{\bar{u}}{x}\right) \psi_{x}\right) x d x d t  \tag{1.15}\\
+\int_{Q}\left(\bar{\rho}\left(\bar{v}^{2}-\bar{u}^{2}\right)+\gamma \bar{\rho} \bar{\theta}-\lambda \bar{u}_{x}-\lambda \frac{\bar{u}}{x}\right) \psi d x d t+\int_{\Omega} \rho_{0} u_{0} \psi(0, x) x d x=0, \\
\int_{Q} \bar{\rho} \bar{v}\left(\psi_{t}+\bar{u} \psi_{x}-\frac{\bar{u}}{x} \psi\right) x d x d t+\int_{\Omega} \rho_{0} v_{0} \psi(0, x) x d x=0  \tag{1.18}\\
\int_{Q} \bar{\rho} \bar{w}\left(\psi_{t}+\bar{u} \psi_{x}\right) x d x d t+\int_{\Omega} \rho_{0} w_{0} \psi(0, x) x d x=0 \\
\int_{Q}\left(\bar{\rho} \bar{\theta} \varphi_{t}+\left(\bar{\rho} \bar{\theta} \bar{u}-\kappa \bar{\theta}_{x}\right) \varphi_{x}+\left(-\gamma \bar{\rho} \bar{\theta}\left(\bar{u}_{x}+\frac{\bar{u}}{x}\right)+\lambda\left(\bar{u}_{x}+\frac{\bar{u}}{x}\right)^{2}\right) \varphi\right) x d x d t \\
+\int_{\Omega} \rho_{0} \theta_{0} \varphi(0, x) x d x=0 .
\end{gather*}
$$

Here, $\varphi$ and $\psi$ are test functions such that $\varphi, \psi \in C^{1}(\bar{Q}), \varphi(T, x)=\psi(T, x)=0$ for any $x \in \Omega$ and $\psi \in W_{0}^{1,2}(\Omega)$ for any $t \in(0, T)$.

We will sometimes employ the notation $f_{r}=f_{x}+f / x$. Observe that the operator $f \rightarrow f_{r}$ has the properties

$$
\begin{gather*}
(g h)_{r}=g_{r} h+g h_{x}, \quad g_{r x}=g_{x r}-\frac{g}{x^{2}}  \tag{1.19}\\
g^{\prime}(\beta)\left((\rho \beta)_{t}+(\rho u \beta)_{r}\right)=(\rho g(\beta))_{t}+(\rho u g(\beta))_{r}=0  \tag{1.20}\\
\int_{\Omega} \varphi \psi_{r} x d x=-\int_{\Omega} \psi \varphi_{x} x d x, \quad \int_{\Omega} x \xi_{r} d x=b \xi(b)-a \xi(a) \tag{1.21}
\end{gather*}
$$

for any functions $\beta \in C^{1}(\bar{Q}), g \in C^{1}(\mathbb{R}), \varphi \in D(\Omega), \psi \in D(\Omega)$, and $\xi \in D(\mathbb{R})$.
With this notation, the system (1.1)-(1.8) becomes

$$
\begin{gather*}
\rho_{t}+(\rho u)_{r}=0  \tag{1.22}\\
(\rho u)_{t}+\left(\rho u^{2}\right)_{r}-\frac{\rho v^{2}}{x}+p_{x}-\nu u_{r x}=0, \quad p=\gamma \rho \theta  \tag{1.23}\\
(\rho v)_{t}+(\rho u v)_{r}+\frac{\rho u v}{x}-\mu v_{r x}=0  \tag{1.24}\\
(\rho w)_{t}+(\rho u w)_{r}-\mu w_{x r}=0  \tag{1.25}\\
(\rho \theta)_{t}+(\rho u \theta)_{r}-\kappa \theta_{x r}+p u_{r}-\mathcal{Q}=0  \tag{1.26}\\
\mathcal{Q}=\nu u_{r}^{2}+\mu v_{r}^{2}+\mu w_{x}^{2}-\frac{2 \mu}{x}\left(u^{2}+v^{2}\right)_{x} \tag{1.27}
\end{gather*}
$$

2. A priori estimates independent of $\boldsymbol{\mu}$. First of all, it follows from (1.22) that

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega} \rho x d x=0 \tag{2.1}
\end{equation*}
$$

This is our first a priori estimate since we look for solutions such that $\rho>0$ and $\theta>0$. Next, by (1.22)-(1.27), (1.19), and (1.20), we may write the equation for the total energy $e=\mathbf{v}^{2} / 2+\theta$ in the form

$$
\begin{equation*}
(\rho e)_{t}+(\rho u e)_{r}=\nu\left(u u_{r}\right)_{r}+\mu\left(v v_{r}\right)_{r}+\mu\left(w w_{x}\right)_{r}+\kappa \theta_{x r}-(p u)_{r}-\frac{2 \mu}{x}\left(u^{2}+v^{2}\right)_{x} \tag{2.2}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega} \rho e x d x=0 \tag{2.3}
\end{equation*}
$$

and this is our second estimate.
Another consequence of system (1.22)-(1.27) is the equation

$$
\begin{aligned}
& \left(\rho \psi(\theta)+\gamma \rho \psi\left(\frac{1}{\rho}\right)+\rho \frac{\mathbf{v}^{2}}{2}\right)_{t}+\left(\rho u\left(\frac{\mathbf{v}^{2}}{2}+\psi(\theta)+\gamma(1+\ln \rho)\right)\right)_{r} \\
& =\nu\left(u u_{r}\right)_{r}+\mu\left(v v_{r}\right)_{r}+\mu\left(w w_{x}\right)_{r}-p_{x} u+\psi^{\prime}(\theta)\left(\mathcal{Q}+\kappa \theta_{x r}\right)-p u_{r}
\end{aligned}
$$

where $\psi(s)=s-\ln s-1$.
Again, we integrate with respect to the measure $x d x$ to obtain

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega} \rho\left(\psi(\theta)+\gamma \psi\left(\frac{1}{\rho}\right)+\frac{\mathbf{v}^{2}}{2}\right) x d x+\int_{\Omega}\left(\kappa \frac{\theta_{x}^{2}}{\theta^{2}}+\frac{\mathcal{Q}}{\theta}\right) x d x=0 \tag{2.4}
\end{equation*}
$$

This is the third estimate since $\mathcal{Q} \geq 0$.
Lemma 2.1. There is a constant c such that $\|\rho\|_{\infty, Q} \leq c$.
Proof. First we note that this lemma provides the key estimate in the whole development, and the proof goes back to the early paper of Kazhikhov and Shelukhin [5] where considerations were made in the Lagrangian variables.

We write (1.23) in the form

$$
(\rho u)_{t}+\left(\rho u^{2}+p-\nu u_{r}+\int_{a}^{x} \frac{\rho}{y}\left(u^{2}-v^{2}\right) d y\right)_{x}=0
$$

Hence, the function

$$
\varphi(t, x)=\int_{0}^{t}\left(\nu u_{r}-\rho u^{2}-p-\int_{a}^{x} \frac{\rho}{y}\left(u^{2}-v^{2}\right) d y\right) d t+\int_{a}^{x} \rho_{0} u_{0} d y
$$

satisfies the equalities

$$
\begin{equation*}
\varphi_{x}=\rho u, \quad \varphi_{t}=\nu u_{r}-\rho u^{2}-p-\int_{a}^{x} \frac{\rho}{y}\left(u^{2}-v^{2}\right) d y \tag{2.5}
\end{equation*}
$$

Observe that $\left\|x \varphi_{x}\right\|_{1}^{2} \leq\|x \rho\|_{1}\left\|x \rho u^{2}\right\|_{1}$ and the integral $\int_{\Omega} \varphi x d x$ equal to

$$
\int_{0}^{t} \int_{\Omega}\left(-\rho u^{2}-p-\int_{a}^{x} \frac{\rho}{y}\left(u^{2}-v^{2}\right) d y\right) x d x d t+\int_{\Omega} x \int_{a}^{x} \rho_{0} u_{0} d y d x
$$

is uniformly bounded in $L^{\infty}(0, T)$ by (2.4). Thus, $\|\varphi\|_{\infty, Q} \leq c$.
Given a function $F(\varphi)$, we compute the material derivative $D_{t}(\rho F) \equiv\left(\frac{\partial}{\partial t}+\right.$ $\left.u \frac{\partial}{\partial x}\right) \rho F$. Using (2.5), we have

$$
D_{t}(\rho F)=-\rho F u_{r}+\rho F^{\prime}\left(\nu u_{r}-p-\int_{a}^{x} \frac{\rho}{y}\left(u^{2}-v^{2}\right) d y\right)
$$

The choice $F(\varphi)=\exp \frac{\varphi}{\nu}$ results in

$$
D_{t}(\rho F) \leq \rho F\left|\frac{1}{\nu} \int_{a}^{x} \frac{\rho}{y}\left(u^{2}-v^{2}\right) d y\right| \leq c \rho F
$$

Thus, the lemma is proved.
Lemma 2.2. There is a constant $c$ such that $\rho \geq c>0$ and $\|\theta\|_{\infty, 1} \leq c$.
Proof. By (2.5) and with $G=\exp \left(-\frac{\varphi}{\nu}\right)$, we compute

$$
D_{t} \frac{G}{\rho}=\gamma G \theta+\frac{G}{\nu \rho} \int_{a}^{x} \frac{\rho}{y}\left(u^{2}-v^{2}\right) d y \leq c\left(\frac{G}{\rho}+\|\theta\|_{\infty}\right)
$$

Hence,

$$
\begin{equation*}
\left\|\frac{1}{\rho}\right\|_{\infty} \leq c\left(1+\int_{0}^{t}\|\theta(s)\|_{\infty} d s\right) \tag{2.6}
\end{equation*}
$$

Now, by the inequality

$$
\theta^{\frac{1}{2}}(t, x)-\theta^{\frac{1}{2}}(t, y) \leq \frac{1}{2}\left\|\frac{\theta_{x}}{\theta}\right\|\|\rho \theta\|_{1}^{\frac{1}{2}}\left\|\frac{1}{\rho}\right\|_{\infty}^{\frac{1}{2}},
$$

we conclude that

$$
\begin{equation*}
\|\theta\|_{\infty} \leq 2\|x \rho \theta\|_{1}+\frac{1}{2 a^{2}}\left\|\frac{\sqrt{x} \theta_{x}}{\theta}\right\|^{2}\|x \rho \theta\|_{1}\left\|\frac{1}{\rho}\right\|_{\infty} \tag{2.7}
\end{equation*}
$$

Combining inequalities (2.6) and (2.7), we obtain the validity of the lemma.
Lemma 2.3. There is a constant $c$ such that $\theta \geq c>0$.
Proof. We multiply (1.26) by $-z, z=1 / \theta$ to get $\rho D_{t} z \leq \kappa z_{x r}+\frac{\gamma^{2} \rho^{2}}{4 \lambda}$. Consequently,

$$
\left(\rho z^{N}\right)_{t}+\left(\rho u z^{N}\right)_{r} \leq \kappa z_{x r}^{N}+N A(t) z^{N}
$$

where $N \in \mathbb{N}$ and the function $A(t)$ is bounded in $L^{1}(0, T)$ and does not depend on $N$. Now we integrate the last inequality to arrive at $\left\|x \rho z^{N}\right\|_{1} \leq \exp (N c)\left\|x \rho_{0} z_{0}^{N}\right\|_{1}$. Here, the constant $c$ does not depend on $N$. Hence, the assertion of the lemma follows.

Lemma 2.4. There is a constant $c$ such that

$$
\left\|u_{x}, \sqrt{\mu} v_{x}, \sqrt{\mu} w_{x}\right\|_{2, Q} \leq c, \quad\|u\|_{\infty, 2} \leq c, \quad\left\|u u_{x}\right\|_{3 / 2, Q}+\|u\|_{6, Q}+\|u\|_{\infty, 4} \leq c
$$

Proof. Integrating (1.26), we obtain

$$
\int_{Q}\left(\nu u_{r}^{2}+\mu v_{r}^{2}+\mu w_{x}^{2}\right) x d x d t \leq \frac{\lambda}{2} \int_{Q} u_{r}^{2} x d x d t+\frac{\gamma^{2}}{2 \lambda} \int_{Q} \rho^{2} \theta^{2} x d x d t+c
$$

On the other hand,

$$
\begin{equation*}
\|\theta\|_{2, Q} \leq\|\theta\|_{1, \infty}\|\theta\|_{\infty, 1} . \tag{2.8}
\end{equation*}
$$

Hence, the first estimate of the lemma is proved. The second one is now a consequence since $u$ is bounded in $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$. The third estimate follows due to the inequalities $\left\|u u_{x}\right\|_{3 / 2, Q} \leq\left\|u_{x}\right\|_{2, Q}\|u\|_{6, Q}$ and

$$
\|u\|_{6, Q}^{6} \leq\|u\|_{2, \infty}^{2}\|u\|_{\infty, 4}^{4}, \quad\|u\|_{\infty, 4}^{2} \leq 2\|u\|_{2, \infty}\left\|u_{x}\right\|_{2, Q}
$$

Lemma 2.5. There is a constant c such that $\|v, w\|_{\infty, Q} \leq c$.
Proof. Multiplication of (1.22) by $2 N w^{2 N-1}$ results in the inequality

$$
\left(\rho w^{2 N}\right)_{t}+\left(\rho u w^{2 N}\right)_{r} \leq \mu\left(w^{2 N}\right)_{x r}
$$

Hence, $\left\|x \rho w^{2 N}\right\|_{1} \leq\left\|x \rho_{0} w_{0}^{2 N}\right\|_{1}$. Now, we raise to the power $\frac{1}{2 N}$ and let $N \rightarrow \infty$ to see that $\|w\|_{\infty} \leq\left\|w_{0}\right\|_{\infty}$.

Similarly,

$$
\int_{\Omega} \rho v^{2 N} x d x \leq \int_{\Omega} \rho_{0} v_{0}^{2 N} x d x-2 N \int_{0}^{t} \int_{\Omega} \rho u v^{2 N} d x d s
$$

By the Gronwall lemma, $\left\|\rho v^{2 N} x\right\|_{1} \leq c \exp \left(c N \int_{0}^{t}\|u\|_{\infty} d s\right)$. Since the constant $c$ does not depend on $N$, the estimate $|v| \leq c$ follows.

Lemma 2.6. There is a constant c such that $\left\|\rho_{x}\right\|_{1, \infty} \leq c$ and $\left\|\rho_{t}\right\|_{1, Q} \leq c$.
Proof. We set $\beta=u-\nu(1 / \rho)_{x}$ and find, by (1.22) and (1.23), that

$$
(\rho \beta)_{t}+(\rho u \beta)_{x}+\frac{\rho}{x}\left(u^{2}-v^{2}\right)=-p_{x}
$$

Multiplying this equality by $\operatorname{sgn} \beta$, we deduce

$$
(\rho|\beta|)_{t}+(\rho u|\beta|)_{x} \leq c\left(1+\theta|\beta|+\theta|u|+u^{2}+v^{2}+\left|\theta_{x}\right|\right) .
$$

On the other hand, due to (2.4) and (2.8),

$$
\begin{equation*}
\left\|\theta_{x}\right\|_{1, Q} \leq c \tag{2.9}
\end{equation*}
$$

Hence, $\|\rho \beta\|_{1} \leq c$ uniformly in time. Now the first conclusion of the lemma follows directly and the second one holds due to (1.22).

Lemma 2.7. Given a number $q \in[1,3 / 2)$, there is a constant c such that $\left\|\theta_{x}\right\|_{q, Q} \leq$ $c$.

Proof. By above estimates, we may treat (1.26) as a linear parabolic one

$$
\rho\left(\theta_{t}+u \theta_{x}\right)=\kappa\left(\theta_{x x}+\frac{\theta_{x}}{x}+f\right)
$$

where the function $f(t, x)$ is bounded in $L^{1}(Q)$ uniformly in $\mu$. Given a function $F(s) \in C^{1}(\mathbb{R})$, we have

$$
\frac{d}{d t} \int_{\Omega} \rho F(\theta) x d x+\kappa \int_{\Omega} \theta_{x}^{2} F^{\prime \prime}(\theta) x d x=\int_{\Omega} f F^{\prime}(\theta) x d x
$$

Let us choose

$$
F(\theta)=\frac{1}{1-\delta}+\frac{1+\theta}{\delta}-\frac{(1+\theta)^{1-\delta}}{\delta(1-\delta)}
$$

with $\delta \in(0,1)$. We deduce that

$$
\kappa\left\|\frac{\theta_{x}^{2}}{(1+\theta)^{1+\delta}}\right\|_{1, Q} \leq c_{\delta}\left(\|f\|_{1, Q}+\left\|\theta_{0}\right\|_{1}\right)
$$

As shown in [15] (see also [9]), this inequality implies the bound formulated in the lemma.

We complete this section by proving Theorem 1.1. We argue like in $[1,14]$, so what follows is a brief scheme. It should be noted that from now until the end of this section the viscosity $\mu$ is considered fixed.

Proof of Theorem 1.1. First we prove by the Faedo-Galerkin method that the solution described in Theorem 1.1 exists locally. To this end, we use the finitedimensional spaces

$$
X_{n}^{1}=\operatorname{span}\left\{\sin E_{j}(x), j=1, \ldots, n\right\}, \quad X_{n}^{2}=\operatorname{span}\left\{\cos E_{j}(x), j=1, \ldots, n\right\}
$$

$E_{j}(x)=\frac{j \pi(x-a)}{b-a}$, with the corresponding orthogonal projections $P_{n}^{i}: L^{2}(\Omega) \rightarrow X_{n}^{i}$, $i \in\{1,2\}$. We look for functions $\mathbf{v}^{n} \in\left[X_{n}^{1}\right]^{3}, \theta^{n} \in X_{n}^{2}$, and $\rho^{n}$, satisfying

$$
\begin{gathered}
\left(x \rho^{n}\right)_{t}+\left(x \rho^{n} u^{n}\right)_{x}=0,\left.\quad \rho^{n}\right|_{t=0}=\rho_{0}(x), \\
P_{n}^{1}\left(x M_{n}^{j}(t)\right)=0, \quad P_{n}^{2}\left(x M_{n}^{4}(t)\right)=0, \quad j \in\{1,2,3\}, \\
\mathbf{v}^{n}(0)=P_{n}^{1}\left(\mathbf{v}_{0}\right), \quad \theta^{n}(0)=P_{n}^{2}\left(\theta_{0}\right),
\end{gathered}
$$

where $M_{n}^{j}(t), j \in\{1,2,3,4\}$, are the left-hand sides of (1.2)-(1.5), respectively, with the functions $\mathbf{v}, \theta$, and $\rho$ substituted by $\mathbf{v}^{n}, \theta^{n}$, and $\rho^{n}$.

One can prove by means of the standard fixed point arguments (see [14] for details) that approximations exist on some interval $\left[0, T_{n}\right], T_{n} \leq T$, with $\mathbf{v}^{n} \in$ $C^{1}\left(\left[0, T_{n}\right] ;\left[X_{n}^{1}\right]^{3}\right), \theta^{n} \in C^{1}\left(\left[0, T_{n}\right] ;\left[X_{n}^{2}\right]\right)$, and $\rho^{n}, \rho_{x}^{n}, \rho_{t}^{n} \in L^{\infty}\left(0, T_{n} ; L^{2}(\Omega)\right)$. The next step is to verify that all the approximations are bounded uniformly in $n$ on a same time interval $\left[0, T_{*}\right]$ in the norms defining the solution class in Theorem 1.1. This enables us to conclude that at least some subsequence of approximations converges on $\left[0, T_{*}\right]$ to a solution given by Theorem 1.1.

To prove the global existence, it remains to extend the local solution to the entire interval $[0, T]$. One can do it by deriving global estimates dependent on $\mu$ keeping the same line of arguments as in [14]. This completes the proof of global existence. As for the uniqueness, the method proposed in [14] is also applicable here.
3. Vanishing shear viscosity. We send $\mu$ to zero and consider the problem of $\mu$-dependence of solutions $\mathbf{s}_{\mu}=(\rho, \mathbf{v}, \theta)$ of (1.1)-(1.8). It is implicit that the functions $\rho, \mathbf{v}$, and $\theta$ depend on $\mu$.

Let us denote

$$
C^{1}(\bar{Q})^{T}=\left\{\varphi \in C^{1}(\bar{Q}): \varphi(T, x)=0, x \in \Omega\right\}
$$

$$
C^{1}(\bar{Q})^{\Pi}=\left\{\varphi \in C^{1}(\bar{Q})^{T}:\left.\varphi\right|_{\partial \Omega}=0\right\}
$$

We need the following general lemma which is a chain rule formula for distribution derivatives. It can be proved by standard functional analysis considerations (see, e.g., [15]).

Lemma 3.1. Let $\Omega$ be a bounded domain in $\mathbb{R}^{N}$ and $Q=(0, T) \times \Omega$. Assume $A \in L^{2}\left(0, T ; W_{0}^{1,2}(\Omega)\right), A_{0} \in L^{2}(\Omega)$, and $\mathbf{B}, C \in L^{2}(Q)$. If the equality

$$
\int_{Q}\left(A \psi_{t}+\mathbf{B} \cdot \nabla \psi+C \psi\right) d x d t+\int_{\Omega} A_{0} \psi(0, x) d x=0
$$

holds for any $\psi \in C^{1}(\bar{Q})^{\Pi}$, then the equality

$$
\int_{Q}\left(\frac{A^{2}}{2} \psi_{t}+\mathbf{B} \cdot \nabla(A \psi)+C A \psi\right) d x d t+\int_{\Omega} \frac{A_{0}^{2}}{2} \psi(0, x) d x=0
$$

holds for any $\psi \in C^{1}(\bar{Q})^{T}$.
Proof of Theorem 1.2. The proof is divided into several steps. When we speak of a convergence $\mathbf{s}_{\mu} \rightarrow \mathbf{s}$ we will always mean that there is a sequence $\mu_{n} \downarrow 0$ such that $\mathbf{s}_{\mu_{n}} \rightarrow \mathbf{s}$. Let the vector $\overline{\mathbf{s}}=(\bar{\rho}, \overline{\mathbf{v}}, \bar{\theta})$ stand for the weak limit in $L^{2}(Q)$ of the sequence $\mathbf{s}_{\mu}$. Clearly, this limit exists by the above estimates.

Step 1. The fact that $\rho \rightarrow \bar{\rho}$ in $L^{q}(Q), 1 \leq q<\infty$, follows from the uniform boundedness of $\rho$ in $W^{1,1}(Q) \cap L^{\infty}(Q)$ and the Sobolev imbedding theorem.

Let us consider the sequence $\rho u, \mu \downarrow 0$. By the uniform estimates, it follows from (1.23) that the sequence $(\rho u)_{t}, \mu \downarrow 0$, is also uniformly bounded in $L^{2}\left(0, T ; W^{-1,2}(\Omega)\right)$. Next, due to the inequality $\left\|\rho_{x} u\right\|_{1, Q} \leq\|u\|_{\infty, 1}\left\|\rho_{x}\right\|_{1, \infty}$, the sequence $(\rho u)_{x}, \mu \downarrow$ 0 , is bounded in $L^{1}(Q)$. Thus, by the Aubin-Simon theorem [16], $\rho u \rightarrow \overline{\rho u}$ in $L^{2}\left(0, T ; L^{1}(\Omega)\right)$. Now the inequality

$$
\left|u^{\mu}-u^{\nu}\right| \leq \frac{\left|\rho^{\mu} u^{\mu}-\rho^{\nu} u^{\nu}\right|}{\rho^{\mu}}+\left|\frac{1}{\rho^{\mu}}-\frac{1}{\rho^{\nu}}\right|\left|\rho^{\nu} u^{\nu}\right|
$$

implies that $u \rightarrow \bar{u}$ in $L^{1}(Q)$. Since $u$ is uniformly bounded in $L^{6}(Q)$ this convergence is valid in $L^{q}(Q), q \in[1,6)$. Moreover, $\bar{u} \in L^{6}(Q)$.

In a similar manner we study the sequence $\theta, \mu \downarrow 0$. By the above estimates and from (1.26) it follows that the sequence $(\rho \theta)_{t}, \mu \downarrow 0$, is bounded at least in $L^{1}\left(0, T ; W^{-2,2}(\Omega)+L^{1}(\Omega)\right)$. Again, by the inequality $\left\|\rho_{x} \theta\right\|_{1, Q} \leq\|\theta\|_{\infty, 1}\left\|\rho_{x}\right\|_{1, \infty}$, we conclude that the sequence $(\rho \theta)_{x}, \mu \downarrow 0$, is bounded in $L^{1}(Q)$. Thus, $\theta \rightarrow \bar{\theta}$ in $L^{q}(Q)$ for any $q \in[1,3 / 2)$.

Step 2. Here we prove a strong convergence of $v$ and $w$ as $\mu \downarrow 0$. With the poor control of derivatives, we argue in a manner quite different from that in Step 1. First, consider the sequence $w, \mu \downarrow 0$. We start from the observation that $\bar{\rho}, \bar{u}$, and $\bar{w}$ satisfy (1.14) and (1.17) with test functions $\varphi, \psi \in W^{1,2}(Q)^{T}$, the closure of $C^{1}(\bar{Q})^{T}$ in $W^{1,2}(Q)$. Indeed, the set $C^{1}(\bar{Q})^{T}$ of test functions $\varphi$ for equality (1.14) can be substituted by $W^{1,2}(Q)^{T}$ by the continuity argument. As for equality (1.17), we first, by the same argument, substitute the set $C^{1}\left(\xi_{\delta}(x)=\min \{\delta, \operatorname{dist}(x, \partial \Omega)\}\right.$. Clearly, $\psi \xi_{\delta} / \delta \in W^{1,2}(Q)^{\Pi}$ for any $\psi \in W^{1,2}(Q)^{T}$. Now, to justify the extension, one needs only to prove that

$$
\lim _{\delta \rightarrow 0} \frac{1}{\delta} \int_{Q} \bar{\rho} \bar{u} \bar{w} \psi \xi_{\delta x} x d x d t=0
$$

But this equality holds since $\bar{u} \in L^{2}\left(0, T ; W_{0}^{1,2}(\Omega)\right)$.
Next, we pass to the Lagrangian coordinates $(t, y)$ by the formulas

$$
\begin{equation*}
y(t, x)=a+\int_{a}^{x} \bar{\rho}(t, s) s d s, \quad y_{x}=x \bar{\rho}, \quad y_{t}=-x \bar{\rho} \bar{u} \tag{3.1}
\end{equation*}
$$

Without loss of generality, we may assume that $\int_{\Omega} x \rho_{0} d x=b-a$. Thus, with the change of variables, the functions $\overline{\mathbf{s}}(t, \cdot)$ and $\overline{\mathbf{s}}(t, y)$ are related again to the domains $\Omega$ and $Q$. Now, in the new coordinates, (1.17) for $\bar{w}(t, x)$ with the test set $W^{1,2}(Q)^{T}$ reads

$$
\begin{equation*}
\int_{Q} \bar{w}(t, y) \Psi_{t}(t, y) d y d t+\int_{\Omega} w_{0}(y) \Psi(0, y) d y=0 \tag{3.2}
\end{equation*}
$$

This integral law holds for all $\Psi \in C^{1}(\bar{Q})^{T}$. Really, given $\Psi \in C^{1}(\bar{Q})^{T}$, the function $\psi(t, x)=\Psi(t, y(t, x))$ belongs to $W^{1,2}(Q)^{T}$ in view of (3.1). Clearly, the change of variables (3.1) transforms $\psi(t, x)$ into $\Psi \in C^{1}(\bar{Q})^{T}$.

Equation (3.2) implies that $\bar{w}(t, y)=w_{0}(y)$ almost everywhere (a.e.) on $(0, T)$, hence $\bar{w}^{2}(t, y)=w_{0}^{2}(y)$ a.e. on $(0, T)$ and

$$
\begin{equation*}
\int_{Q} \bar{w}^{2}(t, y) \Psi_{t}(t, y) d y d t+\int_{\Omega} w_{0}^{2}(y) \Psi(0, y) d y=0 \tag{3.3}
\end{equation*}
$$

for all $\Psi(t, y) \in C^{1}(\bar{Q})^{T}$. By continuity argument, (3.3) holds for all $\Psi(t, y)$ such that

$$
\begin{equation*}
\Psi, \Psi_{t} \in L^{1}(Q),\left.\quad \Psi\right|_{t=T}=0, \quad \Psi \geq 0 \tag{3.4}
\end{equation*}
$$

Next, multiplying (1.25) by $2 x w \psi, \psi \in C^{1}(\bar{Q})^{T}$, integrating over $Q$, and sending $\mu$ to zero, we obtain

$$
\begin{equation*}
J_{1}(\psi) \equiv \int_{Q} \bar{\rho} \overline{w^{2}}\left(\psi_{t}+\bar{u} \psi_{x}\right) x d x d t+\int_{\Omega} \rho_{0} w_{0}^{2} \psi(0, x) x d x=2\left\langle\overline{\mu x w_{x}^{2}}, \psi\right\rangle \tag{3.5}
\end{equation*}
$$

Here, $\overline{\mu x w_{x}^{2}}$ is a nonnegative Radon measure on $Q$, a weak limit of $\mu x w_{x}^{2}$ in the space of signed Radon measures on $Q$ with finite mass. It is a simple consequence of (3.5) that

$$
\begin{equation*}
J_{1}(\psi) \geq 0 \tag{3.6}
\end{equation*}
$$

for all $\psi \in W^{1,2}(Q)_{+}^{T}$, the subindex " + " denoting nonnegativity.
By switching to the Lagrangian coordinates, (3.6) reads

$$
\begin{equation*}
\int_{Q} \overline{w^{2}}(t, y) \Psi_{t}(t, y) d y d t+\int_{\Omega} w_{0}^{2}(y) \Psi(0, y) d y \geq 0 \tag{3.7}
\end{equation*}
$$

for all $\Psi(t, y) \in C^{1}(\bar{Q})_{+}^{T}$. It is true because any function $\Psi(t, y)$ from $C^{1}(\bar{Q})_{+}^{T}$ is transformed by (3.1) into the function $\psi(t, x)=\Psi(t, y(t, x))$ belonging to $W^{1,2}(Q)_{+}^{T}$. By continuity, the set (3.4) fits (3.7) as a test set as well.

Comparing (3.3) and (3.7) on the test set (3.4), we find that $\overline{w^{2}}(t, y) \leq \bar{w}^{2}(t, y)$ a.e. in $Q$. On the other hand, by convexity argument, $\overline{w^{2}}(t, y) \geq \bar{w}^{2}(t, y)$ a.e. in $Q$. Hence, $\overline{w^{2}}(t, x)=\bar{w}^{2}(t, x)$ a.e. in $Q$. This implies that $w \rightarrow \bar{w}$ in $L^{2}(Q)$. Since the sequence $w, \mu \downarrow 0$, is bounded in $L^{\infty}(Q)$ the last convergence holds also in $L^{q}(Q)$, $q \in[1, \infty)$.

We treat the sequence $v, \mu \downarrow 0$, in the same manner. Clearly, (1.16) holds with the test set $W^{1,2}(Q)^{T}$. The switching to the Lagrangian coordinates transforms (1.16) into

$$
\begin{equation*}
\int_{Q}\left(\bar{v}(t, y) \Psi_{t}(t, y)-\frac{\bar{v}(t, y) \bar{u}(t, y)}{x(t, y)} \Psi(t, y)\right) d y d t+\int_{\Omega} v_{0}(y) \Psi(0, y) d y=0 \tag{3.8}
\end{equation*}
$$

for all $\Psi \in C^{1}(\bar{Q})^{T}$. By Lemma 2.4, one can prove that the set

$$
\begin{equation*}
\Psi \in L^{\frac{6}{5}}(Q), \quad \Psi_{t} \in L^{1}(Q),\left.\quad \Psi\right|_{t=T}=0, \quad \Psi \geq 0 \tag{3.9}
\end{equation*}
$$

fits (3.8) as a test set.
Given $\eta(t, y) \in C^{1}(\bar{Q})^{T}$, we choose $\Psi=\eta e^{U}$, where $U=\int_{0}^{t} \bar{u}(s, y) / x(s, y) d s$. This choice is possible since $\bar{u} \in L^{2}\left(0, T ; W_{0}^{1,2}(\Omega)\right)$.

Denoting $V=\bar{v}(t, y) e^{U}$, we see that

$$
\int_{Q} V \eta_{t} d y d t+\int_{\Omega} v_{0}(y) \eta(0, y) d y=0
$$

for all $\eta \in C^{1}(\bar{Q})^{T}$. Hence, $V(t, y)=v_{0}(y)$ a.e. on $(0, T)$ and we arrive at the representation formula $\bar{v}(t, y)=v_{0}(y) e^{-U(t, y)}$. Clearly, $V^{2}(t, y)=v_{0}^{2}(y)$ a.e. on $(0, T)$, i.e.,

$$
\begin{equation*}
\int_{Q}\left(\bar{v}^{2}(t, y) \Psi_{t}(t, y)-\frac{2 \bar{v}^{2}(t, y) \bar{u}(t, y)}{x(t, y)} \Psi(t, y)\right) d y d t+\int_{\Omega} v_{0}^{2}(y) \Psi(0, y) d y=0 \tag{3.10}
\end{equation*}
$$

for all $\Psi \in C^{1}(\bar{Q})^{T}$. Again, we can extend the test set $C^{1}(\bar{Q})^{T}$ to (3.9).
Let us multiply (1.24) by $2 x v \psi$, integrate over $Q$, and send $\mu$ to zero. As a result we obtain

$$
\begin{equation*}
\int_{Q}\left\{\bar{\rho} \overline{v^{2}}\left(\psi_{t}+\bar{u} \psi_{x}\right)-\frac{2}{x} \bar{\rho} \overline{v^{2}} \bar{u} \psi\right\} x d x d t+\int_{\Omega} \rho_{0} v_{0}^{2} \psi(0, x) x d x=2\left\langle\overline{\mu x v_{x}^{2}}, \psi\right\rangle \geq 0 \tag{3.11}
\end{equation*}
$$

for all $\psi \in C^{1}(\bar{Q})_{+}^{T}$. Here, $\overline{\mu x v_{x}^{2}}$ is a nonnegative Radon measure, whose existence is guaranteed by Lemma 2.4. Switching to the Lagrangian coordinates, we transform (3.11) into

$$
\begin{equation*}
\int_{Q}\left(\overline{v^{2}} \Psi_{t}-\frac{2}{x} \overline{v^{2}} \bar{u} \Psi\right) d y d t+\int_{\Omega} v_{0}^{2} \Psi(0, y) d y \geq 0 \tag{3.12}
\end{equation*}
$$

By the arguments above, the set (3.9) fits (3.12) as a test set. The comparison of (3.10) and (3.12) gives $\overline{v^{2}}(t, y)=\bar{v}^{2}(t, y)$. Hence, $v(t, x) \rightarrow \bar{v}(t, x)$ in $L^{2}(Q)$ as $\mu \rightarrow 0$. Clearly, this convergence is also valid in $L^{q}(Q), q \in[1, \infty)$. Now it follows from (3.5) and (3.11) that

$$
\left\langle\overline{\mu x w_{x}^{2}}, \psi\right\rangle=0, \quad\left\langle\overline{\mu x v_{x}^{2}}, \psi\right\rangle=0
$$

for all $\psi \in C^{1}(\bar{Q})^{T}$.
As another consequence of the above strong convergences we have that the functions $\bar{\rho}, \overline{\mathbf{v}}$, and $\bar{\theta}$ satisfy (1.15).

Step 3. It remains to prove (1.18). The difficulty lies on the weak limit equalities

$$
\overline{-x p\left(u_{x}+\frac{u}{x}\right)}=-x \gamma \bar{\rho} \bar{\theta}\left(\bar{u}_{x}+\frac{\bar{u}}{x}\right), \quad \overline{(\lambda+2 \mu) x\left(u_{x}+\frac{u}{x}\right)^{2}}=\lambda x\left(\bar{u}_{x}+\frac{\bar{u}}{x}\right)^{2}
$$

We do not prove each of them, but rather their sum

$$
\begin{equation*}
\overline{x F\left(u_{x}+u / x\right)}=x F_{0}\left(\bar{u}_{x}+\bar{u} / x\right), \quad F_{0}=-\gamma \bar{\rho} \bar{\theta}+\lambda\left(\bar{u}_{x}+\bar{u} / x\right), \tag{3.13}
\end{equation*}
$$

an equality of measures restricted to act on functions $\psi$ from $C^{1}(\bar{Q})^{T}$. Here the effective viscous flux $F$ is defined in (1.12) and $F_{0}$ is the effective fiscous flux of the limit flow. We prove (3.13) directly by applying Lemma 3.1. Actually, there is a deeper, more interesting point here: we exploit the fact discovered by Hoff [3] that the variable $-p+(\lambda+2 \mu)\left(u_{x}+u / x\right)$ behaves better than either of its summands.

We rewrite (1.15) in the Lagrangian coordinates

$$
\begin{gather*}
\int_{Q}\left(\bar{u} \Psi_{t}+\left(\bar{\rho} x \Psi_{y}+\frac{\Psi}{x}\right)\left(\gamma \bar{\theta}-\lambda x \bar{u}_{y}-\frac{\lambda \bar{u}}{x \bar{\rho}}\right)+\frac{\Psi}{x} \bar{v}^{2}\right) d y d t  \tag{3.14}\\
+\int_{\Omega} u_{0}(y) \Psi(0, y) d y=0
\end{gather*}
$$

As above, one can show that (3.14) holds for all $\Psi(t, y) \in C^{1}(\bar{Q})^{\Pi}$. By Lemma 3.1,

$$
\begin{gather*}
\int_{Q}\left(\frac{\bar{u}^{2}}{2} \Psi_{t}+x\left(\gamma \bar{\rho} \bar{\theta}-\lambda x \bar{\rho} \bar{u}_{y}-\frac{\lambda \bar{u}}{x}\right)(\bar{u} \Psi)_{y}\right) d y d t  \tag{3.15}\\
+\int_{Q}\left(\bar{\rho} \bar{v}^{2}-\bar{\rho} \bar{u}^{2}+\gamma \bar{\rho} \bar{\theta}-\lambda x \bar{\rho} \bar{u}_{y}-\frac{\lambda \bar{u}}{x}\right) \frac{\Psi \bar{u}}{x \bar{\rho}} d y d t+\int_{\Omega} \frac{u_{0}^{2}}{2}(y) \Psi(0, y) d y=0
\end{gather*}
$$

for all $\Psi(t, y) \in C^{1}(\bar{Q})^{T}$. Clearly, (3.15) holds for the test set

$$
\begin{equation*}
\Psi \in L^{\infty}(Q), \quad \Psi_{t} \in L^{\frac{3}{2}}(Q), \quad \Psi_{y} \in L^{3}(Q),\left.\quad \Psi\right|_{t=T}=0 \tag{3.16}
\end{equation*}
$$

Now we rewrite (3.15) in the Eulerian coordinates

$$
\begin{equation*}
\int_{Q}\left(\frac{x \bar{\rho} \bar{u}^{2}}{2} \psi_{t}+\psi_{x}\left(\frac{x \bar{u}^{3} \bar{\rho}}{2}-\lambda \bar{u}^{2}+\gamma x \bar{u} \bar{\rho} \bar{\theta}-\lambda x \bar{u} \bar{u}_{x}\right)\right) d x d t+\frac{1}{2} \int_{\Omega} x \rho_{0} u_{0}^{2} \psi(0, x) d x \tag{3.17}
\end{equation*}
$$

$$
+\int_{Q} \psi\left(x \bar{u}_{x}\left(\gamma \bar{\rho} \bar{\theta}-\lambda \bar{u}_{x}-\frac{\lambda \bar{u}}{x}\right)+\bar{\rho} \bar{u} \bar{v}^{2}-\bar{\rho} \bar{u}^{3}+\gamma \bar{\rho} \bar{\theta} \bar{u}-\lambda \bar{u}_{x} \bar{u}-\frac{\lambda \bar{u}^{2}}{x}\right) d x d t=0
$$

This equality is valid for all $\psi \in C^{1}(\bar{Q})^{T}$ since the transformation $\psi(t, x) \rightarrow \Psi(t, y)$ maps $C^{1}(\bar{Q})^{T}$ into set (3.16).

Now we multiply (1.23) by $x u \psi, \psi \in C^{1}(\bar{Q})^{T}$ and send $\mu$ to zero. It results in

$$
\begin{equation*}
J_{2}-\int_{Q} x \psi\left(\gamma \bar{\rho} \bar{\theta} \bar{u}_{x}-\lambda \bar{u}_{x}^{2}\right) d x d t=\left\langle\overline{-x p u_{x}+(\lambda+2 \mu) x u_{x}^{2}}, \psi\right\rangle \tag{3.18}
\end{equation*}
$$

where $J_{2}$ is the left-hand side of equality (3.17). Clearly, equalities (3.18) and (3.13) are equivalent. This completes the proof of Theorem 1.2.
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Abstract. We study the large-time behavior of the solutions of the initial-value problem for the nonlinear diffusion equation

$$
\begin{equation*}
u_{t}=\nabla \cdot\left(u^{-\sigma} \nabla u\right) \quad \text { in } \mathbf{R}^{n} \times \mathbf{R}_{+} \tag{ND}
\end{equation*}
$$

in dimensions $n \geq 3$ with nonnegative initial data $u(x, 0) \in L^{1}\left(\mathbf{R}^{n}\right)$ when the exponent takes on the critical value $\sigma=2 / n$. This represents a borderline case in the study of the problem and offers marked qualitative and technical differences with the neighboring cases $\sigma \approx 2 / n, \sigma \neq 2 / n$. In particular, it marks the transition between two completely different asymptotic behavior types. It is known that solutions exist globally in time and conserve the $L^{1}$-norm for this problem. We prove that they decay exponentially in time with a complicated law:

$$
\log \|u(\cdot, t)\|_{\infty} \sim-\kappa M^{-2 /(n-2)} t^{n /(n-2)} \quad \text { as } \quad t \rightarrow \infty
$$

where $M=\int u(x, 0) d x$ is the conserved mass and the constant $\kappa>0$ depends only on the dimension $n$. This strongly differs from the comparatively simple self-similar asymptotics of the case $\sigma<2 / n$.

The description is split into an inner and an outer region, conveniently matched at a transition layer. The analysis of the outer region can be done independently and the behavior is governed by a first-order conservation law which acts as the reduced asymptotic equation. The uniqueness theory for first-order conservation laws is one of the great contributions of S. N. Kruzhkov to mathematics. The behavior in the inner parabolic region is then studied by means of a semiconvexity argument which makes it possible to translate into this region the precise behavior from the outer region.
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1. Introduction. This paper is devoted to describing the large-time behavior of nonnegative, finite-mass solutions of the Cauchy problem for the fast-diffusion equation

$$
\begin{equation*}
u_{t}=\nabla \cdot\left(u^{-\sigma} \nabla u\right) \tag{1.1}
\end{equation*}
$$

posed in $Q=\mathbf{R}^{n} \times \mathbf{R}_{+}$with space dimension $n \geq 3$ and critical exponent

$$
\begin{equation*}
\sigma=2 / n \tag{1.2}
\end{equation*}
$$

This problem has been much studied for the different values of the diffusivity exponent $\sigma \in \mathbf{R}$, and the appropriate behavior has been rigorously established in a large number of situations. It follows from these studies that the asymptotic behavior of such

[^55]equations depends strongly on the class of initial data $u(x, 0)=u_{0}(x)$; the condition of finite mass
$$
\left\|u_{0}\right\|_{1}=\int_{\mathbf{R}^{n}} u_{0}(x) d x<\infty
$$
also termed $L^{1}$-data, is the appropriate way of selecting the class of all "small" solutions with similar asymptotics. The case $\sigma=2 / n$ represents a critical or borderline case for the class of $L^{1}$-solutions and has not been rigorously analyzed. It is our aim to fill this gap. A previous contribution in that direction is due to King, who performed in $[\mathrm{Ki}]$ a very detailed formal analysis of (1.1) in the so-called fast-diffusion range, i.e., $\sigma>0$. As we shall show, the behavior of the problem with critical exponent has a higher level of complexity, which is due to the fact that it represents the transition from one type of self-similar asymptotic behavior to a different type. Indeed, it is well known that for $\sigma \in(-\infty, 2 / n)$, the problem has a global-in-time solution which exhibits an asymptotic behavior with self-similarity of the first kind, i.e., determined by dimensional analysis, while for $\sigma \in(2 / n, 1)$ solutions exist only for a finite time and the extinction behavior is self-similar of the second kind. This will be explained below in greater detail. It is to be noted that in the critical case $\sigma=2 / n$, the solution $u$ does not evolve as $t \rightarrow \infty$ toward a single global self-similar solution, so a two-region analysis is needed.

Let us now give a more detailed description of the contents of the paper. As mentioned above, we consider sufficiently smooth initial data

$$
\begin{equation*}
u(x, 0)=u_{0}(x) \in L^{1}\left(\mathbf{R}^{n}\right), \quad u_{0}(x) \geq 0 \tag{1.3}
\end{equation*}
$$

A unique classical solution exists for problem (1.1)-(1.3), and conservation of mass holds [BC]:

$$
\begin{equation*}
\int u(x, t) d x=\int u_{0}(x) d x=M \in(0, \infty), \quad t>0 \tag{1.4}
\end{equation*}
$$

The solution is positive for all times $t>0$. Our results can be summarized as follows. We establish the decay rate

$$
\begin{equation*}
\log \|u(\cdot, t)\|_{\infty}=-\kappa(n)\left\|u_{0}\right\|_{1}^{-2 /(n-2)} t^{n /(n-2)}(1+o(1)) \quad \text { as } \quad t \rightarrow \infty \tag{1.5}
\end{equation*}
$$

where $\kappa(n)$ is given by

$$
\kappa=n(n-2)\left(2 n \omega_{n}\right)^{2 /(n-2)}
$$

and $\omega_{n}$ denotes the volume of the unit ball in $\mathbf{R}^{n}$. Moreover, (1.5) gives in first approximation the asymptotic behavior of $\log (u)$ in the whole inner region, which is the ball of radius

$$
\begin{equation*}
R(t)=\exp \left\{\kappa_{0}\left\|u_{0}\right\|_{1}^{-2 /(n-2)} t^{n /(n-2)}\right\}, \quad \kappa_{0}=\kappa / n \tag{1.6}
\end{equation*}
$$

cf. Theorem 3.1. In other words, the profile of $\log (u)$ in the inner region becomes flat in first approximation. It has to be added that the solutions become asymptotically radially symmetric as $t \rightarrow \infty$. On the other hand, the analysis of the outer region $\{|x|>R(t)\}$ performed in section 2 gives a behavior of the form

$$
\begin{equation*}
\log u(r, t) \sim \frac{n}{2}\{\log (n-2)+\log t-2 \log r-\log \log r\} \tag{1.7}
\end{equation*}
$$



Fig. 1.1. Asymptotic profile of $\log \left(u t^{-n / 2}\right.$ ) (the bold line) versus $s=\log r, f(s)=-n s-$ $\frac{n}{2} \log s+\frac{n}{2} \log (n-2), \quad S(t)=\kappa_{0} M^{-2 /(n-2)} t^{n /(n-2)}$.

Thus, in logarithmic scale, the profile of $u(x, t)$ has a broken shape, as sketched in Figure 1.1.

This behavior was predicted and formally analyzed in [Ki] under conditions of radial symmetry and is rigorously established below. The multiple-region structure is what makes the description of the asymptotic behavior different and more involved than for other diffusivity exponents. The present study and the proofs adapt to that structure. Thus, the outer region can be analyzed independently. After the change of variables

$$
\begin{equation*}
v(s, \phi, t)=r^{n} u(r, \phi, t), \quad s=\log r \tag{1.8}
\end{equation*}
$$

where we use standard spherical coordinates $x=(r, \phi) \in \mathbf{R}^{n}$, we find that $v$ satisfies a nonlinear convection-diffusion equation (see (2.2) and (2.24) below), where the convection part is asymptotically dominant. This is first analyzed in the radially symmetric case to which the general problem is then reduced. For radial functions, the asymptotic structure is most easily studied on a rescaled version of $v, \theta$ given by

$$
\begin{equation*}
\theta(\xi, \tau)=t^{\alpha} v\left(\xi t^{\alpha}, t\right), \quad \tau=\log t, \quad \alpha=\frac{n}{n-2} \tag{1.9}
\end{equation*}
$$

whose evolution is governed by a viscous perturbation of a nonlinear first-order conservation law (2.9). An entropy inequality plays a crucial role in the analysis; cf. Proposition 2.1. Together with the stability theorem of [GV1] it allows us to show that the viscous term is asymptotically negligible and to establish the asymptotic profile, which we call an $N$-wave following the usual terminology in the literature on conservation laws; see Figure 1.2.

We see that the outer region ends at a transition layer which is located at distance $R(t)$, obtained as the position of the shock of the asymptotic wave. The precise convergence result is stated in Theorem 2.3. The results obtained in the radial case

 2) $)^{-n / 2}, \quad s_{0}=\kappa_{0} M^{-2 /(n-2)}$.
are extended to general initial data thanks to the property of asymptotic radial symmetry, plus an approximation step; cf. Theorem 2.5. Summing up, the outer region is asymptotically of hyperbolic type and completely determines the whole asymptotic process, even if (1.1) is a purely diffusive equation.

The second step is to describe the behavior of the inner region which in terms of $v$ is asymptotically trivial in relative size according to the previous result. However, it cannot be trivial in terms of $u$ since the solutions are monotonically decreasing as functions of $r$. We thus revert to the original $u$ variable and show that the largetime behavior is controlled by the second-order parabolic operator thanks to a semiconvexity result plus matching with the outer expansion near the transition surface $|x|=R(t)$. This allows us to get the function on the right-hand side of (1.5) as the first term in the asymptotic approximation for $\log (u)$ in the whole inner region.

Let us briefly recall the asymptotic results for $\sigma \neq 2 / n$ for the sake of comparison. For $\sigma=0$ we obtain the classical heat equation, $u_{t}=\Delta u$, and nonnegative, finitemass solutions converge asymptotically toward the Gaussian kernel. The next wellstudied case is the range $-\infty<\sigma<0$, where the equation is usually written as $u_{t}=(1 / m) \Delta\left(u^{m}\right)$ with $m=1-\sigma>1$ and is known as the porous medium equation. Any solution in our class converges to one of the self-similar source-type solutions first described in $[\mathrm{ZK}]$ and $[\mathrm{B}]$, precisely the one with the same mass; cf. [FK]. Accordingly, the rate of decay takes the form

$$
\begin{equation*}
\|u(t)\|_{\infty}=C(n, \sigma) M^{2 k / n} t^{-k}(1+o(1)), t \rightarrow \infty, \tag{1.10}
\end{equation*}
$$

with $k=[(2 / n)-\sigma]^{-1}>0$, which for $\sigma=0$ gives the well-known exponent $n / 2$ of the linear case. This analysis can be extended to the subcritical fast-diffusion case, $0<\sigma<2 / n$ : the source-type solutions given by the Zel'dovich-KompaneetzBarenblatt formula still exist (cf. [LL]), the mass of the solutions is still conserved in time, and finite-mass solutions converge as $t \rightarrow \infty$ to the source-type solution with
the same mass. The analysis breaks down as $\sigma \rightarrow 2 / n$. No source-type solutions exist in this critical case $\sigma=2 / n$ as demonstrated by $[\mathrm{BF}]$. We also see that the exponent $-k$ diverges, thus indicating the change of behavior and suggesting an exponential decay rate.

In the supercritical range $\sigma>2 / n$ there are no solutions with finite mass in dimensions $n=1$ or $2(c f .[V])$, hence our restriction of the dimension. Solutions with finite mass exist if $n \geq 3$ and $2 / n<\sigma<1$. Mass is not conserved and the solutions undergo extinction in finite time [BC], so that for some $T=T\left(u_{0}\right)<\infty$ there holds $u(x, T) \equiv 0$. In this case (1.1) admits a unique self-similar solution of the second kind [Ki, PZ], which is proved to be asymptotically stable as $t \rightarrow T^{-}$[GP]. This implies a decay rate of the form

$$
\begin{equation*}
\|u(t)\|_{\infty}=C(n, \sigma)(T-t)^{\gamma}(1+o(1)), \quad t \rightarrow T^{-} \tag{1.11}
\end{equation*}
$$

where $T>0$ is the extinction time, a function of $\sigma, n$, and the initial data, and $\gamma=\gamma(\sigma, n)>0$ is the anomalous exponent. We point out that in all cases a single analysis gives a uniform asymptotic approximation of the solution and it has selfsimilar form.
2. Analysis of the outer region. We start our analysis of the behavior of the solutions in the outer region under the additional condition of radial symmetry on the initial data, $u_{0}=u_{0}(r), r=|x|$, so that $u=u(r, t)$ for all $t>0$. We also impose a number of other conditions whose occurrence will be justified by the properties of the solutions of the equation. Under these assumptions we establish in this section the hyperbolic behavior in the outer region in four steps.
2.1. Radial setting: Change of variables. We consider a finite-mass, radially symmetric solution of the Cauchy problem (1.1)-(1.3). It is natural for such asymptotic problems to assume that $u_{0}(r) \rightarrow 0$ as $r \rightarrow \infty$ monotonically. Indeed, after a displacement of the origin of time we may suppose without loss of generality that $u_{0}(r)$ is decreasing due to the property of eventual monotonicity of such solutions, a proof of which we add as an appendix for the convenience of the reader. It also follows that $u_{r} \leq 0$ in $Q$ by the maximum principle. For simplicity of the analysis we also impose the following monotonicity assumption on the data $v_{0}$ :

$$
\begin{equation*}
v_{0}(s) \equiv r^{n} u_{0}(r) \quad \text { has a single maximum } \tag{M}
\end{equation*}
$$

This condition will be true again after shifting the origin of time for solutions with compactly supported initial data and we defer the proof to the appendix. By a suitable approximation in $L^{1}$, the results are then extended to general data; see below.

As in [Ki], we begin by performing the change of variables

$$
\begin{equation*}
v(s, t)=r^{n} u(r, t), \quad s=\log r \tag{2.1}
\end{equation*}
$$

In this way we get the following one-dimensional quasi-linear heat equation with a nonlinear convection term:

$$
\begin{equation*}
v_{t}=\left(v^{-2 / n} v_{s}\right)_{s}-n\left(v^{(n-2) / n}\right)_{s} \tag{2.2}
\end{equation*}
$$

It follows from (M) that by the strong maximum principle applied to (2.2) differentiated with respect to $s$, we have that for every $t>0$, the function $v(s, t)$ has a single maximum at a point $s=s_{m}(t)$ so that $v_{s}>0$ for $s<s_{m}(t)$ and $v_{s}<0$ for $s>s_{m}(t)$.

It turns out that in the outer region the first-order convection term is precisely the one controlling the asymptotic behavior in the first approximation.
2.2. Entropy inequality and $\boldsymbol{L}^{\infty}$-bound. We must show that the first-order term on the right-hand side of (2.2) is dominant. Indeed, the situation of a diffusionconvection equation whose asymptotic behavior is convective was studied in [EVZ1] in the simpler model $v_{t}=v_{x x}-\left(v^{q}\right)_{x}$ in the exponent range $1<q<2$. See also [EVZ2] for the application to several dimensions. There the convective control manifested itself in the form of an entropy inequality. A similar result holds for (2.2). Before stating and proving it and deriving its consequences, let us remark that the asymptotic degeneracy of parabolic equations is a typical feature of finite-time extinction and blowup; cf. [GV2].

Proposition 2.1. For every smooth solution of (2.2) we have

$$
\begin{equation*}
\left(v^{-2 / n}\right)_{s} \leq \frac{1}{(n-2) t} \tag{2.3}
\end{equation*}
$$

Proof. Let us write (2.2) in terms of $w=v^{-2 / n}$ :

$$
w_{t}=w w_{s s}-\frac{n}{2}\left(w_{s}\right)^{2}-(n-2) w w_{s}
$$

Take now $z=w_{s}$. It satisfies

$$
z_{t}=w z_{s s}+[(1-n) z-(n-2) w] z_{s}-(n-2) z^{2} .
$$

Since this equation admits the explicit solution $Z(t)=1 /(n-2) t$ with unbounded initial data, $Z(+0)=+\infty$, we obtain (2.3) by the maximum principle.

Remark. This estimate is the cornerstone on which the introduction of the dynamical systems analysis, section 2.3 , is based. It can also be written as

$$
v_{s} \geq-\frac{n}{2(n-2) t} v^{(n+2) / n}
$$

It is exact if we neglect the diffusion term, as will happen later in the asymptotic limit. Indeed, there is a family of self-similar entropy solutions of the convective equation $v_{t}=-n\left(v^{(n-2) / n}\right)_{s}$ of the form

$$
V(s, t)= \begin{cases}{\left[\frac{s}{(n-2) t}\right]^{-n / 2}} & \text { for } s \geq s_{0} t^{n /(n-2)}  \tag{2.4}\\ 0 & \text { for } s<s_{0} t^{n /(n-2)}\end{cases}
$$

where $s_{0}>0$ is a free constant. These discontinuous solutions are called $N$-waves in the literature; cf. [S]. The free constant $s_{0}$ can easily be determined from (2.4) as a function of the preserved mass $M$ of the solution

$$
\begin{equation*}
s_{0}=\kappa_{0} M^{-2 /(n-2)}, \quad \kappa_{0}=\kappa / n \tag{2.5}
\end{equation*}
$$

As a consequence, we will show that the $N$-waves provide the asymptotic profiles and estimate (2.3) will also be optimal for the solutions of the whole equation (2.2).

Before proceeding further we still need some other standard facts. One of them is the conservation of mass for (2.2), i.e., for every solution and every $t>0$ we have

$$
\begin{equation*}
M=\int_{\mathbf{R}^{n}} u(x, t) d x=n \omega_{n} \int_{0}^{\infty} r^{n-1} u(r, t) d r=n \omega_{n} \int_{-\infty}^{\infty} v(s, t) d s \tag{2.6}
\end{equation*}
$$

On the other hand, the maximum principle implies that $v$ is bounded, and in particular that $v(s, t) \leq\|v(\cdot, 0)\|_{\infty}$. Moreover, all nonnegative and bounded solutions are actually positive and $C^{\infty}$-smooth.

The entropy inequality and the conservation of mass immediately give an important a priori $L^{\infty}$-estimate which controls the actual size of the solutions for large times.

Corollary 2.2. For every solution $v(s, t)$ with mass $M>0$ we have

$$
\begin{equation*}
v(s, t) \leq C M^{n /(n-2)} t^{-n /(n-2)} \tag{2.7}
\end{equation*}
$$

Proof. This estimate is a straightforward consequence of the entropy inequality (2.3) and the mass-conservation equation (2.6). See [EVZ1, Lemma 1.2].
2.3. Rescaled equation and hypotheses of the stability theorem. We proceed now with the large-time analysis which is based on the dynamical systems approach of [GV1]. The first step in such an analysis is to perform a rescaling which makes the orbits of our evolution problem compact with nontrivial limits. Based on estimate (2.7), we introduce the new variables

$$
\begin{equation*}
\theta(\xi, \tau)=t^{\alpha} v\left(\xi t^{\alpha}, t\right), \quad \tau=\log t \tag{2.8}
\end{equation*}
$$

Here and below the scaling exponent has the value $\alpha=n /(n-2)$. We have the following equation for $\theta$ :

$$
\begin{equation*}
\theta_{\tau}=\mathbf{B}(\tau, \theta) \equiv \mathbf{A}(\theta)+\mathbf{e}^{-\alpha \tau} \mathbf{C}(\theta) \tag{2.9a}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{A}(\theta)=-\mathbf{n}\left(\theta^{(\mathrm{n}-2) / \mathrm{n}}\right)_{\xi}+\alpha(\xi \theta)_{\xi} \quad \text { and } \quad \mathbf{C}(\theta)=\left(\theta^{-2 / \mathrm{n}} \theta_{\xi}\right)_{\xi} \tag{2.9b}
\end{equation*}
$$

The general approach of [GV1] adapts to our case as follows: we consider (2.9) as an asymptotically small perturbation of the purely convective equation

$$
\begin{equation*}
\theta_{\tau}=\mathbf{A}(\theta) \tag{2.10}
\end{equation*}
$$

which is called the limit or reduced equation for (2.9). Both equations are viewed as abstract evolution equations posed in a Banach space, in this case $X=L^{1}\left(\mathbf{R}^{n}\right)$, so that a solution is viewed as a curve $u(\tau):(0, \infty) \mapsto L^{1}\left(\mathbf{R}^{n}\right)$. In the case of (2.9) we consider the class $\mathcal{S}$ of solutions obtained by formulas (2.1) and (2.8) from the class of solutions of problem (1.1)-(1.3) stated in the introduction. In the case of the first-order equation (2.10), which is equivalent to

$$
\begin{equation*}
v_{t}=-n\left(v^{(n-2) / n}\right)_{s}, \tag{2.11}
\end{equation*}
$$

it is well known that the proper concept of solution is Kruzhkov's entropy solution [Kr], and that the autonomous operator $\mathbf{A}$ generates a semigroup of contractions in $L^{1}(\mathbf{R})$. We can restrict our consideration to the class $\mathcal{T}$ of nonnegative entropy solutions with fixed finite mass $M>0$.

In this situation if the three conditions of compactness, consistency, and stability are satisfied we have the following result.

ThEOREM S (see [GV1]). The $\omega$-limit sets for the solutions $\theta(\tau) \in \mathcal{S}$ of (2.9) are contained in the global $\omega$-limit set $\Omega^{*}$ of (2.10). Consequently, the orbits approach $\Omega^{*}$ uniformly as $\tau \rightarrow \infty$ in the $L^{1}\left(\mathbf{R}^{n}\right)$-norm.

We recall that the $\omega$-limit set of a solution $\theta \in \mathcal{S}$ of (2.9) is defined as

$$
\begin{equation*}
\omega\left(\theta_{0}\right)=\left\{v \in X: \exists \tau_{j} \rightarrow \infty \quad \text { such that } \quad \theta\left(\tau_{j}\right) \rightarrow v \text { in } X\right\} \tag{2.12}
\end{equation*}
$$

The global $\omega$-limit set $\Omega^{*}$ of (2.10) is defined as the closure of the set of all $v \in X$ which can be obtained as limits

$$
v=\lim _{t_{j} \rightarrow \infty} \theta\left(t_{j}\right)
$$

where $\theta \in \mathcal{T}$ is any solution of (2.10) and $\left\{t_{j}\right\}$ is any sequence which goes to infinity. In fact, only the solutions of (2.11) which can be obtained as limits of solutions of (2.9) need to be considered, and then the set $\Omega^{*}$ receives the name reduced $\omega$-limit set of (2.11).

The three conditions to be satisfied are the following.
(H1) Compactness of the orbits. We must have a class $\mathcal{S}$ of weak solutions $\theta \in$ $C([0, \infty): X)$ of (2.9) defined for all $\tau>0$ with values in $X=L^{1}\left(\mathbf{R}^{n}\right)$. The orbits $\{\theta(\tau): \tau>0\}$ must be relatively compact. Moreover, if we define the shifted orbits

$$
\begin{equation*}
\theta^{t}(\tau)=\theta(\tau+t), \quad t, \tau>0 \tag{2.13}
\end{equation*}
$$

then the sets $\left\{\theta^{t}\right\}_{t>0}$ must be relatively compact in $L^{\infty}(0, \infty: X)$.
The verification of this condition is not difficult. In particular, the boundedness of the orbits follows from the agreement between estimate (2.7) and the rescaling (2.8). Compactness comes from (2.3) and standard regularity.
(H2) Consistency. Given any solution $\theta \in \mathcal{S}$ and a sequence $t_{j} \rightarrow \infty$ such that $\theta^{t_{j}}$ converges to a function $u$ in $L^{\infty}(0, \infty: X)$, then $u(\tau)$ is a solution of (2.10) in the class $\mathcal{T}$.

The fact that weak solutions of (2.9) give in the limit weak solutions of (2.10) is immediate. The limits are entropy solutions because of Proposition 2.1.
(H3) Stability for the limit equation. The set $\Omega^{*}$ is nonvoid, compact, and uniformly Lyapunov stable.

The Lyapunov stability of the limit set for the first-order equation (2.10), or equivalently (2.11), comes from the fact that we are dealing with a semigroup of contractions in $L^{1}\left(\mathbf{R}^{n}\right)$. On the other hand, it is known that the $\omega$-limit set for such conservation laws consists of $N$-wave profiles satisfying the stationary autonomous equation; cf. [LP]. The best-known case in the literature is the equation $v_{t}=\left(v^{m}\right)_{s}$ with $m>1$, where the $N$-wave has compact support in space. A convergence analysis in that case can be seen in [EVZ1]. The fact that the exponent $(n-2) / n$ in (2.11) is less than 1 implies that the $N$-wave has unbounded support with an infinite tail (2.4). In terms of the variables $\xi$ and $\theta$ it reads

$$
F(\xi)= \begin{cases}\left(\frac{\xi}{n-2}\right)^{-n / 2} & \text { for } \xi \geq s_{0}  \tag{2.14}\\ 0 & \text { for } \xi<s_{0}\end{cases}
$$

In view of the conservation of mass, (2.6), the final profile is uniquely determined by the constant $s_{0}$ given in (2.5). Therefore, the reduced $\omega$-limit set of all orbits with the given total mass of the autonomous equation (2.10) is

$$
\begin{equation*}
\Omega_{*}=\left\{F=F_{*}(\xi) \quad \text { with } \quad s_{0}=\kappa_{0} M^{-2 /(n-2)}\right\} \tag{2.15}
\end{equation*}
$$

and it is uniformly stable in the $L^{1}$-metric. This completes (H3).
The survey paper [GV3] contains a general discussion of the application of these ideas to the study of evolution problems.
2.4. Outer behavior. Thanks to Theorem $S$ we conclude that the $\omega$-limits of the orbits of (2.9) are an $N$-wave as above and $\omega\left(\theta_{0}\right) \subseteq \Omega_{*}$. In view of (2.15) this yields that $\omega\left(\theta_{0}\right)=\left\{F_{*}(\xi)\right\}$, i.e., as $\tau \rightarrow \infty$,

$$
\begin{equation*}
\theta(\cdot, \tau) \rightarrow F_{*}(\cdot) \quad \text { in } L^{1}(\mathbf{R}) \tag{2.16}
\end{equation*}
$$

In fact, as a straightforward consequence we get a stronger convergence.
Theorem 2.3. As $t \rightarrow \infty$ we have

$$
\begin{equation*}
v(s, t)=\left[\frac{s}{(n-2) t}\right]^{-n / 2}(1+o(1)) \tag{2.17}
\end{equation*}
$$

uniformly on the sets $\left\{s \geq\left(s_{0}+\varepsilon\right) t^{n /(n-2)}\right\}$, where $\varepsilon>0$ may be arbitrarily small, while

$$
\begin{equation*}
v(s, t)=o\left(t^{-n /(n-2)}\right) \tag{2.18}
\end{equation*}
$$

uniformly on $\left\{s \leq\left(s_{0}-\varepsilon\right) t^{n /(n-2)}\right\}$.
Proof. It follows from the monotonicity assumption (M) and (2.16) that the maximum $\xi_{m}(\tau)$ of the rescaled function $\theta(\xi, \tau)$ satisfies $\xi_{m}(\tau) \rightarrow s_{0}$ as $\tau \rightarrow \infty$. Therefore, there exists a $\tau_{1} \gg 1$ such that

$$
\begin{equation*}
\theta_{\xi}(\xi, \tau)<0 \quad \text { for all } \quad \xi>s_{0}+\varepsilon / 4, \quad \tau>\tau_{1} \tag{2.19}
\end{equation*}
$$

and

$$
\theta_{\xi}(\xi, \tau)>0 \quad \text { for all } \quad \xi<s_{0}-\varepsilon / 4, \quad \tau>\tau_{1}
$$

In addition, the entropy inequality (2.3) yields the lower bound

$$
\begin{equation*}
\theta_{\xi}(\xi, \tau) \geq-\frac{n}{2(n-2)} \theta^{(n+2) / n} \tag{2.20}
\end{equation*}
$$

Thus, in the outer region, for $\xi>s_{0}+\varepsilon / 4$, we have an upper as well as a lower bound for $\theta_{\xi}$ on compact subsets. This allows us to strengthen the convergence of $\theta(\cdot, \tau)$ to $F_{*}$ in $L^{1}$ to uniform convergence in compact intervals. Translated to the variables $s$ and $t$, this results in (2.17).

In the inner region, the $L^{1}$-convergence can be strengthened to uniform convergence to zero on compact intervals, thanks to the monotonicity of $\theta(\xi, \tau)$ with respect to $\xi$, and (2.18) follows by monotonicity.

We thus conclude that convergence (2.16) is uniform on compact subsets in $\xi$ bounded away from the point $\xi=s_{0}$. In terms of the original variables we get the following outer-region expansion:

$$
\begin{equation*}
u^{2 / n}(r, t)=\frac{(n-2) t}{r^{2} \log r}(1+o(1)) \quad \text { as } \quad t \rightarrow \infty \tag{2.21}
\end{equation*}
$$

if $r \geq \exp \left\{\left(\kappa_{0}+\varepsilon\right) M^{-2 /(n-2)} t^{n /(n-2)}\right\}$. From this outer expansion we obtain an estimate of the decay rate of the form

$$
\begin{equation*}
\log u(r, t) \leq-\kappa M^{-2 /(n-2)} t^{n /(n-2)}(1+o(1)) \tag{2.22}
\end{equation*}
$$

We will show in section 3 that this estimate is correct uniformly in $\mathbf{R}^{n}$. Moreover, in the logarithmic scale the solution becomes flat in the inner region and takes the self-similar form given in the right-hand side of (2.22).
2.5. The nonradial case. We now generalize the previous asymptotic behavior to nonradial solutions. A basic ingredient of the proof is the principle of asymptotic symmetry that says that solutions with compactly supported initial data become almost radially symmetric for large enough times. Such results are well known [GNN] and apply to the fast-diffusion equation, as we will see. In this case we define the new variable $v$ by means of standard spherical coordinates $x=(r, \phi), \phi \in S^{n-1}$, and put $s=\log r$ and

$$
\begin{equation*}
v(s, \phi, t)=r^{n} u(r, \phi, t) \tag{2.23}
\end{equation*}
$$

which satisfies the evolution equation

$$
\begin{equation*}
v_{t}=\left(v^{-2 / n} v_{s}\right)_{s}+\frac{n}{n-2} L\left(v^{(n-2) / n}\right)-n\left(v^{(n-2) / n}\right)_{s} \tag{2.24}
\end{equation*}
$$

where $L$ is the Laplace-Beltrami operator (cf. (2.2)). With this definition the result of Theorem 2.3 is still true. The passage to general initial data is done by approximation in a second stage.

Compactly supported data. We consider problem (1.1)-(1.2) with continuous and nonnegative initial data $u_{0}$ supported in the ball of radius $a>0, B_{a}(0)$. Let us fix the mass of the solution $M=\int u_{0}(x) d x>0$. In a first step we use a classical argument based on reflection, due to Aleksandrov and Serrin, which proves the following result.

Lemma 2.4. Under the above conditions the solution of the initial-value problem satisfies

$$
\begin{equation*}
u(x, t) \geq u(y, t) \tag{2.25}
\end{equation*}
$$

for every $t>0$ and every pair of points $x, y \in \mathbf{R}^{n}$ such that $|y| \geq|x|+a$.
A similar result is used in [CVW] for the porous-medium equation, $\sigma<0$. As a consequence of this fact, if we consider the radial functions

$$
\underline{u}(r, t)=\inf _{|x|=r} u(x, t), \quad \bar{u}(r, t)=\sup _{|x|=r} u(x, t)
$$

we will have for $|x|=r>0$

$$
\underline{u}(r, t) \leq u(x, t) \leq \bar{u}(r, t)
$$

and also

$$
\underline{u}(r, t) \geq \bar{u}(r+a, t) .
$$

The next step consists of proving that these two radial functions, $\underline{u}$ and $\bar{u}$, which are a lower and upper bound for $u(\cdot, t)$, respectively, have a mass very similar to $u(\cdot, t)$ for large $t$. In fact, let $\varepsilon>0$ be small and let us take $T>0$ large enough such that the solution with initial data $\bar{u}_{0}(r)$ has mass less than $\varepsilon$ inside the ball of radius $R=2 a / \varepsilon$, which is easily seen to be true thanks to the estimates of the previous section. We call

$$
f(x)=u(x, T), \quad \underline{f}(r)=\underline{u}(r, T), \quad \bar{f}(r)=\bar{u}(r, T)
$$

Then $\int \underline{f}(r) d x \leq M \leq \int \bar{f}(r) d x$. But we also have an estimate in the other direction. Indeed, for some $\lambda=1+\varepsilon, \varepsilon>0$ very small, we have

$$
\underline{f}(r) \geq \bar{f}(\lambda r)
$$

if $\lambda r \geq r+a$, i.e., $r \geq A=a / \varepsilon$. Then

$$
\int_{|x| \geq A} \bar{f}(x) d x \geq \int_{|x| \geq A} \bar{f}(\lambda x) d x=\frac{1}{\lambda^{n}} \int_{|y| \geq \lambda A} \bar{f}(y) d y .
$$

On the other hand, by the assumption on $T$ the mass of $\bar{f}$ and $\underline{f}$ inside the ball $B_{R}(0)$ is less than $\varepsilon$. It follows that

$$
\int_{\mathbf{R}^{n}} \bar{f}(x) d x \geq(1-n \varepsilon) \int_{\mathbf{R}^{n}} \bar{f}(x) d x-\varepsilon .
$$

We easily conclude that

$$
M-c \varepsilon \leq \int \underline{f}(x) d x \leq \int \bar{f}(x) d x \leq M+c \varepsilon, \quad c=n+1
$$

The final step consists of fixing as initial time a time $T$ as above and starting the radial evolution with initial data $\bar{f}$ and $\underline{f} \underline{\text {, for which the asymptotic result of Theorem } 2.3}$ is true. Then we observe that $u$ is in between and that $\varepsilon \rightarrow 0$ as $t \rightarrow \infty$.

General case. When we assume that $u_{0}$ is merely an integrable and nonnegative function, we can approximate it from below in $L^{1}\left(\mathbf{R}^{n}\right)$ by compactly supported functions as in the previous result. The $L^{1}$-contraction property guarantees that the asymptotic limit also depends in a contractive way in $L^{1}$, hence the result.

Theorem 2.5. As $t \rightarrow \infty$ we have

$$
\begin{equation*}
v(s, \phi, t)=\left[\frac{s}{(n-2) t}\right]^{-n / 2}(1+o(1)) \tag{2.26}
\end{equation*}
$$

uniformly in $\phi \in S^{n-1}$ and in $s$ on sets of the form $\left\{s \geq\left(s_{0}+\varepsilon\right) t^{n /(n-2)}\right\}$, where $\varepsilon>0$ may be arbitrarily small, while

$$
\begin{equation*}
v(s, \phi, t)=o\left(t^{-n /(n-2)}\right) \tag{2.27}
\end{equation*}
$$

uniformly in $\phi \in S^{n-1}$ and in $s$ on $\left\{s \leq\left(s_{0}-\varepsilon\right) t^{n /(n-2)}\right\}$.
3. Inner region. In this section we return to the radial solution $u(r, t)$ to derive an estimate in the inner region

$$
\begin{equation*}
0 \leq r \leq r_{0}(t)=\exp \left\{s_{0} t^{n /(n-2)}\right\}, \quad s_{0}=\kappa_{0} M^{-2 /(n-2)} \tag{3.1}
\end{equation*}
$$

Later on we extend the results to nonradial solutions.
We shall prove the following theorem in the radial case.
THEOREM 3.1. Let $u(r, t)$ be the solution of the Cauchy problem (1.1)-(1.3).
Then

$$
\begin{equation*}
\log u(r, t)=-n s_{0} t^{n /(n-2)}(1+o(1)) \quad \text { as } \quad t \rightarrow \infty \tag{3.2}
\end{equation*}
$$

uniformly in the inner region.
Proof. We proceed in several steps. Fix an $\varepsilon>0$ small and denote

$$
\begin{equation*}
r_{\varepsilon}(t)=\exp \left\{\left(s_{0}+\varepsilon\right) t^{n /(n-2)}\right\} \tag{3.3}
\end{equation*}
$$

3.1. Interior regularity in the outer region. Set $I_{\varepsilon}=\left(s_{0}+\varepsilon / 2, s_{0}+3 \varepsilon / 2\right)$. We prove the following interior regularity result for (2.9).

Proposition 3.2. For $k=1,2,3$ we have

$$
\begin{equation*}
\left|\frac{\partial^{k} \theta}{\partial \xi^{k}}\right| \leq C_{k} \quad \text { for } \tau \gg 1 \text { and } \quad \xi \in I_{\varepsilon} \tag{3.4}
\end{equation*}
$$

Proof. A gradient bound for $k=1$ has already been proved; see (2.19)-(2.20). In order to prove a bound on the second derivative we note that in the domain $\xi \geq s_{0}+\varepsilon / 4$ (where the limit function $F_{*}$ is smooth) we can apply to (2.9) the classical Bernstein approach to prove the interior regularity. We will use the technique presented in [GV2, Proposition 5.4] for singular perturbations of first-order equations of the form (2.9). Let us review the main points and indicate the small differences. The righthand side of (2.9) has two terms and the stationary operator $\mathbf{C}$ in the perturbation term is uniformly elliptic on the solution for $\tau \gg 1$ in $\xi \in I_{\varepsilon}$ and appears multiplied by an exponentially small factor. The first-order term preserves the regularity in the domain where $\theta_{\xi}<0$ due to the entropy inequality. This is proved as in [GV2, p. 1125] by differentiating (2.9) with respect to $\xi$, performing a nonlinear change of the dependent variable $\theta_{\xi}=\varphi(v)$ (with a smooth function $\varphi$ to be determined with the typical properties of the Bernstein method), differentiating again with respect to $\xi$, and setting

$$
Z=\chi^{2}(\xi)\left(v_{\xi}\right)^{2}
$$

where the $C^{\infty}$-function $\chi$ has to be chosen here with the following properties: it must be monotone and increasing, $\chi \equiv 0$ for all $\xi \leq s_{0}+\varepsilon / 4$, and $\chi \equiv 1$ for $\xi \geq s_{0}+\varepsilon / 2$ (in other words, $\chi$ cuts off the shock; it does not cut off $\xi=+\infty$ ). We arrive at an equation of the form [GV2, (5.21)]

$$
Z_{\tau}=A Z_{\xi}+B Z+e^{-\alpha \tau} J_{1}(Z)
$$

with some coefficients $A, B$ and a uniformly elliptic operator $J_{1}$. The important point is that $J_{1}$ is controlled in exactly the same way as for uniformly parabolic equations and the coefficient $B$ satisfies $B \leq 0$ in $I_{\varepsilon}, \tau \gg 1$. Since by the construction the function $\chi$ is not compactly supported from the right-hand side, we need some control at $\xi=+\infty$, but we may conclude that under the hypotheses on the initial data $v_{0}$, the second derivative $\theta_{\xi \xi}(\xi, \tau)$ is uniformly small for $\xi \gg 1$. Then a uniform in $\tau \gg 1$ estimate on $Z$ in $I_{\varepsilon}$ (which implies (3.4)) follows from the maximum principle as in [GV2, pp. 1126-1127].

The proof for $k=3$ is similar. This completes the analysis.
It is convenient now to consider the rescaled function

$$
\begin{equation*}
g=-\frac{n}{2} \theta^{-2 / n} \tag{3.5}
\end{equation*}
$$

("the pressure"). Then the rescaled equation (2.9) becomes

$$
\begin{equation*}
g_{\tau}=\alpha\left(-\frac{2}{n} g+\xi g_{\xi}\right)-\frac{2}{\alpha} g g_{\xi}+e^{-\alpha \tau} \mathbf{D}(g), \quad \mathbf{D}(g)=-\frac{2}{n} g g_{\xi \xi}+\left(g_{\xi}\right)^{2} . \tag{3.6}
\end{equation*}
$$

As a consequence of Proposition 3.2, we have

$$
\begin{equation*}
\left|\frac{\partial^{3} g}{\partial \xi^{3}}\right| \leq C_{3} \quad \text { for } \tau \gg 1 \text { and } \quad \xi \in I_{\varepsilon} \tag{3.7}
\end{equation*}
$$

3.2. Lateral analysis. From convergence (2.17) and regularity (3.7) we obtain an estimate near the lateral boundary of the inner domain of the pressure written in the original variables

$$
\begin{equation*}
w=-\frac{n}{2} u^{-2 / n} \tag{3.8}
\end{equation*}
$$

It follows from (2.17) that in the outer region

$$
w(r, t)=-\frac{n}{2(n-2) t} r^{2} \log r(1+o(1)) \quad \text { as } \quad t \rightarrow \infty .
$$

Since, in view of the interior regularity in the outer region, this asymptotic estimate can be differentiated in $r$ twice, we arrive at the following result.

Corollary 3.3. For $r=r_{\varepsilon}(t)$ we have

$$
\begin{equation*}
\Delta w=-\psi_{\varepsilon}(t) \equiv-\frac{n^{2}}{n-2}\left(s_{0}+\varepsilon\right) t^{2 /(n-2)}(1+o(1)) \quad \text { as } \quad t \rightarrow \infty \tag{3.9}
\end{equation*}
$$

3.3. Inner semiconvexity. We now use the well-known semiconvexity approach $[\mathrm{AB}]$ in the inner region. Here and later on we denote by $c, c_{1}, \ldots$ different positive constants.

Proposition 3.4. Let $\varepsilon>0$. Then there exist a constant $c>0$ and $a t_{c}>0$ such that for $t>t_{c}$,

$$
\begin{equation*}
\Delta w \geq-\tilde{\psi}_{\varepsilon}(t) \equiv-\psi_{\varepsilon}(t)-c \quad \text { in the ball } \quad B_{\varepsilon}(t)=\left\{r<r_{\varepsilon}(t)\right\} \tag{3.10}
\end{equation*}
$$

Proof. The pressure (3.8) solves in $\{w<0\}$ the parabolic equation

$$
w_{t}=-\frac{2}{n} w \Delta w+|\nabla w|^{2}
$$

Differentiating this equation twice we have that $z=\Delta w$ satisfies

$$
z_{t}=-\frac{2}{n} w \Delta z+\frac{2(n-2)}{n} \nabla w \cdot \nabla z-\frac{2}{n} z^{2}+2 \sum_{(i, j)}\left(\frac{\partial^{2} w}{\partial x_{i} \partial x_{j}}\right)^{2}
$$

As in [AB], using the Cauchy-Bunyakovskii-Schwarz inequality

$$
\sum_{(i, j)}\left(\frac{\partial^{2} w}{\partial x_{i} \partial x_{j}}\right)^{2} \geq \frac{1}{n} z^{2}
$$

we arrive at a linear parabolic differential inequality of the form

$$
z_{t} \geq-\frac{2}{n} w \Delta z+\frac{2(n-2)}{n} \nabla w \cdot \nabla z
$$

Therefore (3.10) follows from (3.9) by the maximum principle.
3.4. Mass analysis: End of the proof. Integrating inequality (3.10) twice over $(0, r)$, we obtain the estimate

$$
\begin{equation*}
u(r, t) \geq u(0, t)\left(1+\frac{r^{2}}{d^{2}(t)}\right)^{-n / 2} \quad \text { in } B_{\varepsilon}(t) \tag{3.11}
\end{equation*}
$$

where

$$
d(t)=n u^{-1 / n}(0, t) \tilde{\psi}_{\varepsilon}^{-1 / 2}(t)
$$

Integrating (3.11) over $B_{\varepsilon}(t)$, we get the following estimate of the mass $M_{\varepsilon}$ in the inner region:

$$
\begin{equation*}
M_{\varepsilon}(t)=n \omega_{n} \int_{0}^{r_{\varepsilon}(t)} r^{n-1} u(r, t) d r \geq n \omega_{n} u(0, t) d^{n}(t) \int_{0}^{l(t)} \eta^{n-1}\left(1+\eta^{2}\right)^{-n / 2} d \eta \tag{3.12}
\end{equation*}
$$

with $l(t)=r_{\varepsilon}(t) / d(t)$. However,

$$
\begin{aligned}
M_{\varepsilon}(t) & =n \omega_{n} \int_{-\infty}^{\left(s_{0}+\varepsilon\right) t^{n /(n-2)}} v(s, t) d s \\
& =n \omega_{n} \int_{-\infty}^{s_{0}+\varepsilon} \theta(\xi, \tau) d \xi \\
& =n \omega_{n}(1+o(1)) \int_{-\infty}^{s_{0}+\varepsilon} F_{*}(\xi) d \xi \quad \text { as } t \rightarrow \infty .
\end{aligned}
$$

Therefore, the mass $M_{\varepsilon}$ satisfies for small $\varepsilon>0$

$$
\begin{equation*}
M_{\varepsilon}(t)=O(\varepsilon) \quad \text { as } \quad t \rightarrow \infty \tag{3.13}
\end{equation*}
$$

To conclude, we need to consider two cases. (i) Take a sequence $\left\{t_{k}\right\} \rightarrow \infty$ and assume that the sequence $\left\{l\left(t_{k}\right)\right\}$ is bounded. Then from (3.12) we obtain that for all $t=t_{k} \gg 1$,

$$
M_{\varepsilon}(t) \geq c u(0, t) d^{n}(t) l^{n}(t)=c u(0, t) r_{\varepsilon}^{n}(t)
$$

Therefore, it follows from (3.13) that $u(0, t) r_{\varepsilon}^{n}(t) \leq c_{1} \varepsilon$ and hence

$$
u(0, t) \leq c_{1} \varepsilon r_{\varepsilon}^{-n}(t)=c_{1} \varepsilon \exp \left\{-n\left(s_{0}+\varepsilon\right) t^{n /(n-2)}\right\}
$$

Therefore we obtain an upper bound

$$
\begin{equation*}
\lim \sup _{t=t_{k} \rightarrow \infty} t^{-n /(n-2)} \log u(0, t) \leq-n\left(s_{0}+\varepsilon\right) \tag{3.14}
\end{equation*}
$$

(ii) Assume now that the sequence $\left\{l\left(t_{k}\right)\right\}$ is unbounded and without loss of generality $\left\{l\left(t_{k}\right)\right\} \rightarrow \infty$. Then one can calculate from (3.12) that for $t=t_{k} \gg 1$,

$$
\begin{align*}
M_{\varepsilon}(t) & \geq n \omega_{n} u(0, t) d^{n}(t) \log l(t)(1+o(1)) \\
& =c \psi_{\varepsilon}^{-n / 2}(t) \log l(t)(1+o(1)) \tag{3.15}
\end{align*}
$$

As before, (3.13) yields that $\psi_{\varepsilon}^{-n / 2}(t) \log l(t) \leq c_{1} \varepsilon$, whence the estimate

$$
\log l(t)=\frac{1}{n} \log u(0, t)+\log r_{\varepsilon}(t)+\frac{1}{2} \log \psi_{\varepsilon}(t)-c \leq c_{1} \varepsilon \psi_{\varepsilon}^{n / 2}(t) \leq c_{2} \varepsilon t^{n /(n-2)}
$$

In view of (3.3) and (3.9) this implies that as $t=t_{k} \rightarrow \infty$ (cf. (3.14)),

$$
\begin{equation*}
\log u(0, t) \leq-\left[n s_{0}+O(\varepsilon)\right] t^{n /(n-2)} \tag{3.16}
\end{equation*}
$$

As a lower bound, it follows from the convergence given by (2.17) and from the eventual monotonicity property $u(r, t) \leq u(0, t)$ for $t \gg 1$ (see the appendix) that

$$
\begin{equation*}
\log u(0, t) \geq \log u\left(r_{\varepsilon}(t), t\right)=-n\left(s_{0}+\varepsilon\right) t^{n /(n-2)}(1+o(1)) \tag{3.17}
\end{equation*}
$$

From (3.16) (or (3.14)) and (3.17) we obtain uniform bounds from above and below of the solution in $B_{\varepsilon}(t)$ for $t \gg 1$. Since $\varepsilon>0$ is arbitrarily small, we arrive at (3.2).
3.5. The nonradial case. In order to extend the above inner radial analysis to the nonradial case, we just note that due to Theorem 2.5, we can bound (both above and below) the general solution $u(x, t)$ by radial ones:

$$
\underline{u}(r, t) \leq u(x, t) \leq \bar{u}(r, t), \quad t \geq T
$$

where, by the outer analysis, the masses of $\underline{u}$ and $\bar{u}$ do not differ by more than $2 \varepsilon$. Indeed, the only thing we take from the outer analysis is the behavior of the solutions in a neighborhood of the inner lateral boundary $|x|=r_{0}(t)$ which is given by (2.26) for nonradial solutions.

## 4. Conclusions and final remarks.

1. We have rigorously established the two-region structure for the asymptotic behavior of finite-mass solutions of the fast-diffusion equation (1.1) with critical exponent $\sigma=2 / n$. This structure compares with the simpler one-region structure of noncritical exponents. The outer expansion has a hyperbolic character with natural variable $v=r^{n} u$, which develops an $N$-wave profile with a shock located at an exponentially growing distance $R(t)$, while it converges in relative size to the trivial state for $|x|<R(t)$. The main mathematical novelty in the proof of the hyperbolic structure is the use of entropy inequalities.

In the original variable and logarithmic scale we observe the formation of a mesalike profile. Further analysis of the inner region should allow us to resolve the flatness of $\log u$ by calculating the second-order corrections which affect $u$ as factors. The formal calculations are again given in [Ki] but a proof of those facts needs new techniques which fall outside the scope of this work.
2. We have studied the critical case in dimensions $n \geq 3$. Let us recall the situation in $n=1,2$, which is quite different. In dimension 1 , where $\sigma=2$, no finitemass solutions exist, which eliminates the problem. For $n=2$ we get the equation $u_{t}=\Delta \log u$. It is proved in [VER] that the Cauchy problem admits infinitely many solutions with finite mass and all of them extinguish in finite time, $T \leq\left\|u_{0}\right\|_{1} / 4 \pi$, a striking contrast with the critical exponent for $n \geq 3$ discussed in this paper.
3. Explicit solutions are an important auxiliary tool in the investigation of nonlinear or asymptotic phenomena. Indeed, for $\sigma \neq 2 / n$ the asymptotic behavior of finite-mass solutions has been described in terms of explicit self-similar solutions. No such solutions exist in the critical case, because of the nonexistence result of [BF]. However, we can exhibit self-similar solutions which represent the behavior of the outer zone. An explicit example is given by the function

$$
\begin{equation*}
u^{-2 / n}(x, t)=\frac{|x|^{2}}{(n-2) t} \log \left(\frac{|x|}{a t^{\gamma}}\right), \quad \gamma=\frac{n}{2(n-2)}, \tag{4.1}
\end{equation*}
$$

where $a>0$ is an arbitrary constant. The solution is defined only for $|x|>l(t)=a t^{\gamma}$, and blows up at $x=l(t)$. It has at infinity the correct behavior predicted by our
results, since the rescaled function $\theta$ defined in (2.8) is given by

$$
\begin{equation*}
\theta^{-2 / n}(\xi, \tau)=\frac{\xi}{n-2}-e^{-\alpha \tau}\left(\frac{s_{0}+\alpha \tau / 2}{n-2}\right), \quad \alpha=2 \gamma, \quad s_{0}=\log a \tag{4.2}
\end{equation*}
$$

which is to be compared with $F$ given by (2.14).
Appendix. We now prove some eventual monotonicity-like properties of radial solutions $u(r, t)$ and $v(r, t)$.

Proof of eventual monotonicity of $\boldsymbol{u}(\boldsymbol{r}, \boldsymbol{t})$. According to the $L^{1}$-approximation scheme from section 2.5, it suffices to prove the property of eventual monotonicity for radial solutions $u(r, t)$ with sufficiently smooth compactly supported initial data

$$
\begin{equation*}
u_{0}(r)>0 \quad \text { for } r<R=2 a / \varepsilon, u_{0}(r)=0 \text { for } r \geq R . \tag{A.1}
\end{equation*}
$$

Moreover, due to the approximation in $L^{1}$, we are free to impose a uniform slope condition on the approximating initial data $u_{0} \in C^{1}([0, R])$. Namely, we assume that

$$
\begin{equation*}
u_{0}^{\prime}(R)=\mu>0 \tag{A.2}
\end{equation*}
$$

where $\mu$ is chosen independent of the small approximating parameter $\varepsilon$.
We use the intersection comparison approach; see [GV4, p. 1100]. We compare $u(r, t)$ with a small flat solution $\tilde{u} \equiv \delta>0=$ const satisfying (1.1). By (A.1) and (A.2), $u_{0}(r)$ intersects the level $\delta$ exactly once. By the Sturmian argument, the number of intersections $J(t)$ does not increase so that

$$
\begin{equation*}
J(t) \leq 1 \quad \text { for all } t>0 \tag{A.3}
\end{equation*}
$$

Since

$$
\begin{equation*}
u(r, t) \rightarrow 0 \quad \text { as } t \rightarrow \infty \text { uniformly, } \tag{A.4}
\end{equation*}
$$

there exists a moment $t_{1}>0$ such that $J(t)=1$ for all $t \in\left[0, t_{1}\right)$ and $J(t)=0$ for $t \geq$ $t_{1}$. By the strong maximum principle (this admits a simple geometric interpretation; see [GV4]), for $t>t_{1}$ the solution $u(r, t)$ of a uniformly parabolic equation is strictly monotone in $r$.

Proof of property ( $\boldsymbol{M}$ ) for $\boldsymbol{v}(\boldsymbol{r}, \boldsymbol{t})$. We again restrict ourselves to radial compactly supported data satisfying (A.1) and (A.2). We now apply the intersectioncomparison idea from [GV4] to the radial equation (2.2).

We compare $v(r, t)$ with the stationary solutions $\tilde{v}=\delta>0$. In terms of the dependent variable $u$ this corresponds to the comparison with the singular stationary solution $\tilde{u}=\delta r^{-n}$. It follows from (A.2) that there exists a small $\delta>0$ such that the constant solution $\tilde{v}=\delta$ intersects $v_{0}(r)$ exactly once for $r \approx R-0$. By continuity, the same is true for any small $t=\tau>0$. On the other hand, in terms of the corresponding solutions $u(r, t)$ and $\tilde{u}=\delta r^{-n}$ the profiles $u(r, \tau)(\tau>0$ is a small time-shift which establishes a natural interior regularity of the solution) and $\tilde{u}(r)$ intersect each other exactly once for $r \approx 0$ provided that $\delta \ll 1$. Finally, we conclude that there exists $\delta>0$ sufficiently small such that the number of intersections $J(\tau)$ between the profiles $u(r, \tau)$ and $\tilde{u}(r)$ satisfies $J(\tau)=2$. Hence, by the Sturmian argument,

$$
\begin{equation*}
J(t) \leq 2, \quad t \geq \tau \tag{A.5}
\end{equation*}
$$

Since $v(r, t)$ satisfies the asymptotic property (A.4), the estimate above (A.5) means that there exists a moment $t_{1}$ such that $J\left(t_{1}\right)=0, J(t)=2$ for $t<t_{1}$ (and $J(t)=0$ for all $t>t_{1}$ by the standard comparison). As in [GV4, section 10], using a simple geometric interpretation based on the application of the strong maximum principle for uniformly parabolic equations, one concludes that all the nonmonotonicities of $v(r, t)$ must be destroyed at this moment $t=t_{1}$, and the profile $v(r, t)$ has exactly one maximum and no minima for all $t>t_{1}$. This mimics the assumption (M) which happens eventually in time.
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# INTERFACE BEHAVIOR OF COMPRESSIBLE NAVIER-STOKES EQUATIONS WITH VACUUM* 
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#### Abstract

In this paper, we study a one-dimensional motion of viscous gas near vacuum with (or without) gravity. We are interested in the case that the gas is in contact with the vacuum at a finite interval. This is a free boundary problem for the one-dimensional isentropic Navier-Stokes equations, and the free boundaries are the interfaces separating the gas from vacuum, across which the density changes continuously. The regularity and behavior of the solutions near the interfaces and expanding rate of the interfaces are studied. Smoothness of the solutions is discussed. The uniqueness of the weak solutions to the free boundary problem is also proved.
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1. Introduction. We consider the evolution of the interfaces separating onedimensional isentropic viscous gases from vacuum when the gases are in contact with the vacuum on a finite interval initially, with (or without) external force. The important feature of this problem is that the density changes continuously across the interfaces separating the gases and vacuum. This models many interesting phenomena, such as gaseous stars problems in astrophysics [9]. For further physical significance and mathematical treatment of such free boundaries, we refer to the excellent survey paper of Nishida [11].

The one-dimensional isentropic viscous gas flow is governed by the compressible Navier-Stokes equations which can be rewritten, in Eulerian coordinates, as (in the case without external force)

$$
\begin{align*}
& \rho_{t}+(\rho u)_{x}=0 \\
& (\rho u)_{t}+\left(\rho u^{2}+P(\rho)\right)_{x}=\mu u_{x x} \tag{1.1}
\end{align*}
$$

where $x \in \mathbf{R}^{1}$ and $t>0$, and $\rho=\rho(x, t), u=u(x, t)$, and $P(\rho)$ denote, respectively, the density, velocity, and the pressure; $\mu>0$ is the viscosity constant. For simplicity of presentation, we consider only the polytropic gas, i.e., $P(\rho)=A \rho^{\gamma}$ with $\gamma>1$, $A>0$ being constants.

We consider (1.1) with the initial data

$$
\begin{equation*}
\rho(x, 0)=\rho_{0}(x), \quad u(x, 0)=u_{0}(x) \tag{1.2}
\end{equation*}
$$

[^56]Our main assumption is that the entire gas initially occupies a finite interval $(a, b) \subset$ $\mathbf{R}^{\mathbf{1}}$ and is in contact with the vacuum. More precisely, the initial density $\rho_{0}(x)$ is supposed to satisfy
(A1) $\rho_{0}(x) \in C\left(\mathbf{R}^{\mathbf{1}}\right), \operatorname{supp} \rho_{0} \subset(a, b), \rho_{0}(x)>0 \forall x \in(a, b)$, and
(A2) $\rho_{0}^{k} \in H^{1}([a, b])$ for some constant $0<k \leq \gamma-1 / 2$.
The initial velocity, $u_{0}(x)$, is assumed to possess the following regularity:
(A3) $\rho_{0} u_{0}^{2},\left(\partial_{x} u_{0}\right)^{2}, \rho_{0}^{-1}\left(\partial_{x x} u_{0}\right)^{2} \in L^{1}([a, b])$.
It is expected that velocity will be smooth enough up to the interfaces which separate the gas from the vacuum so that the interfaces are particle paths. Suppose $x=a(t)$ and $b=b(t)$ are two particle paths issuing from $a$ and $b$, respectively, i.e.,

$$
\begin{equation*}
\dot{a}(t)=u(a(t), t), \dot{b}(t)=u(b(t), t) \tag{1.3}
\end{equation*}
$$

with $a(0)=a$ and $b(0)=b$. The free boundary problem to be studied is

$$
\begin{align*}
& (1.1), \text { in }(a(t), b(t)) \times(0,+\infty), 0<t<+\infty \\
& \rho(a(t), t)=\rho(b(t), t)=0  \tag{1.4}\\
& (\rho, u)(x, 0)=\left(\rho_{0}, u_{0}\right)(x), x \in[a, b]
\end{align*}
$$

The definition of weak solutions for this free boundary problem is given by the following definition.

Definition 1.1. A function $(\rho, u)$ is called a weak solution to the free boundary problem (1.4) if there exist $a(t), b(t) \in C[0, \infty)$ such that $\rho \in C\left[(0, \infty), L^{2}([a(t), b(t)])\right]$, $u \in C\left[(0, \infty), H^{1}([a(t), b(t)])\right]$, and $\lim _{x \rightarrow a(t)+} \rho(x, t)=0=\lim _{x \rightarrow b(t)-} \rho(x, t)$. Furthermore,

$$
\begin{aligned}
& \int_{a}^{b} \rho_{0} v(x, 0) d x+\int_{0}^{+\infty} \int_{a(t)}^{b(t)}\left(\rho v_{t}+\rho u v_{x}\right) d x d t=0 \\
& \int_{a}^{b} \rho_{0} u_{0} w(x, 0) d x+\int_{0}^{+\infty} \int_{a(t)}^{b(t)}\left(\rho u w_{t}+\left(\rho u^{2}+P(\rho)+\mu u_{x}\right) w_{x}\right) d x d t=0
\end{aligned}
$$

hold for all test functions $v, w \in C_{0}^{1}(\Omega)$ with $\Omega=\{(x, t) \mid a(t) \leq x \leq b(t), 0 \leq t<$ $+\infty\}$.

In what follows, we always use $C(C(T))$ to denote a generic positive constant depending only on the initial data (and the given time $T$ ). We now state our first result on the existence and behavior of weak solutions to the free boundary problem (1.4).

Theorem 1.2. Let $\rho_{0}$ and $u_{0}$ satisfy (A1)-(A3). Then the free boundary problem (1.4) admits a globally defined weak solution with $a(\cdot), b(\cdot) \in C^{1}[0,+\infty)$. Moreover, the solution $(\rho, u)(x, t)$ has the following properties:
(1) Regularity of the solution.
$\rho>0$ in $Q$ with $Q=:\{(x, t): a(t)<x<b(t), 0 \leq t<+\infty\}$.

$$
\begin{equation*}
\int_{a(t)}^{b(t)}\left(\left[\left(\rho^{k}\right)_{x}\right]^{2}+\rho^{-1} u_{x x}^{2}\right)(x, t) d x \leq C(T), \quad 0 \leq t \leq T \tag{1.6}
\end{equation*}
$$

for any $T>0$.
(2) Decay rate of the density and expanding rate of the interface.

There exist positive constants $c_{i}(i=1,2, \ldots, 7)$, independent of the time $t$, such that

$$
\begin{equation*}
c_{1} \rho_{0}\left(x_{1}\right)\left(1+c_{2} \rho_{0}^{\gamma}\left(x_{1}\right) t\right)^{-1 / \gamma} \leq \rho(x, t) \leq c_{3} \rho_{0}\left(x_{1}\right)\left(1+c_{4} \rho_{0}^{\gamma}\left(x_{1}\right) t\right)^{-1 / \gamma} \tag{1.7}
\end{equation*}
$$

where $x_{1}$ is determined uniquely by $\int_{a}^{x_{1}} \rho_{0}(z) d z=\int_{a(t)}^{x} \rho(z, t) d z$ for any $x$,

$$
\begin{array}{cc}
c_{5}(1+t)^{1 / \gamma} \leq b(t)-a(t) \leq c_{6}(1+t)^{1 / \gamma}, & 0 \leq t<\infty \\
\sup _{a(t) \leq x \leq b(t)}|u(x, t)| \leq c_{7}(1+t)^{1 / \gamma}, & 0 \leq t<\infty \tag{1.9}
\end{array}
$$

(3) Behavior near the interface.

$$
\begin{gather*}
\rho(x, t) \leq C(T)|x-a(t)|^{1 / 2 k}, \rho(x, t) \leq C(T)|x-b(t)|^{1 / 2 k}  \tag{1.10}\\
\left|u_{x}(x, t)-u_{x}(a(t)+, t)\right| \leq C(T)|x-a(t)|^{\left(\frac{1}{4 k}+\frac{1}{2}\right)}  \tag{1.11}\\
\left|u_{x}(x, t)-u_{x}(b(t)-, t)\right| \leq C(T)|x-b(t)|^{\left(\frac{1}{4 k}+\frac{1}{2}\right)} \tag{1.12}
\end{gather*}
$$

for $0 \leq t \leq T$.
(4)

$$
\int_{a(t)}^{x}\left(\rho u_{t}+\rho u u_{x}\right)(z, t) d x+P(\rho)=\mu u_{x}
$$

for $a(t)<x<b(t)$ and $t>0$, and

$$
\begin{equation*}
\int_{a(t)}^{b(t)} \rho u(x, t) d x=\int_{a}^{b} \rho_{0} u_{0}(x) d x \tag{1.13}
\end{equation*}
$$

for $t>0$.
Remark 1.3. Part (3) of Theorem 1.2 is a simple consequence of (1.6). Indeed,

$$
\left.\rho^{k}(x, t)=\int_{a(t)}^{x}\left(\rho^{k}\right)_{x} d x \leq\left(\int_{a(t)}^{x}\left[\left(\rho^{k}\right)_{x}\right]^{2} d x\right)^{1 / 2}|x-a(t)|^{1 / 2} \leq C(T)|x-a(t)|^{1 / 2}\right)
$$

which implies (1.10). Moreover, the Hölder inequality and (1.10) give

$$
\begin{aligned}
& \left|u_{x}(x, t)-u_{x}(a(t)+, t)\right|=\left|\int_{a(t)}^{x} u_{x x}\right| \\
& \leq\left(\int_{a(t)}^{x} \rho^{-1} u_{x x}^{2}\right)^{1 / 2}\left(\int_{a(t)}^{x} \rho\right)^{1 / 2} \\
& \leq C(T)\left(\int_{a(t)}^{x}(x-a(t))^{1 / 2 k}\right)^{1 / 2} \\
& \leq C(T)(x-a(t))^{\left(\frac{1}{4 k}+\frac{1}{2}\right)} .
\end{aligned}
$$

Remark 1.4. It can be verified that the conservation of momentum property (1.13) holds true for the general weak solution defined in Definition 1.1 under the assumption $\left(A_{1}\right)-\left(A_{3}\right)$ (see [10]).

Our next theorem shows that the solutions obtained in Theorem 1.2 are indeed smooth in the region $\{(x, t): \rho(x, t)>0\}$ if the initial data have the appropriate regularity, and the smoothness is up to the boundary if the initial density is connected to vacuum very smoothly. Precisely, we have the following theorem.

Theorem 1.5. Let $(\rho, u)$ be the weak solution to (1.4) described in Theorem 1.2. Then it holds that
(1) if $\rho_{0}^{\alpha}\left(\partial_{x}^{2} \rho_{0}\right)^{2} \in L^{1}[a, b]$, then $\rho^{\alpha_{1}}\left(\partial_{x}^{2} \rho\right)^{2}(\cdot, t) \in L^{1}[a(t), b(t)]$ with $\alpha_{1}=2 k-3+$ $\max \{2 k+3+\alpha, 6 k+1\}$. And the weak solution $(\rho, u)$ to (1.4) is smooth in the region $Q=:\{(x, t): a(t)<x<b(t), 0 \leq t<+\infty\}$ with $\rho(\cdot, t) \in C^{1+\lambda}(a(t), b(t)), u(\cdot, t) \in$ $C^{2+\lambda}(a(t), b(t))$ for some $0<\lambda<1$ and any $t>0$;
(2)

$$
u_{x x}(a(t)+, t)=u_{x x}(b(t)-, t)=0
$$

if $k<\frac{1}{2}$; furthermore

$$
\begin{equation*}
\rho(\cdot, t) \in H^{2}[a(t), b(t)], \quad 0 \leq t \leq \infty \tag{1.14}
\end{equation*}
$$

if $\alpha \leq-4 k$ and $k \leq 1 / 4$, and this implies $\rho_{x}$ is Hölder continuous in the whole interval $[a(t), b(t)]$ for any $t \geq 0$. Also, the gradient of pressure satisfies

$$
\begin{equation*}
\left|P(\rho)_{x}(x, t)\right| \leq C(T) \rho^{\gamma-1} \leq C(T)\left(|x-a(t)|^{(\gamma-1) / 2 k}+|x-b(t)|^{(\gamma-1) / 2 k}\right) \tag{1.15}
\end{equation*}
$$

Finally, we have the following uniqueness result.
Theorem 1.6 (uniqueness). Assume $\left(A_{1}\right)-\left(A_{3}\right)$, let $\left(\rho_{1}, u_{1}\right)$ and $\left(\rho_{2}, u_{2}\right)$ be two weak solutions to the free boundary problem (1.4) in $0 \leq t \leq T$ as described in Definition 1.1. Then $\left(\rho_{1}, u_{1}\right)(x, t)=\left(\rho_{2}, u_{2}\right)(x, t)$ in $a(t)<x<b(t)$ and $0 \leq t \leq T$.

Remark 1.7. This uniqueness result particularly implies that the whole sequence of approximate solutions constructed in section 2 converges to a unique weak solution.

Remark 1.8. So far, all of our results are stated for the case without external force. However, one can check by modifying our analysis slightly that similar results hold true in the presence of external forces such as gravity.

The free boundary problem of one-dimensional Navier-Stokes equations with one boundary fixed was investigated by Okada in [12]; see also [11], where the global existence of the weak solutions was proved and the regularity of $\left(\rho^{1 / 2} u, u_{x}, \rho^{-1 / 2} u_{x x}\right)(\cdot, t) \in$ $L^{2}, \rho \in B V$ was obtained. Similar results were derived in [10], [13] for the equations of spherically symmetric motion of viscous gases. It also should be noticed that another interesting class of free boundary problem of viscous gases for the one-dimensional viscous gases which expands into the vacuum has been studied by many people; see [1], [2], [3], [8].

It is important and interesting to investigate the regularity of the solution to the above free boundary problem and the behavior near interfaces due to the degeneracy of vacuum. In general, we do not expect to prove the global existence of the smooth solution to the above free boundary problem because of the degeneracy. However, as we showed in Theorem 1.5, if the initial density is connected to vacuum smoothly enough, the smoothness of the solution can be up to the boundary. Also we get the clear description of the behavior of solutions near the interfaces between the gas and vacuum. For these, the first observation is that $\left(\rho^{k}\right)_{x}(\cdot, t) \in L^{2}$, which indicates
how the density is connected to the vacuum according to the value of $k$. The second ingredient in our analysis to improve the regularity of the solution is an $L^{2}$-estimate of $\rho^{\alpha_{1} / 2} \rho_{x x}$.

It should be noted that Xin [16] proved recently that the smooth solution $(\rho, u) \in$ $H^{3}\left(\mathbf{R}^{1}\right)$ of the Cauchy problem of Navier-Stokes equations with compact density must blow up in the finite time. However, the different phenomena occur for the free boundary problem (1.4). As we showed in Theorem 1.2, the smooth solution of the free boundary problem can survive for all time if the initial density is connected to vacuum very smoothly. In fact, $(\rho, u) \in H^{3}\left(\mathbf{R}^{\mathbf{1}}\right)$ implies $u=0$ outside the interfaces [16] for the Cauchy problem. Hence the interfaces separating the gas and vacuum must be fixed, i.e., independent of the time. But the estimate (1.8) shows the interfaces for the free boundary problem (1.4) are not fixed.

We should mention that the free boundary problem of a modified Navier-Stokes equation was studied by Liu, Xin, and Yang in [8] with the boundary condition $u_{x}=$ $P(\rho)$, where the initial density was assumed to connect vacuum with discontinuities, i.e., $i n f_{x \in(a, b)} \rho_{0}(x) \geq \delta>0, \rho_{0}(x)=0$ when $x<a$ or $x>b$. This property can be maintained for some finite time [8], and the local existence of the weak solution was proved then.

The important progress has been made on compressible Navier-Stokes equations when the initial density is away from vacuum in several aspects, for smooth initial data or discontinuous initial data, one-dimensional or multidimensional problem. For these results, please refer to [1], [2], [3], [4], [5], [6], [14], [15], and [17].

The rest of this paper is organized as follows. In section 2, we convert the free boundary problem to a fixed boundary problem by using Lagrangian coordinates and giving some basic estimates. Based on these estimates, we study the smoothness of solutions and complete the proof of Theorem 1.5 with the $L^{2}$-estimate of $\rho^{\alpha_{1} / 2} \rho_{x x}$ in section 3 . The uniqueness result will be proved in section 4 .
2. Global existence of weak solutions and the basic estimates. To solve the free boundary problem (1.4), it is convenient to convert the free boundaries to the fixed boundaries by using Lagrangian coordinates. Using the following coordinates transformation

$$
y=\int_{a(t)}^{x} \rho(z, t) d z, \tau=t
$$

the free boundaries $x=a(t)$ and $x=b(t)$ become $\hat{a}(\tau)=0$ and $\hat{b}(\tau)=\int_{a(t)}^{b(t)} \rho(x, t) d x=$ $\int_{a}^{b} \rho_{0}(x) d x$, where $\int_{a}^{b} \rho_{0}(x) d x$ is the total mass initially, and without loss of generality, we normalize it to be 1. So in terms of Lagrangian coordinates, the free boundary problem (1.4) becomes

$$
\begin{align*}
& \rho_{\tau}+\rho^{2} u_{y}=0  \tag{2.1}\\
& u_{\tau}+P(\rho)_{y}=\left(\mu \rho u_{y}\right)_{y}, 0<y<1, \tau>0
\end{align*}
$$

with the data given by

$$
\begin{align*}
(\rho, u)(y, 0)= & \left(\rho_{0}(y), u_{0}(y)\right), 0 \leq y \leq 1 \\
& \rho(0, t)=\rho(1, t)=0, t>0 \tag{2.2}
\end{align*}
$$

The assumptions corresponding to (A1)-(A3) are transformed into
$\left(\mathrm{Al}^{\prime}\right) \rho_{0}(y)>0$ as $y \in(0,1) ;$
$\left(\mathrm{A}^{\prime}\right) \rho_{0}^{q} \in H^{1}([0,1])$ with $1 / 2<q=k+1 / 2 \leq \gamma ;$
and
$\left(\mathrm{A}^{\prime}\right) u_{0}, \rho_{0}^{1 / 2} u_{0 y},\left(\rho_{0} u_{0 y}\right)_{y} \in L^{2}[0,1]$.
In addition,

$$
\begin{equation*}
0<\int_{0}^{1}\left(\rho_{0}\right)^{-1}(y) d y=\int_{a}^{b} 1 d x=b-a<\infty \tag{2.3}
\end{equation*}
$$

It is more convenient to use $t$ instead of $\tau$ in the case without confusion. Similarly we have the definition of weak solutions in Lagrangian coordinates corresponding to Definition 1.1.

To prove Theorem 1.2, we first prove the following Theorem 2.1.
THEOREM 2.1. Suppose (A1')-(A3') and (2.3) are satisfied. Then the initialboundary value problem (2.1) and (2.2) admits a globally defined weak solution ( $\rho, u$ ) $(y, t)$ in $[0,1] \times(0, \infty)$ with the following properties:
(1)
$c_{1} \rho_{0}(y)\left(1+c_{2} \rho_{0}^{\gamma}(y) t\right)^{-1 / \gamma} \leq \rho(y, t) \leq c_{3} \rho_{0}(y)\left(1+c_{4} \rho_{0}^{\gamma}(y) t\right)^{-1 / \gamma}, 0 \leq y \leq 1, t>0$
for some positive constant $c_{i}(i=1, \ldots, 4)$ independent of $t$;

$$
\begin{equation*}
\int_{0}^{1}\left(u^{2}+\rho u_{y}^{2}+u_{t}^{2}\right)(y, t) d y+\int_{0}^{\infty} \int_{0}^{1}\left(\rho u_{y}^{2}+u_{t}^{2}+\rho u_{y e t}^{2}\right) d y d t \leq C, 0 \leq t<+\infty \tag{2}
\end{equation*}
$$

$$
\begin{equation*}
\left.\max _{y \in[0,1]}\left|\rho u_{y}(y, t)\right|+\int_{0}^{1}\left(\left[\left(\rho^{q}\right)_{y}\right]^{2}+\left[\left(\rho u_{y}\right)_{y}\right]^{2}\right)+\left|u_{y}\right|\right)(y, t) d y \leq C(T), 0 \leq t \leq T \tag{2.6}
\end{equation*}
$$

$c_{5}(1+t)^{1 / \gamma} \leq \int_{0}^{1} \rho^{-1}(y, t) d y \leq c_{6}(1+t)^{1 / \gamma}, \max _{y \in[0,1]}|u(y, t)| \leq C(1+t)^{1 / \gamma}, t>0$,
for some positive constants $c_{5}$ and $c_{6}$ independent of $t$ and $T>0$ is given;
(3)

$$
\begin{aligned}
& \int_{0}^{y} u_{t}(z, t) d z+P(\rho)=\rho u_{y} \\
& \int_{0}^{1} u(y, t) d y=\int_{0}^{1} u_{0}(y) d y
\end{aligned}
$$

To prove Theorem 2.1, we will construct the global solution to the initial boundary problem (2.1) and (2.2) by a slight modification of the method of lines used in [1], [8], [11], [12], [13], which can be described as follows. For simplicity, we take $\mu=1$. For any given positive integer $N$, let $h=1 / N$. Consider the system of $2 N$ ordinary differential equations

$$
\begin{align*}
& \frac{d}{d t} \rho_{2 n}^{h}+\left(\rho_{2 n}^{h}\right)^{2} \frac{u_{2 n+1}^{h}-u_{2 n-1}^{h}}{h}=0 \\
& \frac{d}{d t} u_{2 n-1}^{h}+\frac{P\left(\rho_{2 n}^{h}\right)-P\left(\rho_{2 n-2}^{h}\right)}{h}  \tag{2.8}\\
& =\frac{1}{h^{2}}\left\{\rho_{2 n}^{h}\left(u_{2 n+1}^{h}-u_{2 n-1}^{h}\right)-\rho_{2 n-2}^{h}\left(u_{2 n-1}^{h}-u_{2 n-3}^{h}\right)\right\}
\end{align*}
$$

where $n=1,2,3 \cdots N$, with the boundary conditions

$$
\begin{equation*}
\rho_{0}^{h}=\rho_{2 N}^{h}=0 \tag{2.9}
\end{equation*}
$$

and the initial conditions

$$
\begin{equation*}
\rho_{2 n}^{h}(0)=\rho_{0}\left(2 n \cdot \frac{h}{2}\right), u_{2 n-1}^{h}(0)=u_{0}\left((2 n-1) \cdot \frac{h}{2}\right) . \tag{2.10}
\end{equation*}
$$

For $n=1$ and $N$, we set $u_{-1}^{h}=u_{2 N+1}^{h}=0$.
In the following, we will use $\left(\rho_{2 n}, u_{2 n-1}\right)$ instead of $\left(\rho_{2 n}^{h}, u_{2 n-1}^{h}\right)$ when it does not cause any confusion. For simplicity of presentation, we use $\sum$ instead of $\sum_{n=1}^{N}$ unless otherwise stated.

We now begin to derive some bounds on the solutions to (2.8)-(2.10). At first, standard energy estimate gives the following lemma.

LEMMA 2.2. Let $\left(\rho_{2 n}(t), u_{2 n-1}(t)\right), n=1,2, \ldots, N$ be the solution for (2.8), (2.9), and (2.10). Then we have

$$
\begin{align*}
\sum( & \left.\frac{1}{2} u_{2 n-1}^{2}(t)+\int_{0}^{\rho_{2 n}(t)} s^{-2} P(s) d s\right) h \\
& +\int_{0}^{t} \sum \rho_{2 n}\left(\frac{u_{2 n+1}-u_{2 n-1}}{h}\right)^{2} h d s \\
=\sum( & \left.\frac{1}{2} u_{2 n-1}^{2}(0)+\int_{0}^{\rho_{2 n}(0)} s^{-2} P(s) d s\right) h \tag{2.11}
\end{align*}
$$

Consequently, problem (2.8)-(2.10) has a unique global solution. In the next lemma, we give the decay rate of density function. The main idea for this is to get ordinary differential equations governing the density function along the particle path.

Lemma 2.3. There exist positive constants $c_{i}(i=1, \ldots, 4)$ independent of $t$ and $n$ such that
$c_{1} \rho_{2 n}(0)\left(1+c_{2} \rho_{2 n}^{\gamma}(0) t\right)^{-1 / \gamma} \leq \rho_{2 n}(t) \leq c_{3} \rho_{2 n}(0)\left(1+c_{4} \rho_{2 n}^{\gamma}(0) t\right)^{-1 / \gamma}, n=1,2 \cdots N$,
for $0 \leq t \leq \infty$.

Proof. It follows from $(2.8)_{1}$ that

$$
\rho_{2 n}(t)=\rho_{2 n}(0) \exp \left(-\int_{0}^{t} \frac{\rho_{2 n}\left(u_{2 n+1}-u_{2 n-1}\right)}{h} d s\right)
$$

for $n=1,2, \ldots, N, t \geq 0$.
On the other hand, in view of $(2.8)_{2}$ and the boundary conditions (2.9), one has

$$
\begin{aligned}
& \frac{\rho_{2 n}\left(u_{2 n+1}-u_{2 n-1}\right)}{h} \\
& =\sum_{j=1}^{n}\left[\rho_{2 j} \frac{\left(u_{2 j+1}-u_{2 j-1}\right)}{h}-\rho_{2 j-2} \frac{\left(u_{2 j-1}-u_{2 j-3}\right)}{h}\right] \\
& =\sum_{j=1}^{n}\left[\frac{d}{d t} u_{2 j-1} h+\left(P\left(\rho_{2 j}\right)-P\left(\rho_{2 j-2}\right)\right)\right] \\
& =\sum_{j=1}^{n}\left(\frac{d}{d t} u_{2 j-1} h\right)+P\left(\rho_{2 n}\right) .
\end{aligned}
$$

Thus,
(2.14) $\rho_{2 n}(t)=\rho_{2 n}(0) \exp \left(\sum_{j=1}^{n}\left(u_{2 j-1}(0)-u_{2 j-1}(t)\right) h\right) \exp \left(-\int_{0}^{t} P\left(\rho_{2 n}(s)\right) d s\right)$.

Since $P(\rho)=A \rho^{\gamma}$, one gets from (2.14) that

$$
\begin{aligned}
& \frac{d}{d t}\left(\frac{1}{\gamma} \exp \left(\gamma \int_{0}^{t} P\left(\rho_{2 n}(s)\right) d s\right)\right) \\
& =A \rho_{2 n}^{\gamma}(0) \exp \left(\gamma \sum_{j-1}^{n}\left(u_{2 j-1}(0)-u_{2 j-1}(t)\right) h\right)
\end{aligned}
$$

Integrating this over $[0, t]$ yields

$$
\begin{aligned}
& \exp \left(\gamma \int_{0}^{t} P\left(\rho_{2 n}(s)\right) d s\right) \\
& =1+A \gamma \rho_{2 n}^{\gamma}(0) \int_{0}^{t} \exp \left(\gamma \sum_{j-1}^{n}\left(u_{2 j-1}(0)-u_{2 j-1}(s)\right) h\right) d s
\end{aligned}
$$

This, together with (2.14), leads to

$$
\begin{aligned}
& \rho_{2 n}(t) \\
& =\rho_{2 n}(0) \exp \left(\sum_{j=1}^{n}\left(u_{2 j-1}(0)-u_{2 j-1}(t)\right) h\right)
\end{aligned}
$$

$$
\begin{equation*}
\cdot\left\{1+A \gamma \rho_{2 n}^{\gamma}(0) \int_{0}^{t} \exp \left(\gamma \sum_{j=1}^{n}\left(u_{2 j-1}(0)-u_{2 j-1}(s)\right) h\right) d s\right\}^{-1 / \gamma} \tag{2.15}
\end{equation*}
$$

Equation (2.12) immediately follows from (2.11) and (2.15) and the Cauchy inequality.

The next two lemmas yield uniform estimates on the approximations to derivatives.

Lemma 2.4.

$$
\begin{equation*}
\sum_{n=1}^{N} \rho_{2 n}\left(\frac{u_{2 n+1}-u_{2 n-1}}{h}\right)^{2}(t) h+\int_{0}^{t} \sum_{n=1}^{N} \dot{u}_{2 n-1}^{2}(s) h d s \leq C ; \tag{2.16}
\end{equation*}
$$

hereafter, $\dot{f}$ denotes $\frac{d f}{d t}$ for any function $f$ of $t$.
Proof. Set $A_{n}(t)=\left(\rho_{2 n}\right)^{1 / 2}\left(\frac{u_{2 n+1}-u_{2 n-1}}{h}\right)(t)$ and $B_{n}(t)=\left(\rho_{2 n}\right)\left(\frac{u_{2 n+1}-u_{2 n-1}}{h}\right)(t)$ for $0 \leq t<+\infty, n=1,2, \ldots, N$. A direct calculation shows that

$$
\begin{align*}
& \sum A_{n}^{2}(t) h+2 \sum\left[P\left(\rho_{2 n}\right)\left(\rho_{2 n}^{-1 / 2}\right)\right](t) A_{n}(t) h+2 \int_{0}^{t} \sum\left(\dot{u}_{2 n-1}^{2}+P^{\prime}\left(\rho_{2 n}\right) B_{n}^{2}\right)(s) h d s \\
& =\sum A_{n}^{2}(0) h+2 \sum\left[P\left(\rho_{2 n}\right)\left(\rho_{2 n}^{-1 / 2}\right)\right](0) A_{n}(0) h-\int_{0}^{t} \sum B_{n}(s) A_{n}^{2}(s) h d s . \tag{2.17}
\end{align*}
$$

It is routine to get (cf. [12])

$$
\begin{equation*}
\sum A_{n}^{2}(t) h+\int_{0}^{t} \sum \dot{u}_{2 n-1}^{2} h d s \leq C+\int_{0}^{t}\left(\sum A_{n}^{2}(s) h\right)^{2} d s \tag{2.18}
\end{equation*}
$$

Since $\int_{0}^{t} \sum_{\square} A_{n}^{2}(s) h d s \leq C$ (cf. Lemma 2.2), (2.16) follows from Gronwall's inequality.

Lemma 2.5.

$$
\begin{equation*}
\sum\left(\frac{\rho_{2 n}^{q}-\rho_{2 n-2}^{q}}{h}\right)^{2}(t) h \leq C(T) \tag{2.19}
\end{equation*}
$$

for $0 \leq t \leq T$, where $q$ is the constant in ( $\left.\mathrm{A}^{\prime}\right)$.
Proof. It follows from (2.8) that

$$
\begin{aligned}
& \left(\rho_{2 n}^{q} \sum_{j=1}^{n} \dot{u}_{2 j-1}-\rho_{2 n-2}^{q} \sum_{j=1}^{n-1} \dot{u}_{2 j-1}\right)+\frac{P\left(\rho_{2 n}\right) \rho_{2 n}^{q}-P\left(\rho_{2 n-2}\right) \rho_{2 n-2}^{q}}{h} \\
& =-\frac{1}{q} \frac{d}{d t}\left(\frac{\rho_{2 n}^{q}-\rho_{2 n-2}^{q}}{h}\right) .
\end{aligned}
$$

Set $D_{n}(t)=\frac{\rho_{2 n}^{q}-\rho_{2 n-2}^{q}}{h}(t)$ for $n=1,2, \ldots, N$ and $0 \leq t<\infty$. Multiplying (2.20) by $\frac{\rho_{2 n}^{q}-\rho_{2 n-2}^{q}}{h}$, integrating the resulting equation over $[0, t]$, and summing the obtained equations from 1 to $N$, one can obtain
$\frac{1}{2 q} \sum D^{2}(t) h \leq \frac{1}{2 q} \sum D^{2}(0) h+\int_{0}^{t} \sum\left[\rho_{2 n}^{q} \sum_{j=1}^{n} \dot{u}_{2 j-1}-\rho_{2 n-2}^{q} \sum_{j=1}^{n-1} \dot{u}_{2 j-1}\right] D_{n}(s) h d s$.

The last term in (2.21) can be bounded by $C \int_{0}^{t}\left(\Sigma \dot{u}_{2 n-1}^{2} h+1\right) \Sigma D_{n}^{2}(s) h d s+C$ by summation by parts. Equation (2.19) follows then.

The next lemma, which controls the expanding rate of interfaces and the total variation of velocity, can be deduced by the standard arguments (cf. [10], [11], [12], [13]). Then we omit the proof.

Lemma 2.6.

$$
\begin{align*}
& c_{3}^{-1}\left\{\sum_{n=1}^{N-1} \rho_{2 n}^{-1}(0) h+M^{-\gamma} \sum_{n=1}^{N-1} \rho_{2 n}^{\gamma-1}(0) h\left[\left(1+c_{4} M^{\gamma} t\right)^{1 / \gamma}-1\right]\right\} \\
& \leq \sum_{n=1}^{N-1} \rho_{2 n}^{-1}(t) h \\
& \leq c_{1}^{-1}\left\{\sum_{n=1}^{N-1} \rho_{2 n}^{-1}(0) h+c_{2}^{1 / \gamma} t^{1 / \gamma}\right\} \tag{2.22}
\end{align*}
$$

where $c_{i}(i=1,2,3,4)$ is the constant in $(2.13), M=\max _{[0,1]} \rho_{0}(y)$,

$$
\begin{gather*}
\sum_{n=1}^{N-1}\left|u_{2 n+1}(t)-u_{2 n-1}(t)\right| \leq C(1+t)^{1 / \gamma}  \tag{2.23}\\
\quad \max _{1 \leq n \leq N}\left|u_{2 n-1}\right| \leq C(1+t)^{1 / \gamma} \tag{2.24}
\end{gather*}
$$

for $0 \leq t<+\infty$.
To guarantee the convergence of the approximate solutions, we still need the higher order estimates and the Hölder continuous of $\left(\rho_{2 n}, u_{2 n-1}, \rho_{2 n} \frac{u_{2 n+1}-u_{2 n-1}}{h}\right)(t)$ with respect to $t$ in $L^{2}[0,1]$-norm, which are given in the following two lemmas. The proof of these two lemmas is same as that in [12], based on the estimates we have obtained so far.

Lemma 2.7 .

$$
\begin{gather*}
\sum \dot{u}_{2 n-1}^{2}(t) h+\int_{0}^{t} \sum \rho_{2 n}\left(\frac{\dot{u}_{2 n+1}-\dot{u}_{2 n-1}}{h}\right)^{2} h d s \leq C  \tag{2.25}\\
\sum \frac{1}{h^{2}}\left(\rho_{2 n} \frac{u_{2 n+1}-u_{2 n-1}}{h}-\rho_{2 n-2} \frac{u_{2 n-1}-u_{2 n-3}}{h}\right)^{2} \cdot h \leq C(T) \\
\max _{1 \leq n \leq N}\left|\rho_{2 n} \frac{u_{2 n+1}-u_{2 n-1}}{h}\right| \leq C(T) .
\end{gather*}
$$

Lemma 2.8. For any $t, s \in[0, T], T>0$, it holds

$$
\begin{gather*}
\sum\left|\rho_{2 n}(t)-\rho_{2 n}(s)\right|^{2} h \leq C|t-s|  \tag{2.28}\\
\sum \| u_{2 n-1}(t)-\left.u_{2 n-1}(s)\right|^{2} h \leq C|t-s|  \tag{2.29}\\
\sum\left|\rho_{2 n}(t) \frac{u_{2 n+1}(t)-u_{2 n-1}(t)}{h}-\rho_{2 n}(s) \frac{u_{2 n+1}(s)-u_{2 n-1}(s)}{h}\right|^{2} h \\
\leq C|t-s| \tag{2.30}
\end{gather*}
$$

With the desired estimates Lemmas 2.2-2.8 at hand, we are now in the position to prove Theorem 2.1 (cf. [8]). Define

$$
\begin{aligned}
& \rho_{h}(t, y)=\rho_{2 n}(t), \\
& u_{h}(t, y)=\frac{\left[y-\left(n-\frac{1}{2}\right) h\right] u_{2 n+1}+\left[\left(n+\frac{1}{2}\right) h-y\right] u_{2 n-1}(t)}{h}
\end{aligned}
$$

for $(n-1 / 2) h<y<(n+1 / 2) h$. Then

$$
\rho_{h}\left(u_{h}\right)_{y}(t, y)=\rho_{2 n}(t) \frac{u_{2 n+1}-u_{2 n-1}}{h} .
$$

Our main convergence result can be stated as follows.
Theorem 2.9. Suppose $\left(A 1^{\prime}\right)-\left(A 3^{\prime}\right)$ and (2.1) hold. There exist a subsequence of $\left\{\left(\rho_{h}, u_{h}\right)\right\}$ and $\left\{\rho_{h}\left(u_{h}\right)_{y}\right\}$, still labeled by $\left\{\left(\rho_{h}, u_{h}\right)\right\}$ and $\left\{\rho_{h}\left(u_{h}\right)_{y}\right\}$ for convenience, such that $\left\{\left(\rho_{h}, u_{h}\right)\right\}$ and $\left\{\rho_{h}\left(u_{h}\right)_{y}\right\}$ converge boundedly and almost everywhere on $[0, T] \times[0,1]$ for any $T>0$.

Proof. From our estimates, we know the functions $\left(\rho_{h}^{q}, u_{h}\right)$ and $\left(\rho_{h}\left(u_{h}\right)_{y}\right)$, as the functions of $y$, have uniformly bounded total variations with respect to $h$ for any fixed $t$. Let $t=t_{m}(m=1,2, \ldots)$ be a countable set which is everywhere dense on the segment $[0, T]$. By Helly's theorem and a diagonal process, from the family of the functions $\left\{\left(\rho_{h}, u_{h}\right)\right\}$ and $\left\{\left(\rho_{h}\left(u_{h}\right)_{y}\right\}\right.$ one can select a sequence converging boundedly and almost everywhere in $y \in[0,1]$ on the dense set $t=t_{m}(m=1,2, \ldots)$ in $[0, T]$. Consequently, by Lebesgue's theorem, the subsequence also converges in $L^{2}$-norm on $t=t_{m}(m=1,2, \ldots, N)$. Next, with the help of Lemma 2.8, it is standard to show $\left(\rho_{h}, u_{h}\right), \rho_{h}\left(u_{h}\right)_{y}$ converge in $L^{2}[0,1]$ uniformly in $t \in[0, T]$. Then we can select a subsequence converge almost everywhere in $(y, t) \in[0,1] \times[0, T]$.

Denote the limiting functions of $\left\{\left(\rho_{h}, u_{h}\right)\right\}$ and $\left\{\rho_{h}\left(u_{h}\right)_{y}\right\}$ by $(\rho, u)(y, t)$ and $\rho u_{y}(y, t)$, respectively. Then it is easy to verify (see [8]) that $(\rho, u)(y, t)$ is the weak solution of (2.1) and (2.2). The solution satisfies the corresponding limit version of the estimates in Lemmas 2.2-2.8. Part (3) in Theorem 2.1 is the limit version of (2.13) and the following equality:

$$
\begin{equation*}
\sum u_{2 n-1}(t) h=\sum u_{2 n-1}(0) h, \quad 0 \leq t \leq \infty \tag{2.31}
\end{equation*}
$$

which is a consequence of $(2.8)_{2}$ and the boundary condition (2.9). This completes the proof of Theorem 2.1, which, in turn, proves Theorem 1.2.
3. Smoothness of the solution. In this section, we study the smoothness of the solutions constructed in section 2 and prove Theorem 1.5. At first, we have the following $L^{2}$-estimate of $\rho^{\beta / 2} \rho_{y y}$, which is crucial to the improvement of regularity of the solution.

Lemma 3.1. Let $(\rho, u)$ be the solution to (2.1) and (2.2) constructed in section 2. If the initial data satisfy

$$
\begin{equation*}
\int_{0}^{1} \rho^{\beta} \rho_{y y}^{2}(y, 0) d y \leq C \tag{3.1}
\end{equation*}
$$

for $\beta \geq 4 q-2\left(q\right.$ is the constant in $\left.\left(\mathrm{A}^{\prime}\right)\right)$, then

$$
\begin{equation*}
\int_{0}^{1} \rho^{\beta} \rho_{y y}^{2}(y, t) d y \leq C(T) \tag{3.2}
\end{equation*}
$$

for $0 \leq t \leq T$.
Proof. For simplicity of presentation, we will only give the a priori estimate (3.2) for smooth solutions. The general version of Lemma 3.1 can be verified by a discrete analogue as in section 2 .

At first, it follows from (2.1) that

$$
\rho_{t y}=-\rho \rho_{y} u_{y}-\rho u_{t}-\rho P(\rho)_{y}
$$

Differentiating the above equation with respect to $y$, we get

$$
\begin{equation*}
\rho_{t y y}+\gamma A \rho^{\gamma} \rho_{y y}=-\rho_{y y} \rho u_{y}-\rho_{y}\left(u_{t}+\left(\rho u_{y}\right)_{y}\right)-\rho u_{t y}-\gamma^{2} A \rho^{\gamma-1} \rho_{y}^{2} \tag{3.3}
\end{equation*}
$$

For the resulting equation by multiplying (3.3) by $\rho^{\beta} \rho_{y y}$, then integrating it over $[0,1] \times[0, t]$, we estimate each term on the right-hand side as follows.

First, (2.6) implies

$$
\begin{equation*}
\left|\int_{0}^{t} \int_{0}^{1} \rho^{\beta} \rho_{y y}^{2} \rho u_{y} d y d s\right| \leq C(T) \int_{0}^{t} \int_{0}^{1} \rho^{\beta} \rho_{y y}^{2} d y d s \tag{3.4}
\end{equation*}
$$

Next, it follows from (2.5) that

$$
\begin{align*}
& \left|\int_{0}^{t} \int_{0}^{1} \rho^{\beta} \rho_{y y} \rho_{y}\left(u_{t}+\left(\rho u_{y}\right)_{y}\right) d y d s\right| \\
& \leq \int_{0}^{t} \int_{0}^{1} \rho^{\beta} \rho_{y y}^{2}+\int_{0}^{t} \max _{[0,1]} \rho^{\beta} \rho_{y}^{2} \int_{0}^{1}\left(u_{t}^{2}+\left(\rho u_{y}\right)_{y}^{2}\right) d s \\
& \leq \int_{0}^{t} \int_{0}^{1} \rho^{\beta} \rho_{y y}^{2} d y d s+C(T) \int_{0}^{t} \max _{[0,1]} \rho^{\beta} \rho_{y}^{2} d s \tag{3.5}
\end{align*}
$$

and

$$
\begin{align*}
& \left|\int_{0}^{t} \int_{0}^{1} \rho^{\beta} \rho_{y y} \rho u_{t y} d y d s\right| \\
& \leq \int_{0}^{t} \int_{0}^{1} \rho^{\beta} \rho_{y y}^{2} d y d s+C \int_{0}^{t} \int_{0}^{1} \rho^{2+\beta} u_{t y}^{2} d y d s \\
& \leq \int_{0}^{t} \int_{0}^{1} \rho^{\beta} \rho_{y y}^{2} d y d s+C \tag{3.6}
\end{align*}
$$

due to the fact that $2+\beta \geq 4 q \geq 2$.
Finally, one has

$$
\begin{align*}
& \left|\int_{0}^{t} \int_{0}^{1} A \rho^{\gamma-1} \rho_{y}^{2} \rho^{\beta} \rho_{y y} d y d s\right| \\
& \leq \int_{0}^{t} \int_{0}^{1} \rho^{\beta} \rho_{y y}^{2} d y d s+\int_{0}^{t} \int_{0}^{1} \rho^{2 \gamma-2+\beta} \rho_{y}^{4} d y d s \tag{3.7}
\end{align*}
$$

Collecting estimates (3.4)-(3.7) yields

$$
\begin{align*}
& \int_{0}^{1} \rho^{\beta} \rho_{y y}^{2}(y, t) d y+\int_{0}^{t} \int_{0}^{1} \rho^{\beta+\gamma} \rho_{y y}^{2} d y d s \\
& \leq C(T) \int_{0}^{t} \int_{0}^{1} \rho^{\beta} \rho_{y y}^{2} d y d s+C \int_{0}^{t} \max _{[0,1]} \rho^{\beta} \rho_{y}^{2} d s+\int_{0}^{t} \int_{0}^{1} \rho^{2 \gamma-2+\beta} \rho_{y}^{4} d y d s \tag{3.8}
\end{align*}
$$

The last two terms in (3.8) can be estimated as follows. First,

$$
\begin{align*}
& \max _{[0,1]}\left|\rho^{\beta / 2} \rho_{y}\right| \leq \int_{0}^{1}\left|\rho^{\beta / 2} \rho_{y}\right| d y+\int_{0}^{1}\left|\left(\rho^{\beta / 2} \rho_{y}\right)_{y}\right| d y \\
& \leq\left(\int_{0}^{1} \rho^{\beta} \rho_{y}^{2} d y\right)^{1 / 2}+C \int_{0}^{1} \rho^{\frac{\beta}{2}-1} \rho_{y}^{2} d y+\int_{0}^{1}\left|\rho^{\beta / 2} \rho_{y y}\right| d y \tag{3.9}
\end{align*}
$$

Thus, if $\frac{\beta}{2}-1 \geq 2 q-2$, i.e., $\beta \geq 4 q-2$, then we get

$$
\begin{equation*}
\max _{[0,1]} \rho^{\beta} \rho_{y}^{2} \leq \int_{0}^{1} \rho^{\beta} \rho_{y y}^{2} d y+C(T) \tag{3.10}
\end{equation*}
$$

We now turn to the last term in (3.8). In view of (2.6),

$$
\begin{align*}
& \int_{0}^{t} \int_{0}^{1} \rho^{2 \gamma-2+\beta} \rho_{y}^{4} d y d s \\
& \leq \int_{0}^{t} \max _{[0,1]} \rho^{2 \gamma+\beta-2 q} \rho_{y}^{2} \int_{0}^{1} \rho^{2 q-2} \rho_{y}^{2} d y d s \\
& \leq C(T) \int_{0}^{t} \max _{[0,1]} \rho^{2 \gamma+\beta-2 q} \rho_{y}^{2} d s \tag{3.11}
\end{align*}
$$

Since $2 \gamma \geq 2 q$, (3.10) and (3.11) imply

$$
\begin{equation*}
\int_{0}^{t} \int_{0}^{1} \rho^{2 \gamma-2+\beta} \rho_{y}^{4} d y d s \leq C(T) \int_{0}^{t} \int_{0}^{1} \rho^{\beta} \rho_{y y}^{2} d y d s+C(T) \tag{3.12}
\end{equation*}
$$

It follows that

$$
\int_{0}^{1} \rho^{\beta} \rho_{y y}^{2}(y, t) d y \leq C(T) \int_{0}^{t} \int_{0}^{1} \rho^{\beta} \rho_{y y}^{2}(y, s) d y d s+C(T)
$$

This, together with Gronwall's inequality, leads to the desired estimates.
In the next lemma, we show that the assumption in Lemma 3.1 is true when the initial data satisfy some requirement in Eulerian coordinates.

Lemma 3.2. If $\beta \geq \max \{2 k+3+\alpha, 6 k+1\}$, then $\int_{0}^{1} \rho_{0}^{\beta} \rho_{0 y y}^{2}(y) d y \leq C$ provided (A1) holds and $\int_{a}^{b} \rho_{0}^{\alpha} \rho_{0 x x}^{2}(x) d x \leq C$.

Proof. It is easy to check the following relation between Eulerian coordinates and Lagrangian coordinates:

$$
\begin{equation*}
\rho_{y y}=\rho^{-2} \rho_{x x}-\rho^{-3} \rho_{x}^{2} \tag{3.13}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\int_{0}^{1} \rho_{0}^{\beta} \rho_{0 y y}^{2}(y) d y \leq C \int_{a}^{b}\left(\rho_{0}^{\beta-3} \rho_{0 x x}^{2}+\rho_{0}^{\beta-5} \rho_{0 x}^{4}\right)(x) d x \tag{3.14}
\end{equation*}
$$

On the other hand, (A2) implies

$$
\int_{a}^{b} \rho_{0}^{\beta-5} \rho_{0 x}^{4}(x) d x \leq \max _{[a, b]} \rho_{0}^{\beta-2 k-3} \rho_{0 x}^{2} \int_{a}^{b} \rho_{0}^{2 k-2} \rho_{0 x}^{2}(x) d x \leq C \max _{[a, b]} \rho_{0}^{\beta-2 k-3} \rho_{0 x}^{2}
$$

Using Sobolev's lemma and (A2), we obtain

$$
\begin{align*}
& \max _{[a, b]}\left|\rho_{0}^{\frac{\beta-2 k-3}{2}} \rho_{0 x}\right| \\
& \leq C \int_{a}^{b}\left\{\left|\rho_{0}^{\frac{\beta-2 k-3}{2}} \rho_{0 x}\right|+\rho_{0}^{\frac{\beta-2 k-5}{2}} \rho_{0 x}^{2}+\left|\rho_{0}^{\frac{\beta-2 k-3}{2}} \rho_{0 x x}\right|\right\} d x \\
& \leq C \int_{a}^{b}\left\{\left|\rho_{0}^{\beta-2 k-3} \rho_{0 x}^{2}\right|+\rho_{0}^{\frac{\beta-2 k-5}{2}} \rho_{0 x}^{2}+\rho_{0}^{\beta-2 k-3} \rho_{o x x}^{2} d x\right\} d x+C . \tag{3.16}
\end{align*}
$$

Lemma 3.2 follows from (3.14)-(3.16).
We claim that the desired $L^{2}$-estimate of $\rho^{\alpha_{1} / 2} \rho_{x x}$ in Eulerian coordinate can be bounded by the obtained estimate in Lagrangian coordinate by the following lemma.

Lemma 3.3. Let $(\rho, u)$ be the solution stated in Theorem 1.2 to the free boundary problem (1.4). Then we have, for $0 \leq t \leq T$,

$$
\begin{equation*}
\int_{a(t)}^{b(t)} \rho^{\alpha_{1}} \rho_{x x}^{2}(x, t) d x \leq C(T)\left(\int_{0}^{1} \rho^{\beta} \rho_{y y}^{2}(y, t) d y\right)^{2}+C(T) \tag{3.17}
\end{equation*}
$$

if $\alpha_{1} \geq \max \{\beta+2 k-3,6 k-2\}$.
Proof. It follows from (3.13) that

$$
\begin{align*}
& \int_{a(t)}^{b(t)} \rho^{\alpha_{1}} \rho_{x x}^{2}(x, t) d x \\
& =\int_{0}^{1} \rho^{-1+\alpha_{1}}\left(\rho \rho_{y}^{2}+\rho^{2} \rho_{y y}\right)^{2}(y, t) d y \\
& \leq C \int_{0}^{1}\left(\rho^{1+\alpha_{1}} \rho_{y}^{4}+\rho^{3+\alpha_{1}} \rho_{y y}^{2}\right)(y, t) d y \tag{3.18}
\end{align*}
$$

On the other hand, (2.6) implies

$$
\begin{equation*}
\int_{0}^{1} \rho^{1+\alpha_{1}} \rho_{y}^{4} d y \leq \max _{[0,1]} \rho^{3-2 q+\alpha_{1}} \rho_{y}^{2} \int_{0}^{1} \rho^{2 q-2} \rho_{y}^{2} d y \leq C(T) \max _{[0,1]} \rho^{3-2 q+\alpha_{1}} \rho_{y}^{2} \tag{3.19}
\end{equation*}
$$

where $q=k+1 / 2$.
Using Sobolev's lemma, (2.6), and the Cauchy inequality, we get

$$
\begin{align*}
& \max _{[0,1]}\left|\rho^{\frac{3-2 q+\alpha_{1}}{2}} \rho_{y}\right| \\
& \leq C \int_{0}^{1}\left\{\left|\rho^{\frac{3-2 q+\alpha_{1}}{2}} \rho_{y}\right|+\rho^{\frac{1-2 q+\alpha_{1}}{2}} \rho_{y}^{2}+\left|\rho^{\frac{3-2 q+\alpha_{1}}{2}} \rho_{y y}\right|\right\} d y \\
& \leq C \int_{0}^{1}\left(\rho^{4-2 q+\alpha_{1}} \rho_{y}^{2}+\rho^{4-2 q+\alpha_{1}} \rho_{y y}^{2}\right) d y \\
& +C \int_{0}^{1} \rho^{-1} d y+C \int_{0}^{1} \rho^{\frac{1-2 q+\alpha_{1}}{2}} \rho_{y}^{2} d y \tag{3.20}
\end{align*}
$$

Lemma 3.3 follows from (3.18)-(3.20).
We now complete the proof of Theorem 1.5. To prove part (1) in Theorem 1.5, we only need to show the Hölder continuities described there. In fact, $(1.1)_{2}$ is uniformly
parabolic with respect to $u$ in the region $\{(x, t), a(t)+\delta \leq x \leq b(t)-\delta, 0<t \leq T\}$ for any $\delta>0$ and $T>0$ because $\rho>0$ in that region. Thus, the standard parabolic theory (see [7] for instance) and the regularity of $\rho$ and $u$ which we have obtained imply the Hölder continuities indicated in part (1) of Theorem 1.5. Part (2) in Theorem 1.5 is the consequence of part (1), (1.11), and (1.13).
4. Uniqueness theorem. This section is devoted to the proof of Theorem 1.6. For this purpose, we prove the following Theorem 4.1 first. Theorem 1.6 follows from this theorem immediately.

THEOREM 4.1. Let $\left(\rho_{1}, u_{1}\right)(y, t)$ and $\left(\rho_{2}, u_{2}\right)(y, t)$ be two weak solutions to (2.1) and (2.2) in $[0,1] \times[0, T]$ with the properties corresponding to Definition 1.1. Then $\left(\rho_{1}, u_{1}\right)=\left(\rho_{2}, u_{2}\right)$ in $[0,1] \times[0, T]$.

It should be noted that Theorem 4.1 particularly implies the following theorem.
THEOREM 4.2. The whole sequence of the approximate solutions $\left\{\left(\rho_{h}, u_{h}\right)\right\}$ constructed in section 2 converges as $h \rightarrow 0$.

Proof of Theorem 4.1. Let $\left(\rho_{1}, u_{1}\right)$ and $\left(\rho_{2}, u_{2}\right)$ be the solutions stated in Theorem 4.1. We let

$$
\begin{equation*}
\varphi(y, t)=\left(\rho_{1}-\rho_{2}\right)(y, t), \psi(y, t)=\int_{0}^{y}\left(u_{1}-u_{2}\right)(z, t) d z \tag{4.1}
\end{equation*}
$$

for $0 \leq y \leq 1$ and $0 \leq t \leq T$.
In the following, we may assume that $\left(\rho_{1}, u_{1}\right)$ and $\left(\rho_{2}, u_{2}\right)$ are suitably smooth since the following estimates are valid for the solutions with the regularity indicated in Theorem 2.1 by using the Friedrichs mollifier. In view of part (3) in Theorem 2.1 and the boundary condition $(2.2)_{2}$, we have

$$
\begin{equation*}
\varphi(0, t)=\varphi(1, t)=0, \psi(0, t)=\psi(1, t)=0 \tag{4.2}
\end{equation*}
$$

for $0 \leq t \leq T$.
It follows from (2.1) and part (3) in Theorem 2.1 that

$$
\begin{align*}
& \left(\frac{\varphi}{\rho_{1} \rho_{2}}\right)_{t}+\psi_{y y}=0 \\
& \psi_{t}+\left(P\left(\rho_{1}\right)-P\left(\rho_{2}\right)\right)=\rho_{1} \psi_{y y}+\varphi u_{2 y} . \tag{4.3}
\end{align*}
$$

Multiplying $(4.3)_{1}$ by $\rho_{2}^{-1} \varphi$ and $(4.3)_{2}$ by $\rho_{1}^{-1} \psi$, and using the equations for $\left(\rho_{1}, u_{1}\right)$ and $\left(\rho_{2}, u_{2}\right)$, we get

$$
\begin{align*}
& \left(\frac{1}{2} \rho_{1}^{-1} \psi^{2}\right)_{t}+\psi_{y}^{2} \\
& =\rho_{1}^{-1} \psi \varphi u_{2 y}-\frac{1}{2} \psi^{2} u_{1 y}-\left(P\left(\rho_{1}\right)-P\left(\rho_{2}\right)\right) \rho_{1}^{-1} \psi  \tag{4.4}\\
& \left(\frac{1}{2} \rho_{1}^{-1} \rho_{2}^{-2} \varphi^{2}\right)_{t}+\frac{1}{2} \rho_{2}^{-2} \varphi^{2} u_{1 y}+\rho_{2}^{-1} \varphi \psi_{y y}=0 \tag{4.5}
\end{align*}
$$

We multiply $(4.3)_{2}$ by $\psi_{y y}$ to get

$$
\begin{equation*}
\left(\frac{1}{2} \psi_{y}\right)^{2}+\rho_{1} \psi_{y y}^{2}=\left(P\left(\rho_{1}\right)-P\left(\rho_{2}\right)\right) \psi_{y y}+\varphi u_{2 y} \psi_{y y}+\left(\psi_{t} \psi_{y}\right)_{y} \tag{4.6}
\end{equation*}
$$

Integrating (4.4)-(4.6) over $[0,1] \times[0, t]$, using the boundary condition (4.2), and noting the regularity near the boundary for $\left(\rho_{1}, u_{1}\right)$ and $\left(\rho_{2}, u_{2}\right)$, we get, by virtue of the Cauchy inequality and (2.4)-(2.7), that

$$
\begin{align*}
& \frac{d}{d t} \int_{0}^{1} \rho_{1}^{-1} \psi^{2} d y+\int_{0}^{1} \psi_{y}^{2}(y, t) d y \\
& \leq C\left[\int_{0}^{1} \rho_{1}^{-1} \psi^{2}(y, t) d y+\int_{0}^{1} \rho_{1}^{-1} \rho_{2}^{-2} \varphi^{2}\left(\rho_{2} u_{2 y}\right)^{2}(y, t) d y\right] \\
& +C\left[\int_{0}^{1} \rho_{1}^{-1} \psi^{2}\left|\rho_{1} u_{1 y}\right|(y, t) d y+\int_{0}^{1} \rho_{1}^{-1} \varphi^{2}(y, t) d y\right] \\
& \leq C(T)\left[\int_{0}^{1} \rho_{1}^{-1} \psi^{2}(y, t) d y+\int_{0}^{1} \rho_{1}^{-1} \rho_{2}^{-2} \varphi^{2}(y, t) d y\right] \tag{4.7}
\end{align*}
$$

$$
\frac{d}{d t} \int_{0}^{1} \rho_{1}^{-1} \rho_{2}^{-2} \varphi^{2}(y, t) d y
$$

$$
\leq C \int_{0}^{1} \rho_{1}^{-1} \rho_{2}^{-2} \varphi^{2}\left|\rho_{1} u_{1 y}\right|(y, t) d y+\frac{1}{4} \int_{0}^{1} \rho_{1} \psi_{y y}^{2}(y, t) d y+C \int_{0}^{1} \rho_{1}^{-1} \rho_{2}^{-2} \varphi^{2}(y, t) d y
$$

$$
\begin{equation*}
\leq C(T) \int_{0}^{1} \rho_{1}^{-1} \rho_{2}^{-2} \varphi^{2}(y, t) d y+\frac{1}{4} \int_{0}^{1} \rho_{1} \psi_{y y}^{2}(y, t) d y \tag{4.8}
\end{equation*}
$$

and

$$
\begin{align*}
& \frac{d}{d t} \int_{0}^{1} \frac{1}{2} \psi_{y}^{2} d y+\int_{0}^{1} \rho_{1} \psi_{y y}^{2}(y, t) d y \\
& \leq \frac{1}{4} \int_{0}^{1} \rho_{1} \psi_{y y}^{2}(y, t) d y+C \int_{0}^{1} \rho_{1}^{-1} \rho_{2}^{-2} \varphi^{2}(y, t) d y+C \int_{0}^{1} \rho_{1}^{-1} \rho_{2}^{-2} \varphi^{2}\left(\rho_{2} u_{2 y}\right)^{2}(y, t) d y \\
& \leq \frac{1}{4} \int_{0}^{1} \rho_{1} \psi_{y y}^{2}(y, t) d y+C(T) \int_{0}^{1} \rho_{1}^{-1} \rho_{2}^{-2} \varphi^{2}(y, t) d y \tag{4.9}
\end{align*}
$$

for $0 \leq t \leq T$. Therefore,

$$
\begin{align*}
& \frac{d}{d t} \int_{0}^{1}\left(\rho_{1}^{-1} \psi^{2}+\rho_{1}^{-1} \rho_{2}^{-2} \varphi^{2}+\psi_{y}^{2}\right)(y, t) d y \\
& +\int_{0}^{1}\left(\psi_{y}^{2}+\rho_{1} \psi_{y y}^{2}\right)(y, t) d y \\
& \leq C(T) \int_{0}^{1}\left(\rho_{1}^{-1} \psi^{2}+\rho_{1}^{-1} \rho_{2}^{-2} \varphi^{2}\right)(y, t) d y \tag{4.10}
\end{align*}
$$

for $0 \leq t \leq T$. Integrating (4.10) with respect to $t$, we get

$$
\begin{align*}
& \int_{0}^{1}\left(\rho_{1}^{-1} \psi^{2}+\rho_{1}^{-1} \rho_{2}^{-2} \varphi^{2}\right)(y, t) d y \\
& \leq C(T) \int_{0}^{t} \int_{0}^{1}\left(\rho_{1}^{-1} \psi^{2}+\rho_{1}^{-1} \rho_{2}^{-2} \varphi^{2}\right)(y, s) d y s \tag{4.11}
\end{align*}
$$

Theorem 4.1 follows from (4.11) by applying Gronwall's inequality.
Theorem 4.2 is an immediate consequence of Theorem 4.1.
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#### Abstract

We present an extension of the methods of classical Lie group analysis of differential equations to equations involving generalized functions (in particular: distributions). A suitable framework for such a generalization is provided by Colombeau's theory of algebras of generalized functions. We show that under some mild conditions on the differential equations, symmetries of classical solutions remain symmetries for generalized solutions. Moreover, we introduce a generalization of the infinitesimal methods of group analysis that allows us to compute symmetries of linear and nonlinear differential equations containing generalized function terms. Thereby, the group generators and group actions may be given by generalized functions themselves.
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1. Introduction. Symmetry properties of distributions and group invariant distributional solutions (in particular: fundamental solutions) to particular types of linear differential operators have been studied by Methée [22], Tengstrand [36], Szmydt and Ziemian [33], [34], [35], [38]. A systematic investigation of the transfer of classical group analysis of differential equations into a distributional setting is due to Berest and Ibragimov [2], [3], [4], [5], [18], again with a view to determining fundamental solutions of certain linear partial differential equations. A survey of the lastnamed studies including a comprehensive bibliography can be found in the third volume of [19]. As these approaches use methods from classical distribution theory, their range is confined to linear equations and linear transformations of the dependent variables.

Algebras of generalized functions offer the possibility of going beyond these limitations towards a generalization of group analysis to genuinely nonlinear problems involving singular terms, like distributions or discontinuous nonlinearities. In the present paper we develop a theory of group analysis of differential equations in algebras of generalized functions that allows a satisfactory treatment of such problems. This line of research has been initiated in [28] and has been taken up in [21]. Applications to different types of algebras of generalized functions can be found in [30] and [31].

The plan of the paper is as follows. Section 2 provides a short introduction to the theory of algebras of generalized functions in the sense of Colombeau. In section 3 we consider systems of partial differential equations together with a classical symmetry group $G$ that transforms smooth solutions into smooth solutions. Assuming polynomial bounds on the action of $G$, we can extend it to generalized functions belonging to Colombeau algebras and ask whether $G$ remains a symmetry group for generalized solutions. In section 3.1 we develop methods based on a factorization

[^57]property of the transformed system of equations. Essentially, polynomial bounds on the factors suffice to give a positive answer. In the scalar case we show this to be automatically satisfied whenever the equation contains at least one of the derivatives of the solution as an isolated term. While the conditions of section 3.1 concern some mild assumptions on the algebraic structure of the equations, section 3.2 develops a topological criterion, applicable to systems of linear equations: the existence of a $\mathcal{C}^{\infty}$-continuous homogeneous right inverse guarantees a positive answer as well. Along the way we give examples of nonlinear symmetry transformations of shock and delta wave solutions to linear and nonlinear systems.

The purpose of section 4 is to develop the general theory, allowing the equations and the group action (hence also its generators) to be given by generalized functions. Using the characterization of Colombeau generalized functions by their generalized pointvalues established in [27] as well as results on Colombeau solutions to ordinary differential equations (ODEs), we show that the classical procedure for computing symmetries can literally be transferred to the generalized function situation. The defining equations are derived as usual, but their solutions are sought in generalized functions. This enlarges the reservoir of possible symmetries of classical equations and allows the study of symmetries of equations with singular terms. An example is provided by a conservation law with nondifferentiable flux function.

The remainder of the introduction is devoted to fixing notations and recalling some basic definitions from group analysis of differential equations. We basically follow the notations and terminology of [29]. Thus for the action of a Lie group $G$ on some manifold $M$, assumed to be an open subset of some space $\mathcal{X} \times \mathcal{U}$ of independent and dependent variables (with $\operatorname{dim}(\mathcal{X})=p$ and $\operatorname{dim}(\mathcal{U})=q$ ), we write $g \cdot(x, u)=$ $\left(\Xi_{g}(x, u), \Phi_{g}(x, u)\right)$. Transformation groups are always supposed to act regularly on $M$. If $\Xi_{g}$ does not depend on $u$, the group action is called projectable. Elements of the Lie algebra $\mathfrak{g}$ of $G$ as well as the corresponding vector fields on $M$ will typically be denoted by $\mathbf{v}$ and the one-parameter subgroup generated by $\mathbf{v}$ by $\eta \rightarrow \exp (\eta \mathbf{v}) . M^{(n)}$ denotes the $n$-jet space of $M$; the $n$th prolongation of a group action $g$ or vector field $\mathbf{v}$ is written as $\mathrm{pr}^{(n)} g$ or $\mathrm{pr}^{(n)} \mathbf{v}$, respectively. Any system $S$ of $n$th order differential equations in $p$ dependent and $q$ independent variables can be written in the form

$$
\Delta_{\nu}\left(x, u^{(n)}\right)=0, \quad 1 \leq \nu \leq l
$$

where the map

$$
\begin{aligned}
\Delta: \mathcal{X} \times \mathcal{U}^{(n)} & \rightarrow \mathbb{R}^{l} \\
\left(x, u^{(n)}\right) \rightarrow\left(\Delta_{1}\left(x, u^{(n)}\right)\right. & \left.\ldots, \Delta_{l}\left(x, u^{(n)}\right)\right)
\end{aligned}
$$

is supposed to be smooth. Hence $S$ is identified with the subvariety

$$
S_{\Delta}=\left\{\left(x, u^{(n)}\right): \Delta\left(x, u^{(n)}\right)=0\right\}
$$

of $\mathcal{X} \times \mathcal{U}^{(n)}$. For any $f: \Omega \subseteq \mathcal{X} \rightarrow \mathcal{U}, \Gamma_{f}$ is the graph of $f$ and $\Gamma_{f}^{(n)}:=\left\{\left(x, \operatorname{pr}^{(n)} f(x)\right)\right.$ : $x \in \Omega\}$ is the graph of the $n$-jet of $f$.
2. Colombeau algebras. Already at a very early stage of development of the theory of distributions it became clear that it is impossible to embed the space $\mathcal{D}^{\prime}(\Omega)$ of distributions over some open subset $\Omega$ of $\mathbb{R}^{n}$ into an associative, commutative algebra $(\mathcal{A}(\Omega),+, \circ)$ satisfying
(i) $\mathcal{D}^{\prime}(\Omega)$ is linearly embedded into $\mathcal{A}(\Omega)$ and $f(x) \equiv 1$ is the unity in $\mathcal{A}(\Omega)$.
(ii) There exist derivation operators $\partial_{i}: \mathcal{A}(\Omega) \rightarrow \mathcal{A}(\Omega)(i=1, \ldots, n)$ that are linear and satisfy the Leibnitz rule.
(iii) $\left.\partial_{i}\right|_{\mathcal{D}^{\prime}(\Omega)}$ is the usual partial derivative $(i=1, \ldots, n)$.
(iv) $\left.\right|_{\mathcal{C}(\Omega) \times \mathcal{C}(\Omega)}$ coincides with the pointwise product of functions.

This is the well-known impossibility result of Schwartz [32]. Replacing $\mathcal{C}(\Omega)$ by $\mathcal{C}^{(k)}(\Omega)$ does not alter this result. On the other hand, many problems involving differentiation and nonlinearities in the presence of singular objects require a method of coping with this situation in a consistent manner (cf., e.g., [24], [26], [37]). By the above, the best possible result would consist in constructing an algebra $\mathcal{A}(\Omega)$ satisfying (i)-(iii) and
(iv') $\circ_{\mathcal{C}^{\infty}(\Omega) \times \mathcal{C}^{\infty}(\Omega)}$ coincides with the pointwise product of functions.
The actual construction of algebras enjoying these optimal properties is due to Colombeau [8], [9] (see also [1], [24]). The basic idea underlying his theory (in its simplestthe so-called special-form) is that of embedding the space of distributions into a factor algebra of $\mathcal{C}^{\infty}(\Omega)^{I}(I=(0,1])$ via regularization by convolution with a fixed "mollifier" $\rho \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ with $\int \rho(x) d x=1$. In order to motivate the definition below let $\rho_{\varepsilon}(x):=\varepsilon^{-n} \rho\left(\frac{x}{\varepsilon}\right)$ and let $u \in \mathcal{E}^{\prime}\left(\mathbb{R}^{n}\right)$ (the space of compactly supported distributions on $\left.\mathbb{R}^{n}\right)$. The sequence $\left(u * \rho_{\varepsilon}\right)_{\varepsilon \in I}$ converges to $u$ in $\mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$. Taking this sequence as a representative of $u$ we obtain an embedding of $\mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$ into the algebra $\mathcal{C}{ }^{\infty}(\mathbb{R})^{I}$. However, embedding $\mathcal{C}^{\infty}\left(\mathbb{R}^{n}\right) \subseteq \mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$ into this algebra via convolution as above will not yield a subalgebra since of course $\left(f * \rho_{\varepsilon}\right)\left(g * \rho_{\varepsilon}\right) \neq(f g) * \rho_{\varepsilon}$ in general. The idea, therefore, is to factor out an ideal $\mathcal{N}\left(\mathbb{R}^{n}\right)$ such that this difference vanishes in the resulting quotient. In order to construct $\mathcal{N}\left(\mathbb{R}^{n}\right)$ it is obviously sufficient to find an ideal containing all differences $\left(f * \rho_{\varepsilon}\right)_{\varepsilon \in I}-(f)_{\varepsilon \in I}$. Taylor expansion of $f * \rho_{\varepsilon}-f$ shows that this term will vanish faster than any power of $\varepsilon$ (uniformly on compact sets, in all derivatives), provided we additionally suppose that $\int \rho(x) x^{\alpha} d x=0 \forall \alpha \in \mathbb{N}_{0}^{n}$ with $|\alpha| \geq 1$. The set of all such sequences is not an ideal in $\mathcal{C}^{\infty}\left(\mathbb{R}^{n}\right)^{I}$, so we shall replace $\mathcal{C}^{\infty}\left(\mathbb{R}^{n}\right)^{I}$ by the set of moderate sequences $\mathcal{E}_{M}\left(\mathbb{R}^{n}\right)$ whose every derivative is bounded uniformly on compact sets by some inverse power of $\varepsilon$.

Thus we define the Colombeau algebra $\mathcal{G}(\Omega)$ as the quotient algebra $\mathcal{E}_{M}(\Omega) / \mathcal{N}(\Omega)$, where

$$
\begin{aligned}
\mathcal{E}_{M}(\Omega):= & \left\{\left(u_{\varepsilon}\right)_{\varepsilon \in I} \in \mathcal{C}^{\infty}(\Omega)^{I}: \forall K \subset \subset \Omega \forall \alpha \in \mathbb{N}_{o}^{n} \exists p \in \mathbb{N}\right. \text { with } \\
& \left.\sup _{x \in K}\left|\partial^{\alpha} u_{\varepsilon}(x)\right|=O\left(\varepsilon^{-p}\right) \text { as } \varepsilon \rightarrow 0\right\}, \\
\mathcal{N}(\Omega):= & \left\{\left(u_{\varepsilon}\right)_{\varepsilon \in I} \in \mathcal{C}^{\infty}(\Omega)^{I}: \forall K \subset \subset \Omega \forall \alpha \in \mathbb{N}_{o}^{n} \forall q \in \mathbb{N},\right. \\
& \left.\sup _{x \in K}\left|\partial^{\alpha} u_{\varepsilon}(x)\right|=O\left(\varepsilon^{q}\right) \text { as } \varepsilon \rightarrow 0\right\} .
\end{aligned}
$$

Equivalence classes of sequences $\left(u_{\varepsilon}\right)_{\varepsilon \in I}$ in $\mathcal{G}(\Omega)$ will be denoted by $\operatorname{cl}\left[\left(u_{\varepsilon}\right)_{\varepsilon \in I}\right] . \mathcal{G}(\Omega)$ is a differential algebra containing $\mathcal{E}^{\prime}(\Omega)$ as a linear subspace via the embedding $\iota: u \rightarrow \operatorname{cl}\left[\left(u * \rho_{\varepsilon}\right)_{\varepsilon \in I}\right]$ depending on a mollifier $\rho \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ as above. $\iota$ commutes with partial derivatives and coincides with $u \rightarrow \operatorname{cl}\left[(u)_{\varepsilon \in I}\right]$ on $\mathcal{D}(\Omega)$, thus rendering it a faithful subalgebra of $\mathcal{G}(\Omega)$. The functor $\Omega \rightarrow \mathcal{G}(\Omega)$ is a fine sheaf of differential algebras on $\mathbb{R}^{n}$ and there is a unique sheaf morphism $\hat{\iota}$ extending the above embedding to $\mathcal{C}^{\infty}(.) \hookrightarrow \mathcal{D}^{\prime}(.) \hookrightarrow \mathcal{G}(.) . \hat{\imath}$ commutes with partial derivatives, and its restriction to $\mathcal{C}^{\infty}$ is a sheaf morphism of algebras.

We shall also consider the algebra $\mathcal{G}_{\tau}(\Omega)=\mathcal{E}_{\tau}(\Omega) / \mathcal{N}_{\tau}(\Omega)$ of tempered generalized functions, where

$$
\mathcal{O}_{M}(\Omega)=\left\{f \in \mathcal{C}^{\infty}(\Omega): \forall \alpha \in \mathbb{N}_{o}^{n} \exists p>0 \sup _{x \in \Omega}(1+|x|)^{-p}\left|\partial^{\alpha} f(x)\right|<\infty\right\}
$$

$$
\begin{aligned}
& \mathcal{E}_{\tau}(\Omega)=\{ \left\{\left(u_{\varepsilon}\right)_{\varepsilon \in I} \in\left(\mathcal{O}_{M}(\Omega)\right)^{I}: \forall \alpha \in \mathbb{N}_{o}^{n} \exists p>0,\right. \\
&\left.\sup _{x \in \Omega}(1+|x|)^{-p}\left|\partial^{\alpha} u_{\varepsilon}(x)\right|=O\left(\varepsilon^{-p}\right)(\varepsilon \rightarrow 0)\right\}, \\
& \mathcal{N}_{\tau}(\Omega)=\left\{\left(u_{\varepsilon}\right)_{\varepsilon \in I} \in\left(\mathcal{O}_{M}(\Omega)\right)^{I}: \forall \alpha \in \mathbb{N}_{o}^{n} \exists p>0 \forall q>0,\right. \\
&\left.\sup _{x \in \Omega}(1+|x|)^{-p}\left|\partial^{\alpha} u_{\varepsilon}(x)\right|=O\left(\varepsilon^{q}\right)(\varepsilon \rightarrow 0)\right\} .
\end{aligned}
$$

The map $\iota$ defined above is a linear embedding of $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ into $\mathcal{G}_{\tau}\left(\mathbb{R}^{n}\right)$ commuting with partial derivatives and making

$$
\mathcal{O}_{C}\left(\mathbb{R}^{n}\right)=\left\{f \in \mathcal{C}^{\infty}\left(\mathbb{R}^{n}\right): \exists p>0 \forall \alpha \in \mathbb{N}_{o}^{n} \sup _{x \in \mathbb{R}^{n}}(1+|x|)^{-p}\left|\partial^{\alpha} f(x)\right|<\infty\right\}
$$

a faithful subalgebra. Elements of $\mathcal{O}_{M}(\Omega)$ are called slowly increasing. Componentwise insertion of elements of $\mathcal{G}$ into slowly increasing functions yields well-defined elements of $\mathcal{G}$. Thus, in $\mathcal{G}$ not only polynomial combinations of distributions (e.g., $\delta^{2}$ ) make sense but also expressions like $\sin (\delta)$ have a well-defined meaning. The importance of $\mathcal{G}_{\tau}(\Omega)$ for our purposes stems from the fact that elements of this algebra can even be composed with each other (again by componentwise insertion, cf. [16], [20]), a necessary prerequisite for generalizing symmetry methods; see section 4 . Especially in the theory of ODEs in the generalized function context it is often useful to consider the algebra $\widetilde{\mathcal{G}}_{\tau}\left(\Omega \times \Omega^{\prime}\right)$ whose elements satisfy $\mathcal{G}$-bounds in the $\Omega$-variables and $\mathcal{G}_{\tau^{-}}$ bounds in the $\Omega^{\prime}$-variables (cf. [16] or [20]). Elements of Colombeau algebras are usually denoted by capital letters with the understanding that $\left(u_{\varepsilon}\right)_{\varepsilon \in I}$ denotes an arbitrary representative of $U \in \mathcal{G}$.

Nonlinear operations with distributions in $\mathcal{G}(\Omega)$ depend not only on the distributions themselves but also on the regularization procedure used in the embedding process. Thus the difference of two representatives $\left(u_{\varepsilon}\right)_{\varepsilon \in I},\left(v_{\varepsilon}\right)_{\varepsilon \in I}$ of generalized functions $U$, resp. $V$, may have $\mathcal{D}^{\prime}$-limit 0 as $\varepsilon \rightarrow 0$ without $U$ and $V$ being equal in $\mathcal{G}(\Omega)$. Nevertheless $U$ and $V$ are to be considered "equal in the sense of distributions" or associated with each other $(U \approx V)$. Moreover, $U$ is called associated with some distribution $w$ if $u_{\varepsilon} \rightarrow w$ in $\mathcal{D}^{\prime}$. If such a $w$ exists (which need not be the case, cf. $\delta^{2}$ ), it is to be seen as the distributional "shadow" of $U$. For example, all powers of the Heaviside function are associated with each other without being equal in the algebra itself. Also, $x \delta=0$ in $\mathcal{D}^{\prime}(\mathbb{R})$, so $x \delta \approx 0$ in $\mathcal{G}(\mathbb{R})$, but $x \delta \neq 0$ in $\mathcal{G}(\mathbb{R})$. These examples illustrate a general principle: assigning nonlinear properties to elements of the vector space $\mathcal{D}^{\prime}(\Omega)$ amounts to introducing additional information which is reflected in a more rigid concept of equality within $\mathcal{G}(\Omega)$ compared to that in $\mathcal{D}^{\prime}(\Omega)$. This strict concept of equality allows for much more refined ways of infinitesimal modelling. On the $\mathcal{D}^{\prime}$-level (the level of association) this additional information is lost in the limit-process $\varepsilon \rightarrow 0$.

Generalized numbers (i.e., the ring of constants in case $\Omega$ is connected) in any of the above algebras will be denoted by $\mathcal{R}$. Componentwise insertion of points into representatives of generalized functions yields well defined elements of $\mathcal{R}$.

We note that there exist variants of Colombeau algebras that allow a canonical embedding of distributions (independent of a fixed mollifier as above). The basic idea for constructing these algebras is to replace the index set $I$ by the space of all possible mollifiers. Our choice of the special variants of Colombeau algebras is aimed at notational simplicity. However, all results presented in what follows carry over to the respective full variants of the algebras. Moreover, recently there have been introduced global versions of Colombeau algebras, defined intrinsically on manifolds
and displaying the analogues of (i)-(iv) (with $\partial_{i}$ replaced by Lie-derivatives with respect to smooth vector fields); see [14]. For applications of the theory to nonlinear partial differential equations (PDEs) see [24] and the literature cited therein; for applications to mathematical physics and numerics, cf. [6], [10], and [37].

## 3. Transfer of classical symmetry groups.

3.1. Factorization properties. The first question to be answered in trying to extend the applicability of classical group analysis to generalized solutions concerns permanence properties of classical symmetries: Let $G$ be the symmetry group of some system $S$ of PDEs and consider $S$ within the framework of $\mathcal{G}(\Omega)$. Under which conditions do elements of $G$ also transform generalized solutions into other generalized solutions? It is the aim of this and the following section to answer this question. To begin with, let us fix some terminology.

Definition 3.1. Let $G$ be a projectable local group of transformations acting on some open set $\mathcal{M} \subseteq \mathcal{X} \times \mathcal{U}$ according to $g \cdot(x, u)=\left(\Xi_{g}(x), \Phi_{g}(x, u)\right)$. $g$ is called slowly increasing if the map $u \rightarrow \Phi_{g}(x, u)$ is slowly increasing, uniformly for $x$ in compact sets. $g$ is strictly slowly increasing if $\Phi_{g} \in \mathcal{O}_{M}(\mathcal{M})$. If $\Omega \subseteq \mathcal{X}, U \in \mathcal{G}(\Omega)$ and $g$ is (strictly) slowly increasing, the action of $g$ on $U$ is defined as the element

$$
\begin{equation*}
g U:=\operatorname{cl}\left[\left(\left(\Phi_{g} \circ\left(i d \times u_{\varepsilon}\right)\right) \circ \Xi_{g}^{-1}\right)_{\varepsilon \in I}\right] \tag{3.1}
\end{equation*}
$$

of $\mathcal{G}\left(\Xi_{g}(\Omega)\right)$.
If $U$ is a smooth function, (3.1) reproduces the classical notion of group action on functions. Henceforth we make the tacit assumption that the differential equations under consideration are of a form that allows for an insertion of elements of Colombeau generalized functions (i.e., the function $\Delta$ representing the equations on the prolongation space is slowly increasing). Also, slowly increasing group actions are always understood to be projectable. Analogous to the classical setting we give the following definition.

Definition 3.2. Let $S$ be some system of differential equations with $p$ variables and $q$ unknown functions. A solution of $S$ in $\mathcal{G}$ is an element $U \in(\mathcal{G}(\Omega))^{q}$, with $\Omega \subseteq \mathcal{X}$ open, which solves the system with equality in $(\mathcal{G}(\Omega))^{l}$. A symmetry group of $S$ in $\mathcal{G}$ is a local transformation group acting on $\mathcal{X} \times \mathcal{U}$ such that if $U$ is a solution of the system in $\mathcal{G}, g \in G$ and $g \cdot U$ is defined, then also $g \cdot U$ is a solution of $S$ in $\mathcal{G}$.

Let us take a look at the transition problem from classical to generalized symmetry groups on the level of representatives. Thus, let $G$ be a slowly increasing symmetry group of some differential equation

$$
\begin{equation*}
\Delta\left(x, u^{(n)}\right)=0 \tag{3.2}
\end{equation*}
$$

This means that if $f$ is a classical solution, i.e., if $\Delta\left(x, \mathrm{pr}^{(n)} f(x)\right)=0 \forall x$ then also $\Delta\left(x, \operatorname{pr}^{(n)}(g \cdot f)(x)\right)=0$. Now let $U \in \mathcal{G}(\Omega)$ be a generalized solution to (3.2). Then for any representative $\left(u_{\varepsilon}\right)_{\varepsilon \in I}$ of $U$ there exists some $\left(n_{\varepsilon}\right)_{\varepsilon \in I} \in \mathcal{N}(\Omega)$ such that $\forall x$ and $\forall \varepsilon$ we have

$$
\begin{equation*}
\Delta\left(x, \operatorname{pr}^{(n)} u_{\varepsilon}(x)\right)=n_{\varepsilon}(x) \tag{3.3}
\end{equation*}
$$

In particular, the differential equation (3.2) need not be satisfied for even one single value of $\varepsilon$. This basic observation displays quite fundamental obstacles to a direct utilization of the classical symmetry group properties of $G$ in order to obtain statements on the status of $G$ in the Colombeau-setting. Therefore we have to derive properties
of symmetry groups that are better suited to allow a transfer to differential algebras. The starting point for our considerations is a slight modification of a well known factorization property of smooth maps (cf. [29, Proposition 2.10]) as follows.

Proposition 3.3. Let $F$ be a smooth mapping from some manifold $M$ to $\mathbb{R}^{k}$ $(k \leq n=\operatorname{dim}(M))$, let $f:\left(-\eta_{o}, \eta_{o}\right) \times M \rightarrow \mathbb{R}$ be smooth and suppose that $f(\eta,$. vanishes on the zero set $\mathcal{S}_{F}$ of $F$, identically in $\eta$. If $F$ is of maximal rank $(=k)$ on $\mathcal{S}_{F}$ then there exist smooth functions $Q_{1}, \ldots, Q_{k}:\left(-\eta_{o}, \eta_{o}\right) \times M \rightarrow \mathbb{R}$ such that

$$
f(\eta, m)=Q_{1}(\eta, m) F_{1}(m)+\cdots+Q_{k}(\eta, m) F_{k}(m)
$$

$\forall(\eta, m) \in\left(-\eta_{o}, \eta_{o}\right) \times M$.
We are mainly interested in the following application of Proposition 3.3.
Theorem 3.4. Let

$$
\begin{equation*}
\Delta_{\nu}\left(x, u^{(n)}\right)=0, \quad 1 \leq \nu \leq l \tag{3.4}
\end{equation*}
$$

be a nondegenerate system of PDEs. Let $G=\left\{g_{\eta}: \eta \in\left(-\eta_{o}, \eta_{o}\right)\right\}$ be a one parameter symmetry group of (3.4) and set $g_{\eta} \cdot(x, u)=\left(\Xi_{\eta}(x, u), \Phi_{\eta}(x, u)\right)$. Then there exist $\mathcal{C}^{\infty}$-functions $Q_{\mu \nu}:\left(-\eta_{o}, \eta_{o}\right) \times \mathcal{V} \rightarrow \mathbb{R}\left(1 \leq \mu, \nu \leq l, \mathcal{V}\right.$ an open subset of $\left.\mathcal{M}^{(n)}\right)$ such that if $u: \Omega \subseteq \mathbb{R}^{p} \rightarrow \mathbb{R}^{q}$ is smooth and $g_{\eta} u$ exists we have

$$
\begin{align*}
& \Delta_{\nu}\left(\Xi_{\eta}(x, u(x)), \mathrm{pr}^{(n)}\left(g_{\eta} u\right)\left(\Xi_{\eta}(x, u(x))\right)\right) \\
= & \sum_{\mu=1}^{l} Q_{\mu \nu}\left(\eta, x, \mathrm{pr}^{(n)} u(x)\right) \Delta_{\mu}\left(x, \operatorname{pr}^{(n)} u(x)\right) \tag{3.5}
\end{align*}
$$

on the domain of $g_{\eta} u$ for $1 \leq \nu \leq l$.
Proof. Denote by $z$ the coordinates on $\mathcal{M}^{(n)}$. That $g_{\eta}$ is an element of the symmetry group of the system is equivalent with

$$
\Delta(z)=0 \Rightarrow \Delta_{\nu}\left(\operatorname{pr}^{(n)} g_{\eta}(z)\right)=0 \quad(1 \leq \nu \leq l)
$$

$\forall \eta$ and $z$ such that this is defined. $\Delta$ is of maximal rank because (3.4) is nondegenerate. Hence, by Proposition 3.3 there exist $\mathcal{C}^{\infty}$-functions $Q_{\mu \nu}:\left(-\eta_{o}, \eta_{o}\right) \times \mathcal{V} \rightarrow \mathbb{R}(1 \leq \mu \leq$ $l, \mathcal{V}$ an open subset of $\left.\mathcal{M}^{(n)}\right)$ such that

$$
\begin{equation*}
\Delta_{\nu}\left(\operatorname{pr}^{(n)} g_{\eta}(z)\right)=\sum_{\mu=1}^{l} Q_{\mu \nu}(\eta, z) \Delta_{\mu}(z) \tag{3.6}
\end{equation*}
$$

Now for a smooth function $u: \Omega \subseteq \mathbb{R}^{p} \rightarrow \mathbb{R}^{q}$ as in our assumption and $x \in \Omega$ we set

$$
\begin{equation*}
z_{u}(x):=\left(x, \operatorname{pr}^{(n)} u(x)\right) \in \mathcal{M}^{(n)} \tag{3.7}
\end{equation*}
$$

Then by definition $\operatorname{pr}^{(n)} g_{\eta}\left(z_{u}(x)\right)=\left(\Xi_{\eta}(x, u(x)), \operatorname{pr}^{(n)}\left(g_{\eta} u\right)\left(\Xi_{\eta}(x, u(x))\right)\right)$, so the result follows.

For a single $\operatorname{PDE} \Delta\left(x, \mathrm{pr}^{(n)} u\right)=0,(3.5)$ takes the simpler form

$$
\begin{equation*}
\Delta\left(\Xi_{\eta}(x, u(x)), \operatorname{pr}^{(n)}\left(g_{\eta} u\right)\left(\Xi_{\eta}(x, u(x))\right)\right)=Q\left(\eta, x, \operatorname{pr}^{(n)} u(x)\right) \Delta\left(x, \operatorname{pr}^{(n)} u(x)\right) \tag{3.8}
\end{equation*}
$$

Theorem 3.4 will be one of our main tools in transferring classical symmetry groups of (systems of) PDEs into the setting of algebras of generalized functions.

Proposition 3.5. Let $\eta \rightarrow g_{\eta}$ be a slowly increasing one parameter symmetry group of (3.4). If $P_{\mu \nu}:=\left(Q_{\mu \nu}\left(\eta, \Xi_{-\eta}(.), \operatorname{pr}^{(n)} u_{\varepsilon}\left(\Xi_{-\eta}(.)\right)\right)\right)_{\varepsilon \in I}$ belongs to $\mathcal{E}_{M}(\Omega)$ for $1 \leq \mu, \nu \leq l$ and every $\left(u_{\varepsilon}\right)_{\varepsilon \in I} \in \mathcal{E}_{M}(\Omega)$, then $\eta \rightarrow g_{\eta}$ is a symmetry group of (3.4) in $\mathcal{G}$ as well. This condition is satisfied if

$$
\left(x, u^{(n)}\right) \rightarrow Q_{\mu \nu}\left(\eta, x, u^{(n)}\right)
$$

is slowly increasing in the $u^{(n)}$-variables, uniformly in $x$ on compact sets for $1 \leq$ $\mu, \nu \leq l$ and every $\eta$.

Proof. It suffices to observe that (3.5) gives

$$
\begin{aligned}
& \Delta_{\nu}\left(x, \operatorname{pr}^{(n)}\left(g_{\eta} u\right)(x)\right) \\
& =\sum_{\mu=1}^{l} Q_{\mu \nu}\left(\eta, \Xi_{-\eta}(x), \operatorname{pr}^{(n)} u\left(\Xi_{-\eta}(x)\right)\right) \Delta_{\mu}\left(\Xi_{-\eta}(x), \operatorname{pr}^{(n)} u\left(\Xi_{-\eta}(x)\right)\right) .
\end{aligned}
$$

For any solution $U \in \mathcal{G}(\Omega)$ with representative $u=\left(u_{\varepsilon}\right)_{\varepsilon \in I}$, this expression is in $\mathcal{N}(\Omega)$ since $P_{\mu \nu} \in \mathcal{E}_{M}(\Omega)$ for each $\mu, \nu$, and every $\Delta_{\mu}\left(\Xi_{-\eta}(),. \mathrm{pr}^{(n)} u\left(\Xi_{-\eta}().\right)\right)$ is in $\mathcal{N}(\Omega)$ because $U$ is a solution and $\Xi_{-\eta}$ is a diffeomorphism.

Example 3.6. The system

$$
\begin{gather*}
U_{t}+U U_{x}=0, \\
V_{t}+U V_{x}=0,  \tag{3.9}\\
\left.U\right|_{\{t=0\}}=U_{o},\left.\quad V\right|_{\{t=0\}}=V_{o},
\end{gather*}
$$

may serve as a simplified model for a one-dimensional, elastic material of high density in a nearly plastic state. It was analyzed in [25], where solutions $U, V \in \mathcal{G}_{s, g}(\mathbb{R} \times$ $[0, \infty)$ ), $U_{o}, V_{o} \in \mathcal{G}_{s, g}(\mathbb{R})$ were constructed and studied ( $\mathcal{G}_{s, g}$ is a variant of the Colombeau algebra with global instead of local bounds). In the following we present some applications of the above results to this system (for a more detailed study, see [21]). For $U_{o}^{\prime} \geq 0(3.9)$ has a unique solution $(U, V)$ in $\mathcal{G}_{s, g}(\mathbb{R} \times[0, \infty))$ with $\partial_{x} U \geq 0$. We consider solutions in $\mathcal{G}_{s, g}(\mathbb{R} \times[0, \infty))$ with initial data $U_{o}(x)=u_{L}+\left(u_{R}-u_{L}\right) H(x)$ and $V_{o}(x)=v_{L}+\left(v_{R}-v_{L}\right) H(x)$, where $H$ is a generalized Heaviside function with $H^{\prime} \geq 0$, i.e., $H$ is a member of $\mathcal{G}_{s, g}(\mathbb{R})$ with a representative $\left(h_{\varepsilon}\right)_{\varepsilon \in I}$ coinciding with the classical Heaviside function $Y$ off the interval $[-\varepsilon, \varepsilon]$. For $u_{L}<u_{R}$ the solution $(U, V)$ is associated with the rarefaction wave

$$
\begin{gather*}
u(x, t)= \begin{cases}u_{L}, & x \leq u_{L} t, \\
\frac{x}{t}, & u_{L} t \leq x \leq u_{R} t, \\
u_{R}, & u_{R} t \leq x,\end{cases}  \tag{3.10}\\
v(x, t)=\left\{\begin{array}{cl}
v_{L} \\
\left(\frac{v_{R}-v_{L}}{u_{R}-u_{\mathrm{L}}}\right) \frac{x}{t}+\left(\frac{v_{\mathrm{L}} u_{R}-v_{R} u_{L}}{u_{R}-u_{\mathrm{L}}}\right), & x \leq u_{L} t, \\
v_{R}, & u_{L} t \leq x \leq u_{R} t,
\end{array}\right. \tag{3.11}
\end{gather*}
$$

However, choosing different generalized Heaviside functions for modelling the initial data $U_{o}$, respectively $V_{o}$, we may obtain a superposition of the rarefaction wave (3.10) in $u$ with a shock wave

$$
\begin{equation*}
v(x, t)=v_{L}+\left(v_{R}-v_{L}\right) Y(x-c t) \tag{3.12}
\end{equation*}
$$

with arbitrary shock speed $c, u_{L} \leq c \leq u_{R}$. We are going to construct a one parameter symmetry $\eta \rightarrow g_{\eta}$ of (3.9) which transforms any of the solutions (3.11), (3.12) into a shock wave solution as $\eta \rightarrow \pm \infty$. For this we employ the two-dimensional Lorentztransformation $(\eta,(x, t)) \rightarrow(x \cosh (\eta)-t \sinh (\eta),-x \sinh (\eta)+t \cosh (\eta))$ with infinitesimal generator $X_{o}=-t \partial_{x}-x \partial_{t}$. Then $X:=X_{o}+\left(u^{2}-1\right) \partial_{u}$ generates a projectable one-parameter symmetry group of (3.9). Assuming that $-1<u_{\mathrm{L}}<u_{\mathrm{R}}<1$, we can extend the solution $(U, V)$ to the region $\Omega=\mathbb{R}^{2} \backslash\left\{(x, t): t \leq 0, u_{\mathrm{R}} t \leq x \leq u_{\mathrm{L}} t\right\}$ by the method of characteristics applied to representatives. Then the Lorentz-transformed solutions

$$
\begin{align*}
\tilde{u}_{\varepsilon}(x, t)= & -\tanh \left(\eta-\operatorname{Artanh}\left(u_{\varepsilon}(x \cosh (\eta)+t \sinh (\eta)\right.\right. \\
& x \sinh (\eta)+t \cosh (\eta))))  \tag{3.13}\\
\tilde{v}_{\varepsilon}(x, t)= & v_{\varepsilon}(x \cosh (\eta)+t \sinh (\eta), x \sinh (\eta)+t \cosh (\eta)) \tag{3.14}
\end{align*}
$$

(with Artanh the inverse of tanh) are well defined at least on $\mathbb{R} \times(0, \infty)$. The factorization property (3.5) in this case reads

$$
\begin{align*}
& \left(\partial_{t} \tilde{u}_{\varepsilon}+\tilde{u}_{\varepsilon} \partial_{x} \tilde{u}_{\varepsilon}\right)(x, t)  \tag{3.15}\\
& =\left(\left(\partial_{t} u_{\varepsilon}+u_{\varepsilon} \partial_{x} u_{\varepsilon}\right) /\left(\cosh ^{3}\left(\operatorname{Artanh}\left(u_{\varepsilon}-\eta\right)\right) \cosh \left(\operatorname{Artanh}\left(u_{\varepsilon}\right)\right)\right)\right)\left(\Xi_{\eta}^{-1}(x, t)\right)
\end{align*}
$$

and similarly for the second line in (3.9), demonstrating that $(\widetilde{U}, \widetilde{V})$ is again a solution. For each $\eta, \widetilde{U}$ is associated with a piecewise smooth function which converges to $\mp 1$ as $\eta \rightarrow \pm \infty$. Observing that the coordinate transformations in (3.13), (3.14) approach boosts in the directions $(\mp 1,1)$ as $\eta \rightarrow \pm \infty$, we see that the functions associated with $\widetilde{V}$ converge to the shock wave $v_{L}+\left(v_{R}-v_{L}\right) Y(x \pm t)$ as $\eta \rightarrow \pm \infty$, for whatever solution $V$ given in (3.11) or (3.12).

Although Proposition 3.5 provides a manageable algorithm to determine if classical symmetry groups carry over to generalized solutions it would certainly be preferable to have criteria at hand that allows us to judge directly from the given PDE if the factors $P_{\mu \nu}$ behave nicely (given slowly increasing group actions). The first step in this direction is gaining control over the behavior of the map $z \rightarrow \operatorname{pr}^{(n)} g_{\eta}(z)$, defined on $\mathcal{M}^{(n)}$.

Proposition 3.7. If $\eta \rightarrow g_{\eta}$ is a (strictly) slowly increasing group action on $\mathcal{M}$ then $z \rightarrow \mathrm{pr}^{(n)} g_{\eta}(z)$ is (strictly) slowly increasing as well.

Proof. Let $N:=\operatorname{dim}\left(\mathcal{M}^{(n)}\right)$. For $z=\left(z_{1}, \ldots, z_{p}, z_{p+1}, \ldots, z_{q}, \ldots, z_{N}\right) \in \mathcal{M}^{(n)}$ we choose some smooth function $h: \mathcal{X} \rightarrow \mathcal{U}$ satisfying $z=z_{h}\left(z_{1}, \ldots, z_{p}\right)$, with $z_{h}(x)$ as in (3.7). Then we set $x:=\left(z_{1}, \ldots, z_{p}\right), u=\left(z_{p+1}, \ldots, z_{q}\right), \widetilde{x}=\Xi_{\eta}(x)$ and $\widetilde{u}=\Phi_{\eta}(x, u)$. By the definition of prolonged group actions we have to find estimates for every

$$
\begin{equation*}
A_{s}:=\left(\left(\Phi_{\eta} \circ(i d \times h)\right) \circ \Xi_{-\eta}\right)^{(s)}(\widetilde{x}) \tag{3.16}
\end{equation*}
$$

(where $(s)$ denotes the derivative of order $s$ ) in terms of $z$. The above formula contains the components of $\mathrm{pr}^{(n)} g(z)$ of order $s(s \leq n)$. Note that the particular choice of $h$ has no influence on (3.16), i.e., $A_{s}$ depends exclusively on $z$. To compute $A_{s}$ explicitly we use the formula for higher order derivatives of composite functions (see [11]). Denoting by $\Upsilon_{m}$ the group of permutations of $\{1, \ldots, m\}$ we have

$$
\begin{equation*}
A_{s}\left(r_{1}, \ldots, r_{s}\right)=\sum_{i=1}^{s} \sum_{\substack{k \in \mathbb{N}^{i} \\|k|=s}} \sum_{\sigma \in \Upsilon_{s}} \frac{1}{i!k!}\left(\Phi_{\eta} \circ(i d \times h)\right)^{(i)}((\widetilde{x}))\left(t_{1}, \ldots, t_{i}\right), \tag{3.17}
\end{equation*}
$$

where

$$
t_{1}=\Xi_{-\eta}^{\left(k_{1}\right)}(\widetilde{x})\left(r_{\sigma(1)}, \ldots, r_{\sigma\left(k_{1}\right)}\right), \ldots, t_{i}=\Xi_{-\eta}^{\left(k_{i}\right)}(\widetilde{x})\left(r_{\sigma\left(s-k_{i}+1\right)}, \ldots, r_{\sigma(s)}\right)
$$

and

$$
\begin{equation*}
\left(\left(\left(\Phi_{\eta} \circ(i d \times h)\right)\right)^{(i)}(x)\left(t_{1}, \ldots, t_{i}\right)=\sum_{j=1}^{i} \sum_{\substack{u \in \mathbb{N} j \\|l|=i}} \sum_{\tau \in \Upsilon_{i}} \frac{1}{j!!!} \Phi_{\eta}^{(j)}(x, u)\left(s_{1}, \ldots, s_{j}\right),\right. \tag{3.18}
\end{equation*}
$$

where

$$
s_{1}=(i d \times h)^{\left(l_{1}\right)}(x)\left(t_{\tau(1)}, \ldots, t_{\tau\left(l_{1}\right)}\right), \ldots, s_{j}=(i d \times h)^{\left(l_{j}\right)}(x)\left(t_{\tau\left(i-l_{j}+1\right)}, \ldots, t_{\tau(i)}\right) .
$$

Each $s_{m}$ consists of sums of products of certain $t_{\tau(k)}$ with certain $z_{l}$ and an analogous assertion holds for the $\Phi_{\eta}^{(j)}(x, u)\left(s_{1}, \ldots, s_{j}\right)$. Hence from (3.17) and (3.18) the result follows.

Returning to our original task of finding a priori estimates for the factors $P_{\mu \nu}$, even with the aid of Proposition 3.7 we still need some information about the explicit form of the $Q_{\mu \nu}$ to go on. In general this seems quite difficult to achieve. However, there is a large and important class of PDEs that allow a priori statements on the concrete form of the factorization. Namely, we are going to show that each scalar PDE in which at least $u$ or one of its derivatives appears as a single term with constant coefficient belongs to this class.

Consider a scalar PDE $\Delta\left(x, u^{(n)}\right)=0$ together with a symmetry group $\eta \rightarrow g_{\eta}$. Then we have

$$
\Delta(z)=0 \quad \Rightarrow \quad \Delta\left(\operatorname{pr}^{(n)} g_{\eta}(z)\right)=0
$$

Set $F(z):=\Delta(z), f(z):=\Delta\left(\operatorname{pr}^{(n)} g_{\eta}(z)\right)$ and $N=\operatorname{dim}\left(\mathcal{M}^{(n)}\right)$. Suppose that in a neighborhood of some $\bar{z}$ with $F(\bar{z})=0$ we have $\frac{\partial F}{\partial z_{k}}>0$ for some $1 \leq k \leq N$. Then by the implicit function theorem, locally there exists a smooth function $\psi: \mathbb{R}^{N-1} \rightarrow \mathbb{R}$ such that in a suitable neighborhood of $\bar{z}$ we have

$$
F(z)=0 \quad \Leftrightarrow \quad z_{k}=\psi\left(z^{\prime}\right),
$$

where $z^{\prime}=\left(z_{1}, \ldots, \hat{z_{k}}, \ldots, z_{N}\right)$ (meaning that the component $z_{k}$ is missing from $z^{\prime}$ ). It follows that

$$
F(z)=\left(z_{k}-\psi\left(z^{\prime}\right)\right) \int_{0}^{1} \frac{\partial F}{\partial z_{k}}\left(z_{1}, \ldots, z_{k-1}, \tau z_{k}+(1-\tau) \psi\left(z^{\prime}\right), \ldots, z_{N}\right) d \tau,
$$

and on the other hand

$$
f(z)=\left(z_{k}-\psi\left(z^{\prime}\right)\right) \int_{0}^{1} \frac{\partial f}{\partial z_{k}}\left(z_{1}, \ldots, z_{k-1}, \tau z_{k}+(1-\tau) \psi\left(z^{\prime}\right), \ldots, z_{N}\right) d \tau
$$

Thus in the said neighborhood we have

$$
\begin{equation*}
f(z)=F(z) \frac{\int_{0}^{1} \frac{\partial f}{\partial z_{k}}\left(z_{1}, \ldots, z_{k-1}, \tau z_{k}+(1-\tau) \psi\left(z^{\prime}\right), \ldots, z_{N}\right) d \tau}{\int_{0}^{1} \frac{\partial F}{\partial z_{k}}\left(z_{1}, \ldots, z_{k-1}, \tau z_{k}+(1-\tau) \psi\left(z^{\prime}\right), \ldots, z_{N}\right) d \tau} \tag{3.19}
\end{equation*}
$$

provided the denominator of this expression is $\neq 0$. In particular, if for some constant $c \neq 0$ we have $\frac{\partial F}{\partial z_{k}} \equiv c$ in a neighborhood of $\bar{z}$ then (3.19) simplifies to

$$
\begin{equation*}
f(z)=\frac{1}{c} F(z) \int_{0}^{1} \frac{\partial f}{\partial z_{k}}\left(z_{1}, \ldots, z_{k-1}, \tau z_{k}+(1-\tau) \psi\left(z^{\prime}\right), \ldots, z_{N}\right) d \tau \tag{3.20}
\end{equation*}
$$

After these preparations we can state the following theorem.
THEOREM 3.8. Let $\eta \rightarrow g_{\eta}$ be a slowly increasing symmetry group of the equation $\Delta\left(x, u^{(n)}\right)=0$. Set $N=\operatorname{dim}\left(\mathcal{M}^{(n)}\right)$ and suppose that $\frac{\partial \Delta}{\partial z_{k}} \equiv c \neq 0$ for some $p+1 \leq$ $k \leq N$. Then $\eta \rightarrow g_{\eta}$ is a symmetry group of $\Delta\left(x, u^{(n)}\right)=0$ in $\mathcal{G}$.

Proof. Without loss of generality we may assume $c=1$. Using the above notations we have $F(z)=z_{k}-\psi\left(z^{\prime}\right)$, so (3.20) implies
$f(z)=F(z) \int_{0}^{1} \frac{\partial f}{\partial z_{k}}\left(z_{1}, \ldots, z_{k-1}, \tau z_{k}+(1-\tau)\left(z_{k}-F(z)\right), \ldots, z_{N}\right) d \tau=: F(z) Q(\eta, z)$.
From Proposition 3.7 we know that $z \rightarrow f(z)$ is slowly increasing in the $u^{(n)}$-variables (i.e., in those $z_{i}$ with $i>p$ ), uniformly in $x=\left(z_{1}, \ldots, z_{p}\right)$ on compact sets. Since $F$ is slowly increasing we infer that $Q\left(\eta, z_{u}(x)\right) \in \mathcal{E}_{M}(\Omega)$ for any $u \in \mathcal{E}_{M}(\Omega)$ (with $z_{u}$ as in (3.7)). Finally,

$$
\Delta\left(x, \operatorname{pr}^{(n)}\left(g_{\eta} u\right)(x)\right)=\Delta\left(\Xi_{-\eta}(x), \operatorname{pr}^{(n)} u\left(\Xi_{-\eta}(x)\right)\right) Q\left(\eta, \Xi_{-\eta}(x), \operatorname{pr}^{(n)} u\left(\Xi_{-\eta}(x)\right)\right)
$$

Since $\Xi_{-\eta}$ is a diffeomorphism, it follows that if $U=\operatorname{cl}[u]$ solves the equation, so does $g_{\eta} U$.

As the proof shows, we can drop the assumption $p+1 \leq k$ if we require the group action to be strictly slowly increasing. It is clear that many PDEs satisfy the requirements of Theorem 3.8. For example, in the Hopf equation $\Delta\left(x, t, u, u_{x}, u_{t}\right)=$ $u_{t}+u u_{x}$ or $\Delta\left(z_{1}, \ldots, z_{5}\right)=z_{5}+z_{3} z_{4}$ one can take $k=5$. Note, however, that not every symmetry group of this equation is automatically slowly increasing. Theorem 3.8 constitutes a useful tool for transferring classical symmetry groups to Colombeau algebras.

Example 3.9. We consider the initial value problem for the nonlinear transport equation

$$
\begin{align*}
& U_{t}+\lambda \cdot \nabla_{x} U=f(U) \\
& \left.U\right|_{\{t=0\}}=U_{o} \tag{3.21}
\end{align*}
$$

with $t \in \mathbb{R}, x, \lambda \in \mathbb{R}^{n}$. It has unique solutions in $\mathcal{G}\left(\mathbb{R}^{n+1}\right)$, given $U_{o} \in \mathcal{G}\left(\mathbb{R}^{n}\right)$, provided $f \in \mathcal{O}_{M}$ is globally Lipschitz (see [24]). If in addition $f$ is bounded and the initial data are distributions with discrete support, say $U_{0}(x)=\sum_{i, j} a_{i j} \delta^{(i)}\left(x-\xi_{j}\right)$ with $\xi_{j} \in \mathbb{R}^{n}, i \in \mathbb{N}_{0}^{n}$, then the generalized solution is associated with the delta wave $v+w$ where

$$
\begin{equation*}
v(x, t)=\sum_{i, j} a_{i j} \delta^{(i)}\left(x-\lambda t-\xi_{j}\right) \tag{3.22}
\end{equation*}
$$

and $w$ is the smooth solution to $w_{t}+\lambda \cdot \nabla_{x} w=f(w), w(0)=0$.
The vector field $X=c f(u) \partial_{u}$ generates an infinitesimal symmetry of (3.21) for arbitrary $c \in \mathbb{R}$. With $F(u):=\int d u / f(u)$, the corresponding Lie point transformation is

$$
\begin{equation*}
(x, t, u) \rightarrow(\widetilde{x}, \tilde{t}, \widetilde{u})=\left(x, t, F^{-1}(c \eta+F(u))\right) \tag{3.23}
\end{equation*}
$$

This provides a well-defined nonlinear transformation of the generalized solution $U \in$ $\mathcal{G}\left(\mathbb{R}^{n+1}\right)$, provided that the right hand side in (3.23) is slowly increasing.

In the example

$$
\begin{equation*}
U_{t}+\lambda \cdot \nabla_{x} U=\tanh (U) \tag{3.24}
\end{equation*}
$$

the generalized solution is associated with $v(x, t)$ and $w$ vanishes identically. Applying (3.23) we obtain (due to Theorem 3.8) the new generalized solution

$$
\begin{equation*}
\widetilde{U}(x, t)=\operatorname{Arsinh}\left(e^{c \eta} \sinh (U(x, t))\right) \tag{3.25}
\end{equation*}
$$

(with Arsinh the inverse of sinh). We are going to show that $\widetilde{U}$ is still associated with the delta wave $v$ in (3.22). To simplify the argument we assume $n=1, \lambda=0$ and $U_{0}(x)=\delta^{(i)}(x)$. Representatives of $U$, resp. $\widetilde{U}$, are $u_{\varepsilon}(x, t)=\operatorname{Arsinh}\left(e^{t} \sinh \left(\rho_{\varepsilon}^{(i)}(x)\right)\right)$ and $\widetilde{u}_{\varepsilon}(x, t)=\operatorname{Arsinh}\left(e^{c \eta+t} \sinh \left(\rho_{\varepsilon}^{(i)}(x)\right)\right)$. For $\psi \in \mathcal{D}\left(\mathbb{R}^{2}\right)$ we have

$$
\begin{gathered}
I_{\varepsilon}^{i}:=\iint \widetilde{u}_{\varepsilon}(x, t) \psi(x, t) d x d t \\
=\iiint_{0}^{1} \theta\left(e^{c \eta+t}, \sigma \varepsilon^{-i-1} \rho^{(i)}(x)\right) d \sigma \varepsilon^{-i} \rho^{(i)}(x) \psi(\varepsilon x, t) d x d t
\end{gathered}
$$

where $\theta(\alpha, y):=\frac{d}{d y} \operatorname{Arsinh}(\alpha \sinh (y))$ for $\alpha>0, y \in \mathbb{R}$. Since $\theta$ is bounded by $\max (1, \alpha)$ and $\lim _{|y| \rightarrow \infty} \theta(\alpha, y)=1$ it follows that $I_{\varepsilon}^{0} \rightarrow \int \psi(0, t) d t$, so $\widetilde{U}$ is associated with the delta function on the $t$-axis, as desired. For $i \geq 1$ we write

$$
\begin{gathered}
I_{\varepsilon}^{i}=\iiint_{0}^{1}\left(\theta\left(e^{c \eta+t}, \sigma \varepsilon^{-i-1} \rho^{(i)}(x)\right)-1\right) d \sigma \varepsilon^{-i} \rho^{(i)}(x) \psi(\varepsilon x, t) d x d t \\
+(-1)^{i} \iint \rho(x) \partial_{x}^{i} \psi(\varepsilon x, t) d x d t
\end{gathered}
$$

Here the second term converges to $(-1)^{i} \int \partial_{x}^{i} \psi(0, t)$ and the first term goes to zero since $\int_{0}^{1}|\theta(\alpha, \sigma y)-1| d \sigma \leq \frac{2\left|\alpha^{2}-1\right|}{\alpha|y|}\left(1-e^{-|y|}\right)$ for $y \neq 0$. This proves the claim for $\rho \in \mathcal{D}(\mathbb{R})$. For $\rho \in \mathcal{S}(\mathbb{R})$ splitting the $x$-integral into one from $-\frac{1}{\sqrt{\varepsilon}}$ to $\frac{1}{\sqrt{\varepsilon}}$ and one over $|x| \geq \frac{1}{\sqrt{\varepsilon}}$ gives the same result.
3.2. Continuity properties. In this section we work out a different strategy for transferring classical point symmetries into the $\mathcal{G}$-setting. This approach, suggested in [28], consists in a more topological way of looking at the transfer problem by using continuity properties of differential operators. As we have pointed out in the discussion following (3.3), the main obstacle against directly applying classical symmetry groups componentwise to representatives of generalized solutions is that the differential equations need not be satisfied componentwise. However, there are certain classes of partial differential operators that do allow such a direct application. Consider a linear partial differential operator $P$ giving rise to an equation

$$
\begin{equation*}
P U=0 \tag{3.26}
\end{equation*}
$$

in $\mathcal{G}$ and let $G$ be a classical slowly increasing symmetry group of (3.26). Furthermore, suppose that $P$ possesses a continuous homogeneous (but not necessarily linear) right
inverse $Q$. If $U=\operatorname{cl}[u]$ is a solution to (3.26) in $\mathcal{G}(\Omega)$ then there exists some $n \in \mathcal{N}(\Omega)$ such that

$$
P u=n
$$

Since $Q$ is a right inverse of $P$ this implies

$$
\begin{equation*}
P\left(u_{\varepsilon}-Q n_{\varepsilon}\right)=0 \quad \forall \varepsilon \in I \tag{3.27}
\end{equation*}
$$

Also, $Q n \in \mathcal{N}(\Omega)$ due to the continuity and homogeneity assumption on $Q$. If $g \in G$, (3.27) implies

$$
P\left(g\left(u_{\varepsilon}-Q n_{\varepsilon}\right)\right)=0 \quad \forall \varepsilon \in I
$$

By definition,

$$
P(g U)=\operatorname{cl}[P(g u)]=\operatorname{cl}[P(g(u-Q n))]
$$

so $g U$ is a solution as well. Summing up, $G$ is a symmetry group in $\mathcal{G}$. The following result will serve to secure the existence of a right inverse as above for a large class of linear differential operators.

Proposition 3.10. Let $E, F$ be Fréchet spaces and $A$ a continuous linear map from $E$ onto $F$. Then $A$ has a continuous homogeneous right inverse $B: F \rightarrow E$.

Proof. See [23, p. 364].
From these preparations we conclude the following theorem.
Theorem 3.11. Let

$$
\Delta_{\nu}\left(x, u^{(n)}\right)=0, \quad \nu=1, \ldots, l
$$

be a system of linear PDEs with slowly increasing $\Delta_{\nu}$ and let $\eta \rightarrow g_{\eta}$ be a slowly increasing symmetry group of this system. Assume that the operator defined by the left hand side is surjective $\left(\mathcal{C}^{\infty}(\Omega)\right)^{l} \rightarrow\left(\mathcal{C}^{\infty}(\Omega)\right)^{l}$. Then $\eta \rightarrow g_{\eta}$ is a symmetry group for the system in $\mathcal{G}(\Omega)$ as well.

The assumptions of Theorem 3.11 are automatically satisfied for any linear partial differential operator with constant coefficients on an arbitrary convex open domain (see [17, section 10.6]).

Example 3.12. The system of one-dimensional linear acoustics

$$
\begin{array}{r}
P_{t}+U_{x}=0 \\
U_{t}+P_{x}=0 \tag{3.28}
\end{array}
$$

is transformed via $U=V-W, P=V+W$ into

$$
\begin{gather*}
V_{t}+V_{x}=0 \\
W_{t}-W_{x}=0 \tag{3.29}
\end{gather*}
$$

Using the infinitesimal generators $\Phi(v) \partial_{v}+\Psi(w) \partial_{w}(\Phi, \Psi$ arbitrary smooth functions) of (3.29) we obtain symmetry transformations for (3.28) of the form

$$
\begin{aligned}
\widetilde{U} & =F^{-1}\left(\eta+F\left(\frac{1}{2}(P+U)\right)\right)-G^{-1}\left(\theta+G\left(\frac{1}{2}(P-U)\right)\right) \\
\widetilde{P} & =F^{-1}\left(\eta+F\left(\frac{1}{2}(P+U)\right)\right)+G^{-1}\left(\theta+G\left(\frac{1}{2}(P-U)\right)\right)
\end{aligned}
$$

with arbitrary diffeomorphisms $F, G$. Since (3.28) satisfies the assumptions of Theorem 3.11 on $\Omega=\mathbb{R}^{2}$ it follows that any slowly increasing transformation of this form is a symmetry of (3.28). In particular, this includes nonlinear transformations of distributional solutions; cf. Example 3.13.

In the remainder of this section we discuss the interplay between symmetry groups and solutions of PDEs in the sense of association. Consider

$$
\begin{equation*}
\Delta_{\nu}\left(x, u^{(n)}\right) \approx 0, \quad 1 \leq \nu \leq l \tag{3.30}
\end{equation*}
$$

in $\mathcal{G}$. A slowly increasing symmetry group of the corresponding system

$$
\Delta\left(x, u^{(n)}\right)=0, \quad 1 \leq \nu \leq l
$$

is called a symmetry group in the sense of association if it transforms solutions of (3.30) into other such solutions. The first question to be answered in this context is whether one can derive conditions on the form of the factorization (3.8) that will yield symmetry groups in the sense of association. It is clear that a sufficient condition is to suppose that $Q$ depends exclusively on $\eta$ and $x$. Distributional solutions to linear PDEs arise as a special case of (3.30) and have been treated in [4]. There, the validity of (3.8) with $Q$ depending on $\eta$ and $x$ only is actually used to define symmetry groups in $\mathcal{D}^{\prime}$. In order to remain within the classical distributional framework, the admissible group transformations in [4] are restricted to projectable ones acting linearly in the dependent variables. On the other hand, the method developed there is even applicable to linear equations containing distributional terms which allows one to use invariance methods to compute fundamental solutions.

Second, if $u$ is a solution to $\Delta\left(x, u^{(n)}\right)=0$ in $\mathcal{G}(\Omega)$ possessing an associated distribution, one may ask for which group actions $g$ this implies that $g u$ as well possesses an associated distribution. This is certainly the case for admissible transformations in the above sense. On the other hand, we have already seen in Example 3.9 that even genuinely nonlinear symmetry transformations may preserve association properties.

The next example shows that nonlinear group actions may transform distributional solutions in Examples 3.9 and 3.12 into more complicated distributional solutions or into generalized solutions in $\mathcal{G}\left(\mathbb{R}^{2}\right)$ not admitting associated distributions.

Example 3.13. We consider the equation $U_{t}+\lambda U_{x}=0$ arising in (3.21) with $n=1$ or in (3.29). We have already observed that $\widetilde{U}=F^{-1}(\eta+F(U))$ defines a symmetry transformation for arbitrary diffeomorphisms $F$. Here we take $F \in \mathcal{C}^{\infty}(\mathbb{R})$, $F^{\prime}>0, F(y)=\operatorname{sign}(y) \sqrt{|y|}$ for $|y| \geq 1$. We wish to compute $\widetilde{U}$ when $U \in \mathcal{G}\left(\mathbb{R}^{2}\right)$ is a delta wave solution $U(x, t) \approx \delta^{(i)}(x-\lambda t)$. We take $U$ as the class of $\rho_{\varepsilon}^{(i)}(x-\lambda t)$ with $\rho \in \mathcal{D}([-1,1])$. We have when $\eta \geq 0$ :
(i) If $i=0$, that is, $U \approx \delta(x-\lambda t)$, then $\widetilde{U} \approx F^{-1}(\eta+F(0))+\delta(x-\lambda t)$;
(ii) If $i=1$, that is, $U \approx \delta^{\prime}(x-\lambda t)$, then $\widetilde{U} \approx F^{-1}(\eta+F(0))+2 \eta \int \sqrt{\left|\rho^{\prime}(y)\right|} d y \delta(x-\lambda t)+\delta^{\prime}(x-\lambda t) ;$
(iii) If $i \geq 2$ then $\widetilde{U}$ does not admit an associated distribution.

To see this, we may assume that $\lambda=0$ and write $a_{\varepsilon}(x):=\rho_{\varepsilon}^{(i)}(x)$ for brevity. Note that $F^{-1}(y)=\operatorname{sign}(y) y^{2}$ for $|y| \geq 1$. Let $A_{\varepsilon}=\left\{x \in[-\varepsilon, \varepsilon]:\left|a_{\varepsilon}(x)\right| \geq(\eta+1)^{2}\right\}$. If $x \in A_{\varepsilon}$ and $a_{\varepsilon}(x) \geq 0$ then $\eta+F\left(a_{\varepsilon}(x)\right) \geq 1$ and $F^{-1}\left(\eta+F\left(a_{\varepsilon}(x)\right)\right)=\eta^{2}+2 \eta \sqrt{a_{\varepsilon}(x)}+a_{\varepsilon}(x)$. Also, if $x \in A_{\varepsilon}$ and $a_{\varepsilon}(x)<0$ then $\eta+F\left(a_{\varepsilon}(x)\right) \leq-1$ and $F^{-1}\left(\eta+F\left(a_{\varepsilon}(x)\right)\right)=$ $-\eta^{2}+2 \eta \sqrt{\left|a_{\varepsilon}(x)\right|}+a_{\varepsilon}(x)$. The functions $F^{-1}\left(\eta+F\left(a_{\varepsilon}\right)\right),\left|a_{\varepsilon}(x)\right|$ and $\sqrt{\left|a_{\varepsilon}(x)\right|}$ are
bounded on the complement of $A_{\varepsilon}$. Thus

$$
\begin{gathered}
\iint_{-\varepsilon}^{\varepsilon} F^{-1}\left(\eta+F\left(a_{\varepsilon}(x)\right)\right) \psi(x, t) d x d t \\
=\iint_{A_{\varepsilon}}\left( \pm \eta^{2}+2 \eta \sqrt{\left|a_{\varepsilon}(x)\right|}+a_{\varepsilon}(x)\right) \psi(x, t) d x d t+O(\varepsilon) \\
=\iint_{-\varepsilon}^{\varepsilon}\left(2 \eta \sqrt{\left|a_{\varepsilon}(x)\right|}+a_{\varepsilon}(x)\right) \psi(x, t) d x d t+O(\varepsilon)
\end{gathered}
$$

while

$$
\iint_{|x| \geq \varepsilon} F^{-1}\left(\eta+F\left(a_{\varepsilon}(x)\right)\right) \psi(x, t) d x d t \rightarrow F^{-1}(\eta+F(0)) \iint \psi(x, t) d x d t
$$

It follows that $F^{-1}\left(\eta+F\left(a_{\varepsilon}(x)\right)\right)$ converges in $\mathcal{D}^{\prime}\left(\mathbb{R}^{2}\right)$ if and only if $2 \eta \sqrt{\left|a_{\varepsilon}\right|}+a_{\varepsilon}$ admits an associated distribution. A simple computation yields the particular results (i), (ii), (iii).
4. Generalized group actions. Although the methods introduced in the previous sections enable an application of large classes of classical symmetry groups to elements of Colombeau algebras, they are but the first step in a theory of generalized group analysis of differential equations. In this section we develop an extension of the methods of group analysis that will allow to consider symmetry groups of differential equations whose actions are generalized functions themselves.
4.1. Generalized transformation groups. Simple examples indicate the necessity of extending the methods of group analysis of PDEs to equations involving generalized functions themselves.

Example 4.1. Considering (3.21) in $\mathcal{G}_{\tau}$ with a generalized function $f=\operatorname{cl}\left[\left(f_{\varepsilon}\right)_{\varepsilon \in I}\right]$ $\in \mathcal{G}_{\tau}$ we can apply the classical algorithm for calculating symmetry groups componentwise to the equation

$$
\partial_{t} u_{\varepsilon}+\lambda \cdot \nabla_{x} u_{\varepsilon}=f_{\varepsilon}\left(u_{\varepsilon}\right),
$$

thereby obtaining infinitesimal generators with generalized coefficient functions. Thus the question arises in which sense such generators induce symmetries of the differential equation. More generally, one can consider differential equations in $\mathcal{G}_{\tau}$ of the form

$$
P\left(x, U^{(n)}\right)=0
$$

where $P$ is a generalized function.
As is indicated by Example 4.1, composition of generalized functions will inevitably occur in a generalization of group analysis. For this purpose, we shall apply suitable variants of Colombeau algebras for the following considerations, namely $\mathcal{G}_{\tau}\left(\mathbb{R}^{n}\right)$ and $\widetilde{\mathcal{G}}_{\tau}\left(\mathbb{R} \times \mathbb{R}^{n}\right)=\widetilde{\mathcal{G}}_{\tau}\left(\mathbb{R}^{1+n}\right)$.

Definition 4.2. A generalized group action on $\mathbb{R}^{n}$ is an element $\Phi$ of $\left(\widetilde{\mathcal{G}}_{\tau}\left(\mathbb{R}^{1+n}\right)\right)^{n}$ such that
(i) $\Phi(0,)=$.id in $\left(\mathcal{G}_{\tau}\left(\mathbb{R}^{n}\right)\right)^{n}$;
(ii) $\Phi\left(\eta_{1}+\eta_{2},.\right)=\Phi\left(\eta_{1}, \Phi\left(\eta_{2},.\right)\right)$ in $\left(\widetilde{\mathcal{G}}_{\tau}\left(\mathbb{R}^{2+n}\right)\right)^{n}$.

Before we turn to an infinitesimal description of generalized group actions let us shortly recall some basic definitions from [27] that are needed for a pointvalue
characterization of generalized functions which in turn plays a fundamental role in the following considerations. Thus for any open set $\Omega \subseteq \mathbb{R}^{n}$ we set

$$
\Omega_{M}:=\left\{\left(x_{\varepsilon}\right)_{\varepsilon \in I} \in \Omega^{I}: \exists p>0 \exists \eta>0\left|x_{\varepsilon}\right| \leq \varepsilon^{-p}(0<\varepsilon<\eta)\right\}
$$

On $\Omega_{M}$ we define an equivalence relation by

$$
\left(x_{\varepsilon}\right)_{\varepsilon \in I} \sim\left(y_{\varepsilon}\right)_{\varepsilon \in I} \Leftrightarrow \forall q>0 \exists \eta>0\left|x_{\varepsilon}-y_{\varepsilon}\right| \leq \varepsilon^{q}(0<\varepsilon<\eta)
$$

and set $\widetilde{\Omega}:=\Omega_{M} / \sim . \widetilde{\Omega}$ is called the set of generalized points corresponding to $\Omega$. The set of compactly supported points is defined as

$$
\widetilde{\Omega}_{c}=\left\{\widetilde{x} \in \widetilde{\Omega}: \exists \text { representative }\left(x_{\varepsilon}\right)_{\varepsilon \in I} \exists K \subset \subset \Omega \exists \eta>0: x_{\varepsilon} \in K, \varepsilon \in(0, \eta)\right\}
$$

Note that for $\Omega=\mathbb{R}$ we have $\widetilde{\Omega}=\mathcal{R}$. Theorems 2.4, 2.7, and 2.10 of [27] establish that elements of $\mathcal{G}(\Omega), \widetilde{\mathcal{G}}_{\tau}(\Omega)$ or $\widetilde{\mathcal{G}}_{\tau}\left(\Omega \times \Omega^{\prime}\right)$ are uniquely determined by their pointvalues in $\widetilde{\Omega}_{c}, \widetilde{\Omega}$, or $\widetilde{\Omega}_{c} \times \widetilde{\Omega}^{\prime}$, respectively. For the theory of ODEs in the Colombeau framework we refer to [16].

Definition 4.3. Let $\xi=\left(\xi_{1}, \ldots, \xi_{n}\right) \in\left(\mathcal{G}_{\tau}\left(\mathbb{R}^{n}\right)\right)^{n}$. The generalized vector field $X=\sum_{i=1}^{n} \xi_{i}(x) \partial_{x_{i}}$ is called $\mathcal{G}$-complete if the initial value problem

$$
\begin{aligned}
& \dot{x}(t)=\xi(x(t)), \\
& x\left(t_{o}\right)=\widetilde{x}_{o}
\end{aligned}
$$

is uniquely solvable in $\mathcal{G}(\mathbb{R})^{n}$ for any $\widetilde{x}_{o} \in \mathcal{R}^{n}$ and any $t_{o} \in \mathbb{R}$.
DEfinition 4.4. Let $\Phi$ be a generalized group action on $\mathbb{R}^{n}$ and set

$$
\xi:=\left.\frac{d}{d \eta}\right|_{0} \Phi(\eta, .) \in\left(\mathcal{G}_{\tau}\left(\mathbb{R}^{n}\right)\right)^{n}
$$

If the generalized vector field $X=\sum_{i=1}^{n} \xi_{i}(x) \partial_{x_{i}}$ is $\mathcal{G}$-complete, then $X$ is called the infinitesimal generator of $\Phi$. In this case, $\Phi$ is also called $\mathcal{G}$-complete.

By [16], every generalized vector field with $\mathcal{G}_{\tau}$-components whose gradient is of $L^{\infty}$-log-type is $\mathcal{G}$-complete. The notion of infinitesimal generator is well-defined due to the following proposition.

Proposition 4.5. Every $\mathcal{G}$-complete generalized group action is uniquely determined by its infinitesimal generator.

Proof. Let $\Phi^{\prime}, \Phi^{\prime \prime}$ be two $\mathcal{G}$-complete generalized group actions with the same infinitesimal generator $X=\sum_{i=1}^{n} \xi_{i}(x) \partial_{x_{i}}$. Then both functions satisfy

$$
\frac{d}{d \eta} \Phi(\eta, x)=\left.\frac{d}{d \mu}\right|_{0} \Phi(\eta+\mu, x)=\left.\frac{d}{d \mu}\right|_{0} \Phi(\mu, \Phi(\eta, x))=\xi(\Phi(\eta, x))
$$

Now given any $\widetilde{x} \in \mathcal{R}^{n}$, it follows that both $\eta \rightarrow \Phi^{\prime}(\eta, \widetilde{x})$ and $\eta \rightarrow \Phi^{\prime \prime}(\eta, \widetilde{x})$ solve the initial value problem

$$
\begin{aligned}
& \dot{x}(\eta)=\xi(x(\eta)) \\
& x(0)=\widetilde{x}
\end{aligned}
$$

By assumption this entails that $\Phi^{\prime}(., \widetilde{x})=\Phi^{\prime \prime}(., \widetilde{x})$ in $(\mathcal{G}(\mathbb{R}))^{n}$. Consequently,

$$
\Phi^{\prime}(\eta, \widetilde{x})=\Phi^{\prime \prime}(\eta, \widetilde{x})
$$

$\forall \eta \in \mathcal{R}_{c}$ and all $\widetilde{x} \in \mathcal{R}^{n}$. The claim now follows from [27, Theorem 2.10].
As in the classical theory, we are first going to investigate symmetry groups of algebraic equations.

DEFINITION 4.6. Let $F \in \mathcal{G}_{\tau}\left(\mathbb{R}^{n}\right)$ and let $\Phi$ be a generalized group action on $\mathbb{R}^{n}$. $\Phi$ is called a symmetry group of the equation

$$
F(x)=0
$$

in $\mathcal{G}_{\tau}\left(\mathbb{R}^{n}\right)$ if for any $\widetilde{x} \in \mathcal{R}^{n}$ with $F(\widetilde{x})=0 \in \mathcal{R}$ it follows that $\eta \rightarrow F(\Phi(\eta, \widetilde{x}))=0$ in $\mathcal{G}(\mathbb{R})$ (or, equivalently, $F(\Phi(\eta, \widetilde{x}))=0$ in $\mathcal{R}$ for every $\eta \in \mathcal{R}_{c}$ ).

A characterization of symmetry groups of (generalized) algebraic equations in terms of infinitesimal generators is provided by the following theorem.

Theorem 4.7. Let $F \in \mathcal{G}_{\tau}\left(\mathbb{R}^{n}\right)$ be of the form

$$
F\left(x_{1}, \ldots, x_{n}\right)=x_{i}-f\left(x_{1}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{n}\right)
$$

for some $1 \leq i \leq n$ and $f \in \mathcal{G}_{\tau}\left(\mathbb{R}^{n-1}\right)$. Let $\Phi$ be a $\mathcal{G}$-complete generalized group action with infinitesimal generator $X=\sum_{i=1}^{n} \xi_{i}(x) \partial_{x_{i}}$ and suppose that $x^{\prime} \rightarrow \xi\left(x^{\prime}, f\left(x^{\prime}\right)\right)$ defines a generalized vector field on $\mathbb{R}^{n-1}$ such that the corresponding system of ODEs possesses a flow in $\left(\widetilde{\mathcal{G}}_{\tau}\left(\mathbb{R}^{1+(n-1)}\right)\right)^{n-1}$. The following conditions are equivalent:
(i) $\Phi$ is a symmetry group of $F(x)=0$.
(ii) If $\widetilde{x} \in \mathcal{R}^{n}$ with $F(\widetilde{x})=0 \in \mathcal{R}$, it follows that $X(F)(\widetilde{x})=0$ in $\mathcal{R}$.

Proof. (i) $\Rightarrow$ (ii): Consider the function $(\eta, x) \rightarrow F(\Phi(\eta, x)) \in \widetilde{\mathcal{G}}_{\tau}\left(\mathbb{R}^{1+n}\right)$. We have

$$
\frac{d}{d \eta} F(\Phi(\eta, x))=\sum_{i=1}^{n} \frac{\partial F}{\partial x_{i}}(\Phi(\eta, x)) \xi_{i}(\Phi(\eta, x))=X(F)(\Phi(\eta, x))
$$

so that $\left.\frac{d}{d \eta}\right|_{0} F(\Phi(\eta, x))=X(F)(x)$ in $\mathcal{G}_{\tau}\left(\mathbb{R}^{n}\right)$. Let $\widetilde{x} \in \mathcal{R}^{n}$ such that $F(\widetilde{x})=0$. Then $F(\Phi(., \widetilde{x}))=0$ in $\mathcal{G}(\mathbb{R})$. Thus $\left.\frac{d}{d \eta}\right|_{0} F(\Phi(\eta, \widetilde{x}))=0$ in $\mathcal{R}$ which means that $X(F)(\widetilde{x})=0$ in $\mathcal{R}$.
(ii) $\Rightarrow($ i $)$ : We assume $F\left(x_{1}, \ldots, x_{n}\right)=x_{n}-f\left(x_{1}, \ldots, x_{n-1}\right)$ and abbreviate $\left(x_{1}, \ldots\right.$, $\left.x_{n-1}\right)$ by $x^{\prime}$. Our first claim is that

$$
\xi_{n}\left(x^{\prime}, f\left(x^{\prime}\right)\right)=\sum_{j=1}^{n-1} \xi_{j}\left(x^{\prime}, f\left(x^{\prime}\right)\right) \partial_{j} f\left(x^{\prime}\right) \text { in } \mathcal{G}_{\tau}\left(\mathbb{R}^{n-1}\right)
$$

Indeed, if $\widetilde{x}^{\prime} \in \mathcal{R}^{n-1}$ then $F\left(\widetilde{x}^{\prime}, f\left(\widetilde{x}^{\prime}\right)\right)=0$ in $\mathcal{R}$. Hence $X(F)\left(\widetilde{x}^{\prime}, f\left(\widetilde{x}^{\prime}\right)\right)=0$ in $\mathcal{R}$ for all $\widetilde{x}^{\prime}$ by our assumption. Our claim now follows from [27, Theorem 2.7]. Consider the following system of ODEs in $\mathcal{G}_{\tau}$ :

$$
\begin{aligned}
& \dot{x}_{j}(t)=\xi_{j}\left(x^{\prime}, f\left(x^{\prime}\right)\right), \quad(j=1, \ldots, n-1) \\
& x^{\prime}(0)=\widetilde{a}^{\prime} \in \mathcal{R}^{n-1}
\end{aligned}
$$

By our assumption, this system has a flow $\left(\eta, a^{\prime}\right) \rightarrow\left(h_{1}\left(\eta, a^{\prime}\right), \ldots, h_{n-1}\left(\eta, a^{\prime}\right)\right)$ in $\left(\widetilde{\mathcal{G}}_{\tau}\left(\mathbb{R}^{1+(n-1)}\right)\right)^{n-1}$. Set $g_{n}(\eta, a):=f\left(h_{1}\left(\eta, a^{\prime}\right), \ldots, h_{n-1}\left(\eta, a^{\prime}\right)\right)$. Then $g_{n}(0, a)=f\left(a^{\prime}\right)$ and

$$
g(\eta, a)=\left(g_{1}(\eta, a), \ldots, g_{n}(\eta, a)\right):=\left(h_{1}\left(\eta, a^{\prime}\right), \ldots, h_{n-1}\left(\eta, a^{\prime}\right), g_{n}(\eta, a)\right)
$$

is in $\left(\widetilde{\mathcal{G}}_{\tau}\left(\mathbb{R}^{1+n}\right)\right)^{n}$. If $\widetilde{a} \in \mathcal{R}^{n}$ then $F(g(\eta, \widetilde{a}))=0$ in $\mathcal{R} \forall \eta \in \mathcal{R}_{c}$. Therefore, if we can show that $g(., \widetilde{a})=\Phi(., \widetilde{a})$ in $(\mathcal{G}(\mathbb{R}))^{n} \forall \widetilde{a}$ with $F(\widetilde{a})=0$, the proof is completed. Now we have $\dot{g}_{j}(\eta, a)=\xi_{j}\left(g_{1}(\eta, a), \ldots, g_{n}(\eta, a)\right)$ for $1 \leq j \leq n-1$ and

$$
\begin{gathered}
\dot{g}_{n}(\eta, a)=\sum_{i=1}^{n-1} \frac{\partial f}{\partial x_{i}}\left(g_{1}(\eta, a), \ldots, g_{n-1}(\eta, a)\right) \dot{g}_{i}(\eta, a) \\
=\xi_{n}\left(g_{1}(\eta, a), \ldots, f\left(g_{1}(\eta, a), \ldots, g_{n-1}(\eta, a)\right)\right)=\xi_{n}(g(\eta, a)) .
\end{gathered}
$$

If $F(\widetilde{a})=0$ in $\mathcal{R}$, then $\widetilde{a}_{n}=f\left(\widetilde{a}^{\prime}\right)$, so that $g(0, \widetilde{a})=\left(\widetilde{a}^{\prime}, f\left(\widetilde{a}^{\prime}\right)\right)=\widetilde{a}=\Phi(0, \widetilde{a})$. Thus $g(., \widetilde{a})$ and $\Phi(., \widetilde{a})$ solve the same initial value problem. Since $X$ is $\mathcal{G}$-complete, the claim follows.
4.2. Symmetries of differential equations. In this section we are going to apply the above results to symmetry groups of differential equations involving generalized functions. To this end, we will first have to define generalized group actions on generalized functions. Once we have done this, by a symmetry group of a differential equation we will again mean a group action that transforms solutions into other solutions. Thus, from now on we will exclusively consider group actions on some space $\mathbb{R}^{p} \times \mathbb{R}^{q}$ of independent and dependent variables.

Definition 4.8. A generalized group action $\Phi \in\left(\widetilde{\mathcal{G}}_{\tau}\left(\mathbb{R} \times \mathbb{R}^{p+q}\right)\right)^{p+q}$ is called projectable if it is of the form

$$
\Phi(\eta,(x, u))=\left(\Xi_{\eta}(x), \Psi_{\eta}(x, u)\right),
$$

where $\Xi \in\left(\widetilde{\mathcal{G}}_{\tau}\left(\mathbb{R} \times \mathbb{R}^{p}\right)\right)^{p}$ and $\Psi \in\left(\widetilde{\mathcal{G}}_{\tau}\left(\mathbb{R} \times \mathbb{R}^{p+q}\right)\right)^{q}$.
The group properties in this case read

$$
\begin{gather*}
\Xi_{\eta_{1}+\eta_{2}}=\Xi_{\eta_{1}} \circ \Xi_{\eta_{2}} \quad \text { in } \mathcal{G}_{\tau}\left(\mathbb{R}^{p}\right) \forall \eta_{1}, \eta_{2} \in \mathcal{R}_{c}  \tag{4.1}\\
\Psi_{\eta_{1}+\eta_{2}}(x, u)=\Psi_{\eta_{1}}\left(\Xi_{\eta_{2}}(x), \Psi_{\eta_{2}}(x, u)\right) \quad \text { in } \mathcal{G}_{\tau}\left(\mathbb{R}^{p+q}\right) \forall \eta_{1}, \eta_{2} \in \mathcal{R}_{c} \tag{4.2}
\end{gather*}
$$

In particular, we have

$$
\begin{equation*}
\Xi_{\eta} \circ \Xi_{-\eta}=\text { id } \quad \text { in } \mathcal{G}_{\tau}\left(\mathbb{R}^{p}\right) \forall \eta \in \mathcal{R}_{c} . \tag{4.3}
\end{equation*}
$$

An adaptation of Lie group analysis to spaces of distributions faces the following fundamental problem. The methods of classical Lie group analysis of differential equations are geometric in the sense that group action on functions is defined via graphs, but in classical distribution theory there is no means of defining graphs of distributions. However, due to the pointvalue characterization obtained in [27] this problem can be dealt with in a satisfactory manner within Colombeau algebras.

Definition 4.9. Let $U \in\left(\mathcal{G}\left(\mathbb{R}^{p}\right)\right)^{q}$ and $V \in\left(\mathcal{G}_{\tau}\left(\mathbb{R}^{p}\right)\right)^{q}$. The graphs of $U$ and $V$ are defined as

$$
\begin{aligned}
\Gamma_{U} & :=\left\{(\widetilde{x}, U(\widetilde{x})): \widetilde{x} \in \mathcal{R}_{c}^{p}\right\}, \\
\Gamma_{V} & :=\left\{(\widetilde{x}, V(\widetilde{x})): \widetilde{x} \in \mathcal{R}^{p}\right\} .
\end{aligned}
$$

It follows directly from [27, Theorems 2.4 and 2.7] that any generalized function is uniquely determined by its graph. Our next aim is to define generalized group actions on generalized functions. As in the classical case this is done geometrically, i.e., by transformation of graphs. The following result is immediate from the definitions.

Proposition 4.10. Let $U \in\left(\mathcal{G}_{\tau}\left(\mathbb{R}^{p}\right)\right)^{q}$ and let $\Phi$ be a projectable generalized group action on $\mathbb{R}^{p} \times \mathbb{R}^{q}$. Then $\Phi_{\eta}\left(\Gamma_{U}\right)=\Gamma_{\Phi_{\eta}(U)}$ in $\mathcal{R}^{p+q}$ for each $\eta$, where $\Phi_{\eta}(U)$ denotes the element

$$
x \rightarrow \Psi_{\eta}\left(\Xi_{-\eta}(x), U \circ \Xi_{-\eta}(x)\right)
$$

of $\left(\mathcal{G}_{\tau}\left(\mathbb{R}^{p}\right)\right)^{q}$.
We are now able to give a geometric characterization of solutions of PDEs in $\mathcal{G}_{\tau}$.
Proposition 4.11. Consider the system of PDEs

$$
\begin{equation*}
\Delta_{\nu}\left(x, U^{(n)}\right)=0, \quad 1 \leq \nu \leq l \tag{4.4}
\end{equation*}
$$

in $\left.\mathcal{G}_{\tau}\left(\mathbb{R}^{p}\right)\right)^{q}\left(\right.$ where $\left.\Delta \in\left(\mathcal{G}_{\tau}\left(\left(\mathbb{R}^{p} \times \mathbb{R}^{q}\right)^{(n)}\right)\right)^{l}\right)$. Set

$$
\mathcal{S}_{\Delta}:=\left\{\widetilde{z} \in \mathcal{R}^{(n)}: \Delta_{\nu}(\widetilde{z})=0(1 \leq \nu \leq l)\right\}
$$

Then $U \in\left(\mathcal{G}_{\tau}\left(\mathbb{R}^{p}\right)\right)^{q}$ is a solution of the system if and only if $\Gamma_{\operatorname{pr}}{ }^{(n)} U \subseteq \mathcal{S}_{\Delta}$.
Proof. This follows immediately from [27, Theorem 2.7].
Prolongation of generalized group actions can be handled in a similar fashion as in the classical theory. Thus, let $\Phi$ be a projectable generalized group action on $\mathbb{R}^{p} \times \mathbb{R}^{q}$. We want to define the $n$th prolongation $\mathrm{pr}^{(n)} \Phi$ as a projectable generalized group action on $\left(\mathbb{R}^{p} \times \mathbb{R}^{q}\right)^{(n)}$. Let $z \in\left(\mathbb{R}^{p} \times \mathbb{R}^{q}\right)^{(n)}$ and choose $h \in \mathcal{O}_{M}\left(\mathbb{R}^{p}\right)^{q}$ such that $\left(z_{1}, \ldots, z_{p}, \operatorname{pr}^{(n)} h\left(z_{1}, \ldots, z_{p}\right)\right)=z$. Now set

$$
\begin{equation*}
\operatorname{pr}^{(n)} \Phi(\eta, z):=\left(\Xi_{\eta}\left(z_{1}, \ldots, z_{p}\right), \operatorname{pr}^{(n)}\left(\Phi_{\eta}(h)\right)\left(\Xi_{\eta}\left(z_{1}, \ldots, z_{p}\right)\right)\right) \tag{4.5}
\end{equation*}
$$

Using for $h$ a suitable Taylor polynomial, it follows that $\mathrm{pr}^{(n)} \Phi \in\left(\widetilde{\mathcal{G}_{\tau}}\left(\mathbb{R} \times\left(\mathbb{R}^{p} \times\right.\right.\right.$ $\left.\left.\mathbb{R}^{q}\right)^{(n)}\right)^{N}\left(\right.$ where $\left.N=\operatorname{dim}\left(\left(\mathbb{R}^{p+q}\right)^{(n)}\right)\right)$. Moreover, the definition does not depend on the particular choice of $h$, which follows exactly as in the classical case.

Lemma 4.12. Let $\widetilde{z} \in\left(\mathcal{R}^{p} \times \mathcal{R}^{q}\right)^{(n)}$ and assume that $U \in\left(\mathcal{G}_{\tau}\left(\mathbb{R}^{p}\right)\right)^{q}$ satisfies $\left(\widetilde{z}_{1}\right.$, $\left.\ldots, \widetilde{z}_{p}, \operatorname{pr}^{(n)} U\left(\widetilde{z}_{1}, \ldots, \widetilde{z}_{p}\right)\right)=\widetilde{z}$. Then

$$
\begin{equation*}
\operatorname{pr}^{(n)} \Phi(\eta, \widetilde{z})=\left(\Xi_{\eta}\left(\widetilde{z}_{1}, \ldots, \widetilde{z}_{p}\right), \operatorname{pr}^{(n)}\left(\Phi_{\eta}(U)\right)\left(\Xi_{\eta}\left(\widetilde{z}_{1}, \ldots, \widetilde{z}_{p}\right)\right)\right) \quad \forall \eta \in \mathcal{R}_{c} \tag{4.6}
\end{equation*}
$$

Proof. Let $U=\operatorname{cl}\left[\left(u_{\varepsilon}\right)_{\varepsilon \in I}\right]$ and choose a representative $\left(z_{\varepsilon}\right)_{\varepsilon \in I}$ of $\widetilde{z}$ such that

$$
\left(z_{1 \varepsilon}, \ldots, z_{p \varepsilon}, \operatorname{pr}^{(n)} u_{\varepsilon}\left(z_{1 \varepsilon}, \ldots, z_{p \varepsilon}\right)\right)=z_{\varepsilon} \quad \forall \varepsilon
$$

Using the chain rule as in Proposition 3.7, it follows that the right hand sides of (4.5) (with $z$ replaced by $\widetilde{z}$ ) and of (4.6) have the same representative (depending exclusively on $\left.\left(z_{\varepsilon}\right)_{\varepsilon \in I}\right)$.

PROPOSITION 4.13. $\mathrm{pr}^{(n)} \Phi$ is a generalized group action on $\left(\mathbb{R}^{p} \times \mathbb{R}^{q}\right)^{(n)}$.
Proof. Property 4.2 (i) is clearly satisfied. Concerning (ii), according to [27, Theorem 2.7] it suffices to show that

$$
\operatorname{pr}^{(n)} \Phi\left(\eta_{1}+\eta_{2}, \widetilde{z}\right)=\operatorname{pr}^{(n)} \Phi\left(\eta_{1}, \operatorname{pr}^{(n)} \Phi\left(\eta_{2}, \widetilde{z}\right)\right) \quad \forall \eta_{1}, \eta_{2} \in \mathcal{R}_{c}, \forall \widetilde{z} \in\left(\mathcal{R}^{p} \times \mathcal{R}^{q}\right)^{(n)}
$$

Choose some $U \in\left(\mathcal{G}_{\tau}\left(\mathbb{R}^{p}\right)\right)^{q}$ with $\left(\widetilde{z}_{1}, \ldots, \widetilde{z}_{p}, \operatorname{pr}^{(n)} U\left(\widetilde{z}_{1}, \ldots, \widetilde{z}_{p}\right)\right)=\widetilde{z}$. Then due to Lemma 4.12 we have

$$
\operatorname{pr}^{(n)} \Phi\left(\eta_{2}, \widetilde{z}\right)=\left(\Xi_{\eta_{2}}\left(\widetilde{z}_{1}, \ldots, \widetilde{z}_{p}\right), \operatorname{pr}^{(n)}\left(\Phi_{\eta_{2}}(U)\right)\left(\Xi_{\eta_{2}}\left(\widetilde{z}_{1}, \ldots, \widetilde{z}_{p}\right)\right)\right)
$$

By (4.6) this implies $\mathrm{pr}^{(n)} \Phi\left(\eta_{1}, \operatorname{pr}^{(n)} \Phi\left(\eta_{2}, \widetilde{z}\right)\right)=\operatorname{pr}^{(n)} \Phi\left(\eta_{1}+\eta_{2}, \widetilde{z}\right)$.
As in the classical case we therefore have (using the notations from Proposition 4.11) the following proposition.

Proposition 4.14. Let $\Phi$ be a projectable generalized group action on $\mathbb{R}^{p} \times \mathbb{R}^{q}$ such that $\mathrm{pr}^{(n)} \Phi$ is a symmetry group of the algebraic equation $\Delta(z)=0$. Then $\Phi$ is a symmetry group of (4.4).

Proof. If $U \in \mathcal{G}_{\tau}\left(\mathbb{R}^{p}\right)$ is a solution of (4.4), then $\Gamma_{\operatorname{pr}^{(n)} U} \subseteq \mathcal{S}_{\Delta}$ by Proposition 4.11. Thus

$$
\Gamma_{\operatorname{pr}^{(n)}\left(\Phi_{\eta} U\right)}=\operatorname{pr}^{(n)} \Phi_{\eta}\left(\Gamma_{\operatorname{pr}^{(n)} U}\right) \subseteq \mathcal{S}_{\Delta}
$$

so that, again from Proposition 4.11, the claim follows.
Definition 4.15. Let $X$ be a $\mathcal{G}$-complete generalized vector field. The nth prolongation of $X$ is defined as the infinitesimal generator of the nth prolongation of the generalized group action $\Phi$ corresponding to $X$ :

$$
\left.\operatorname{pr}^{(n)} X\right|_{z}=\left.\frac{d}{d \eta}\right|_{0} \operatorname{pr}^{(n)} \Phi_{\eta}(z)
$$

provided that $\operatorname{pr}^{(n)} \Phi$ is $\mathcal{G}$-complete as well. In this case, both $X$ and $\Phi$ are called $\mathcal{G}$-n-complete.

From Theorem 4.7 and Proposition 4.14 we immediately conclude the following theorem.

Theorem 4.16. Under the assumptions of Proposition 4.11, let $\Phi$ be a $\mathcal{G}-n$ complete generalized group action on $\mathbb{R}^{p} \times \mathbb{R}^{q}$ with infinitesimal generator $X$ such that the conditions of Theorem 4.7 are satisfied for $\Delta$ and $\mathrm{pr}^{(n)} \Phi$. If

$$
\operatorname{pr}^{(n)} X(\Delta)(\widetilde{z})=0 \quad \forall \widetilde{z} \in\left(\mathcal{R}^{p} \times \mathcal{R}^{q}\right)^{(n)} \text { with } \Delta(\widetilde{z})=0
$$

then $\Phi$ is a symmetry group of (4.4).
In order to be able to apply the same algorithm as in classical Lie theory for the determination of the symmetry group of a generalized PDE, the final step is to verify that the formulas for prolongation of vector fields carry over to generalized vector fields.

Theorem 4.17. Let

$$
X=(x, u) \rightarrow \sum_{i=1}^{p} \xi_{i}(x) \partial_{x_{i}}+\sum_{\alpha=1}^{q} \psi_{\alpha}(x, u) \partial_{u^{\alpha}}
$$

be a $\mathcal{G}$-n-complete generalized vector field with corresponding projectable group action $\Phi$ on $\left(\mathbb{R}^{p} \times \mathbb{R}^{q}\right)$. Then

$$
\operatorname{pr}^{(n)} X=X+\sum_{\alpha=1}^{q} \sum_{J} \psi_{\alpha}^{J}\left(x, u^{(n)}\right) \partial_{u_{J}^{\alpha}}
$$

where $J=\left(j_{1}, \ldots, j_{k}\right), 1 \leq j_{k} \leq p$ for $1 \leq k \leq n$ and

$$
\psi_{\alpha}^{J}\left(x, u^{(n)}\right)=D_{J}\left(\psi_{\alpha}-\sum_{i=1}^{p} \xi_{i} u_{i}^{\alpha}\right)+\sum_{i=1}^{p} \xi_{i} u_{J, i}^{\alpha}
$$

Proof. Using the machinery developed so far, this is an easy modification of the proof of the classical result (see [29, Theorem 2.36]).

We may summarize the results of this section as follows: In order to determine the symmetries of a differential equation involving generalized functions, the algorithm (as in the classical case) is to make an ansatz for the infinitesimal generators, calculate their prolongations according to Theorem 4.17, and then use Theorem 4.16 to determine the defining equations for the coefficient functions of the infinitesimal generators. The defining equations now yield PDEs in $\mathcal{G}_{\tau}$. Any solution of these equations that defines a $\mathcal{G}$ - $n$-complete generator will upon integration yield a symmetry group in $\mathcal{G}_{\tau}$.

Example 4.18. Scalar conservation laws of the form

$$
\begin{equation*}
u_{t}+F(u) u_{x}=0 \tag{4.7}
\end{equation*}
$$

arise in the kinetic theory of traffic flow. Here $u$ denotes the density, and the propagation velocity $F$ may be a strictly decreasing function of $u$ with one or more jumps. A typical case is a unimodal flux function (whose derivative is $F$ ) with a kink at its maximum, as supported by experimental data [15]. Convolution with a nonnegative mollifier $\left(\rho_{\varepsilon}\right)_{\varepsilon \in I}$ allows us to interpret $F$ as an element of $\mathcal{G}_{\tau}(\mathbb{R})$ which is invertible. Thus our theory of symmetry transformations for equations with generalized nonlinearities applies. The determining equations are

$$
\begin{gathered}
\varphi_{t}+F \varphi_{x}=0 \\
-\xi_{x}+F \tau_{t}+\tau F_{t}+\varphi F_{u}-F \xi_{x}+F^{2} \tau_{x}+\xi F_{x}=0
\end{gathered}
$$

with infinitesimal generator $\mathbf{v}=\xi(x, t) \partial_{x}+\tau(x, t) \partial_{t}+\varphi(x, t, u) \partial_{u}$. As a particular solution we obtain $\mathbf{v}=x t \partial_{x}+t^{2} \partial_{t}+\left(F^{\prime}(u)\right)^{-1}(x-t F(u)) \partial_{u}$. The corresponding generalized group action can be calculated explicitly in $\mathcal{G}_{\tau}$ showing that if $u$ is a $\mathcal{G}_{\tau}$-solution to (4.7) then so is

$$
(x, t) \rightarrow F^{-1}\left(\eta x(1+\eta t)^{-1}+F\left(u\left(x(1+\eta t)^{-1}, t(1+\eta t)^{-1}\right)(1+\eta t)^{-1}\right) .\right.
$$

In particular, a constant state $u$ is transformed into a generalized solution to (4.7) which, depending on the shape of $F$, will generally be associated with a piecewise smooth function.

Example 4.19. The nonlinear d'Alembert-Hamilton system

$$
\begin{align*}
& u_{t t}-u_{x x}-u_{y y}-u_{z z}=F(u) \\
& u_{t}^{2}-u_{x}^{2}-u_{y}^{2}-u_{z}^{2}=G(u) \tag{4.8}
\end{align*}
$$

arises in the study of relativistic field equations [7] and as a constraint in reducing the nonlinear wave equation to an ODE [12, 13]. One of its symmetries is generated by the vector field $\mathbf{v}=\varphi(u) \partial_{u}$ where the function $\varphi$ has to satisfy

$$
\begin{gathered}
F \varphi_{u}-\varphi F_{u}+G \varphi_{u u}=0 \\
2 G \varphi_{u}-\varphi G_{u}=0
\end{gathered}
$$

In particular, in the isotropic case $F \equiv G \equiv 0$ the function $\varphi$ is arbitrary. In our theory it may be taken in $\mathcal{G}_{\tau}(\mathbb{R})$ subject to the $\mathcal{G}$-completeness conditions formulated above. As an example of the possible behavior of generalized transformations, consider the vector field $\mathbf{v}=\varphi(u) \partial_{u}$ where $\varphi \in \mathcal{G}_{\tau}(\mathbb{R})$ is the class of $\left(\varphi_{\varepsilon}\right)_{\varepsilon \in I}$ with $\varphi_{\varepsilon}(u)=\tanh \left(\frac{u}{\varepsilon}\right)$.

Thus $\varphi(u)$ is associated with the jump function $-\operatorname{sgn}(u)$. Starting with a classical smooth solution $u=u(x, t) \in \mathcal{O}_{C}\left(\mathbb{R}^{4}\right)$ of the isotropic d'Alembert-Hamilton system ((4.8) with $F \equiv G \equiv 0$ ), the generalized symmetry transform generated by the vector field $\mathbf{v}$ turns $u(x, t)$ into the generalized solution $\tilde{U} \in \mathcal{G}_{\tau}\left(\mathbb{R}^{4}\right)$ with representative

$$
\tilde{u}_{\varepsilon}(x, t)=\varepsilon \operatorname{Arsinh}\left(e^{\eta / \varepsilon} \sinh \frac{u(x, t)}{\varepsilon}\right) .
$$

When $\eta>0$, it is straightforward to check that $\tilde{U}$ is associated with the piecewise smooth function $v(x, t)=u(x, t)+\eta \operatorname{sgn}(u(x, t))$. The generalized symmetry this way transforms smooth solutions into discontinuous solutions.
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#### Abstract

Every sufficiently regular nonnegative function $\gamma$ (conductivity) on the closed unit disk $\overline{\mathbb{D}}$ induces the Dirichlet-to-Neumann $\operatorname{map} \Lambda_{\gamma}$ on functions on $\partial \mathbb{D}$. The main inverse problems are to give a characterization of the maps $\Lambda_{\gamma}$ and to find out when $\Lambda_{\gamma}$ uniquely determines $\gamma$. In this paper we consider the case of conductivities that are constant on circles centered at the origin, and a discrete analogue of this so called layered case. We characterize a closure of the set of the layered Dirichlet-to-Neumann maps in terms of their kernels and spectra. We give sharp conditions for the uniqueness in the discrete inverse problem, and conditions on $\gamma$ for the uniqueness in the continuous problem that we conjecture to be sharp. The characterization in terms of the spectra shows that continuous Dirichlet-to-Neumann maps can be viewed as limits of the discrete Dirichlet-to-Neumann maps. The characterization in terms of the kernels supports the conjecture in [D. Ingerman and J. Morrow, SIAM J. Math. Anal., 29 (1998), pp. 106-115] that the alternating property essentially characterizes continuous Dirichlet-to-Neumann maps. The characterizations above give a new interpretation of connections between positive measures, positive definite functions, and analytic functions that map the right half-plane to itself in the Bochner and Herglotz theorems.
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1. Introduction. We first give a short outline of the paper. Precise definitions and theorems are in the next section.

Every sufficiently smooth positive function $\gamma$ on the closed unit disk $\overline{\mathbb{D}}$ induces the Dirichlet-to-Neumann map $\Lambda_{\gamma}$ from functions on the boundary of the disk $\partial \mathbb{D}$ to functions on $\partial \mathbb{D}$. There are two main inverse problems connected with the maps $\Lambda_{\gamma}$ :

- The characterization of the Dirichlet-to-Neumann maps. (A necessary condition is known: it was shown in [8] and [4] that if $\gamma \in C^{2}(\overline{\mathbb{D}})$ then $\Lambda_{\gamma}$ has so called alternating property, which can be thought of as a generalized Hopf's lemma property.)
- The problem of finding $\gamma$ from $\Lambda_{\gamma}$. (A sufficient condition for uniqueness is known: It was recently proved in [13] that $\Lambda_{\gamma}$ uniquely determines $\gamma$ for $\left.\gamma \in W^{2, p}(\overline{\mathbb{D}}) \subset C(\overline{\mathbb{D}}), p>1.\right)$
Great progress in understanding of the discrete analogues (Dirichlet-to-Neumann maps on graphs) of these problems was made in [3] and [2]: it was shown that the discrete analogue of the alternating property essentially characterizes the discrete Dirichlet-to-Neumann maps. Also the discrete inverse problem was completely solved. The success in understanding the discrete problems gives one of the main motivations of this paper: to show a strong connection between properties of the continuous and discrete Dirichlet-to-Neumann maps.

In this paper we consider the case of conductivities that are constant on circles centered at the origin. We also consider a discrete analogue of this so called layered

[^58]case. We obtain a clear picture of the sets of both discrete and continuous Dirichlet-to-Neumann maps in this case. We characterize their closure in terms of their kernels and spectra.

The characterization in terms of the spectra shows that continuous Dirichlet-toNeumann maps can be viewed as limits of the discrete Dirichlet-to-Neumann maps.

The characterization in terms of the kernels supports the conjecture in [8] that the alternating property essentially characterizes continuous Dirichlet-to-Neumann maps.

We also conjecture sharp conditions on $\gamma$ for the uniqueness in the continuous inverse problem. For the discrete case, we give a new algorithm, based on the PickNevalinna interpolation theorem, for the recovery of $\gamma$.

The characterizations above give a new interpretation of the connection between positive measures, positive definite functions, and analytic functions from the right half-plane to itself: these objects describe, respectively, spectral measures, kernels, and spectra of Dirichlet-to-Neumann maps in the layered case.

## 2. Background and main results.

2.1. Basic definitions. We first give the definition of Dirichlet-to-Neumann maps as it is usually done; see [17] for details. For the layered case, which we will consider, the restrictions on $\gamma$ will be weakened, and the domain of $\Lambda_{\gamma}$ will be shrunk.

Let $\gamma \in C^{1,1}(\overline{\mathbb{D}})$. A function $u \in H^{1}(\mathbb{D})$ is called a $\gamma$-harmonic function or potential if

$$
\begin{equation*}
\operatorname{div}(\gamma \nabla u)=0 \text { in } \mathbb{D} \tag{2.1}
\end{equation*}
$$

A potential in $\mathbb{D}$ satisfies this equation if there are no sources or sinks of current in $\mathbb{D}$.
For each $f \in H^{1 / 2}(\partial \mathbb{D})$ there exists a unique $\gamma$-harmonic function $u$ such that $\left.u\right|_{\partial \mathbb{D}}=f$. The Dirichlet-to-Neumann corresponding to $\gamma$ maps the boundary values of a $\gamma$-harmonic function (Dirichlet data) to the current flux $\left.\gamma \frac{\partial u}{\partial r}\right|_{r=1}$ at the boundary (Neumann data). In symbols

$$
\Lambda_{\gamma}=\left.\gamma \frac{\partial u}{\partial r}\right|_{r=1}
$$

where $u$ is $\gamma$-harmonic and $\left.u\right|_{\partial \mathbb{D}}=f$. The operator $\Lambda_{\gamma}: H^{1 / 2}(\partial \mathbb{D}) \rightarrow H^{-1 / 2}(\partial \mathbb{D})$ is a self-adjoint pseudodifferential operator of order 1.

A discrete analogue of the disk $\mathbb{D}$ is a circular planar graph. It is a finite graph $\Gamma=(V, E, \partial \Gamma)$ imbedded into $\overline{\mathbb{D}}$, where the set $V$ is the set of nodes of the graph, the set $E$ is the set of edges of $\Gamma$, and $\partial \Gamma=V \cap \partial \mathbb{D}$ is the nonempty set of boundary nodes of $\Gamma$. The set $V-\partial \Gamma$ is the set of interior nodes of $\Gamma$. A conductivity $\gamma$ is a positive function on the edges of $\Gamma$.

A function $u$ on the nodes of $\Gamma$ is $\gamma$-harmonic if at every interior node $p$ it satisfies Kirchhoff's law, that is, the total current $I_{u}(p)$ out of $p$ is zero:

$$
\begin{equation*}
I_{u}(p)=\sum_{p q \in E} \gamma(p q)(u(p)-u(q))=0 \tag{2.2}
\end{equation*}
$$

This tells that the value of $u$ at $p$ is the weighted average of the values of $u$ at the neighbors of $p$ (neighbors are the nodes $q$ of the graph for which $p q \in E$ ). It follows that $\gamma$-harmonic functions satisfy the maximum and the minimum principles. From now on we will consider only the graphs in which every interior node is topologically connected to at least one boundary node. On such graphs (and only on them) each
$\gamma$-harmonic function $u$ is uniquely determined by its values $\left.u\right|_{\partial \Gamma}$ on the boundary of $\Gamma$. The discrete Dirichlet-to-Neumann map $\Lambda_{\gamma}$ is the linear map that sends the boundary values $f$ of a $\gamma$-harmonic function $u$ to the corresponding total current out of nodes at the boundary $\left.I_{u}\right|_{\partial \Gamma}$. Or algebraically,

$$
\begin{equation*}
\Lambda_{\gamma} f(p)=I_{u}(p)=\sum_{p q \in E} \gamma(p q)(u(p)-u(q)), p \in \partial \Gamma \tag{2.3}
\end{equation*}
$$

where $u$ is $\gamma$-harmonic and $\left.u\right|_{\partial \Gamma}=f$.
2.2. Alternating property. One of the main motivations of this paper is to show a strong connection between properties of discrete and continuous Dirichlet-toNeumann maps. An important step in this direction has been made in [8], [3], and [4], where it was shown that both discrete and continuous Dirichlet-to-Neumann maps have the alternating property.

ThEOREM 2.1 (see [8] and [4]). Let $\Lambda_{\gamma}$ be a Dirichlet-to-Neumann map for $\gamma \in C^{2}(\overline{\mathbb{D}})$. Then $\Lambda_{\gamma}$ has the alternating property. That is, let $A$ and $B$ be a pair of disjoint intervals on $\partial \mathbb{D}$ and $f \in C^{\infty}(\partial \mathbb{D})$, such that $\operatorname{supp} f \subset A$. Then for any $m$ distinct points $b_{1}, b_{2}, \ldots, b_{m} \in B$, numbered clockwise, such that

$$
(-1)^{i} \Lambda f\left(b_{i}\right)>0
$$

there exists $m$ distinct points $a_{1}, a_{2}, \ldots, a_{m} \in A$ numbered counterclockwise, such that

$$
(-1)^{i} f\left(a_{i}\right)<0
$$

Figure 2.1 shows the main idea of the proof: the pattern of the directions of the current flux $\Lambda_{\gamma} f$ on $B$ together with the maximum and minimum principles guarantee the existence of nonintersecting curves from $b$ 's on which potential alternates in sign. Since supp $f \subset A$ these curves have to terminate at $A$. See [8] for a detailed proof.

The same argument can be applied to the discrete case. In fact the discrete version of the alternating property, which we define next, essentially characterizes the discrete Dirichlet-to-Neumann maps.

We identify the space of real functions on $\partial \Gamma$ with $\mathbb{R}^{n}$, where $n$ is the number of points in $\partial \Gamma$.

Theorem 2.2 ([3]). A self-adjoint linear $\operatorname{map} \Lambda: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a Dirichlet-toNeumann map of a circular planar graph if and only if $\Lambda 1=0$ and $\Lambda$ has the discrete alternating property, that is, let $A, B$ be a pair of disjoint intervals on $\partial \mathbb{D}$ and $f$ a function on $\partial \Gamma$ with $\operatorname{supp} f \subset A$. Then for any $m$ points $(2 m \leq n) b_{1}, b_{2}, \ldots, b_{m} \in$ $B \cap \partial \Gamma$, numbered clockwise and such that

$$
(-1)^{i} \Lambda f\left(b_{i}\right)>0,
$$

there exist $m$ distinct points $a_{1}, a_{2}, \ldots, a_{m} \in A \cap \partial \Gamma$, numbered counterclockwise such that

$$
(-1)^{i} f\left(a_{i}\right)<0
$$



Fig. 2.1.
2.3. Right sign property. The following algebraic description of the alternating property turned out to be very useful. To state it we consider the kernel of $\Lambda_{\gamma}$.

For a discrete Dirichlet-to-Neumann map $\Lambda_{\gamma}$ its kernel is the matrix that represents the linear operator $\Lambda_{\gamma}$.

The kernel of a continuous Dirichlet-to-Neumann map is the distribution $K(\phi, \theta)$ on $\partial \mathbb{D} \times \partial \mathbb{D}$ such that

$$
\begin{equation*}
\Lambda_{\gamma} f(\phi)=\int_{0}^{2 \pi} K(\phi, \theta) f(\theta) d \theta \tag{2.4}
\end{equation*}
$$

The existence of $K$ is guaranteed by the fact that $\Lambda_{\gamma}$ is a pseudodifferential operator. In fact for $\gamma \in C^{2}(\overline{\mathbb{D}}) K$ is a continuous function off the diagonal of $\partial \mathbb{D} \times \partial \mathbb{D}$, and the singularity at the diagonal is of order 2 (see [8]). The following theorem shows the equivalence of the alternating property of an operator $\Lambda$ and the algebraic property of the kernel of $\Lambda$.

ThEOREM 2.3 ([3]). A symmetric matrix $\Lambda$ is the kernel of a linear operator $\Lambda: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ that has the alternating property if and only if the kernel of $\Lambda$ has the discrete right sign property. That is, for any two disjoint intervals $A, B \subset \partial \mathbb{D}$ and any $2 m(2 m \leq n)$ distinct points $a_{1}, a_{2}, \ldots, a_{m} \in A \cap \partial \Gamma, b_{1}, b_{2}, \ldots, b_{m} \in B \cap \partial \Gamma$ (as before $a$ 's are numbered counterclockwise and $b$ 's are numbered clockwise),

$$
\operatorname{det}\left\{-\Lambda\left(b_{i}, a_{j}\right)\right\}_{i, j=1}^{m} \geq 0
$$

A continuous analogue of this theorem was recently proved in [8].
ThEOREM 2.4. Let $K$ be a distribution on $\partial \mathbb{D} \times \partial \mathbb{D}$ such that $K$ is continuous off the diagonal and has a singularity of order 2 on the diagonal. Then the operator

$$
\Lambda f=\int K f
$$

has the alternating property if and only if $K$ has the continuous right sign property. That is, for any two disjoint intervals $A, B \subset \partial \mathbb{D}$ and any $2 m$ distinct points $a_{1}, a_{2}, \ldots, a_{m} \in A, b_{1}, b_{2}, \ldots, b_{m} \in B$ ( $a$ 's and $b$ 's are numbered as above),

$$
\operatorname{det}\left\{-K\left(a_{i}, b_{j}\right)\right\}_{i, j=1}^{m}>0
$$



Fig. 2.2.
2.4. The layered case and the admittance function. In this paper we consider the case of conductivities that are constant on circles centered at the origin.

We now introduce a discrete analogue of the continuous layered situation. The discrete disks are connected circular planar graphs $D(n, l)$ and $D^{*}(n, l)$ of the following shapes shown in Figure 2.2, where $n$ is the number of radial lines and $l$ is the number of layers. The layers of the graphs $D(n, l)$ and $D^{*}(n, l)$ are minimal subsets of edges invariant under rotations of the graph by the angle $\frac{2 \pi}{n}$. Each layer consists of $n$ edges. We assume that the conductivity $\gamma$ is constant on layers. Therefore, the layered conductivity is determined by $l$ positive numbers.

We first describe the effect that the assumed form of $\gamma$ has on $\Lambda_{\gamma}$. In both discrete and continuous situations the $\gamma$-harmonic functions are still $\gamma$-harmonic after rotations and reflections with respect to the origin. Therefore, the discrete and continuous Dirichlet-to-Neumann maps, corresponding to the layered conductivities $\gamma$, commute with rotations and the reflections of functions on the boundaries. For the continuous case it immediately follows that Dirichlet-to-Neumann maps commute with the Laplacian on the boundary of the disk $\frac{d^{2}}{d \theta^{2}}$. With a little more effort one gets that $\Lambda_{\gamma} 1=0$ and

$$
\begin{equation*}
\Lambda_{\gamma} e^{ \pm i k \theta}=R(k) e^{ \pm i k \theta}, k \in \mathbb{N} \tag{2.5}
\end{equation*}
$$

We call the function $R$ the $a d m i t t a n c e$ function. Its values at positive integers uniquely determine $\Lambda_{\gamma}$. Let $C$ be the set of positive measurable conductivities $\gamma$ on $[0,1]$ such that for all $\epsilon>0$

$$
\int_{\epsilon}^{1}\left(\gamma+\frac{1}{\gamma}\right) d r<\infty
$$

The results of Krein and Kac [9] (see also [5]) show that the admittance functions and therefore the Dirichlet-to-Neumann maps are well-defined on $C$. Let $L$ be the
set of Dirichlet-to-Neumann maps for conductivities from $C$. We will give it a weak topology defined by

$$
\Lambda_{n} \rightarrow \Lambda \Leftrightarrow \Lambda_{n} e^{i k \theta} \rightarrow \Lambda e^{i k \theta} \Leftrightarrow R_{n}(|k|) \rightarrow R(|k|) \text { for all } k \in \mathbb{Z}
$$

We will slightly abuse terminology, talking about admittance functions corresponding to the maps from $\bar{L}$.

We now will make sense of the admittance function for the discrete Dirichlet-toNeumann maps. The discrete version of the Laplacian on the boundary of a discrete disk $D(n, l)$ or $D^{*}(n, l)$ is given by the $n \times n$ matrix of the form

$$
\left[\frac{d^{2}}{d \theta^{2}}\right]=-\left(\begin{array}{rrrrrrrr}
2 & -1 & 0 & 0 & \ldots & 0 & 0 & -1 \\
-1 & 2 & -1 & 0 & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \ldots & -1 & 2 & -1 \\
-1 & 0 & 0 & 0 & \ldots & 0 & -1 & 2
\end{array}\right)
$$

It makes the calculations cleaner if we assume that $n$ is odd. Throughout this section we let $n=2 m+1, m \in \mathbf{N}$. We define

$$
\begin{equation*}
\partial_{n}=\left\{\frac{2 \pi j}{n}, j=-m, \ldots, 0, \ldots, m\right\} \tag{2.6}
\end{equation*}
$$

Direct calculation shows that $\left[\frac{d^{2}}{d \theta^{2}}\right]$ is diagonal in the orthogonal basis

$$
\left.e^{i k \theta}\right|_{\partial_{n}}, k=-m, \ldots, 0, \ldots, m
$$

with the eigenvalues

$$
-\left|e^{i \frac{2 \pi k}{n}}-1\right|^{2}, k=-m, \ldots, 0, \ldots, m
$$

We define

$$
\begin{equation*}
\omega_{k}^{(n)}=\omega_{-k}^{(n)}=\left|e^{i \frac{2 \pi k}{n}}-1\right|, k=-m, \ldots, 0, \ldots, m \tag{2.7}
\end{equation*}
$$

Note that

$$
\lim _{n \rightarrow \infty} \frac{n}{2 \pi} \omega_{k}^{(n)}=|k|
$$

The discrete $\Lambda_{\gamma}$ commute with $\left[\frac{d^{2}}{d \theta^{2}}\right]$ and we get that the eigenvectors of the discrete Dirichlet-to-Neumann maps are the restrictions of the eigenfunctions of the continuous Dirichlet-to-Neumann maps to the boundaries of the discrete disks. In symbols,

$$
\begin{equation*}
\left.\Lambda_{\gamma} e^{ \pm i k \theta}\right|_{\partial_{n}}=\left.R\left(\omega_{k}^{(n)}\right) e^{ \pm i k \theta}\right|_{\partial_{n}}, k=1, \ldots, m \tag{2.8}
\end{equation*}
$$

2.5. Characterization of admittance functions. Now, to see how "close" the discrete and continuous Dirichlet-to-Neumann maps are, we need to describe their possible eigenvalues. We will give the descriptions by characterizing the discrete and continuous admittance functions.

The discrete admittance functions will turn out to be of the form of the Stieltjes' continued fractions:

$$
\begin{equation*}
R(\lambda)=\frac{1}{\frac{1}{\gamma_{l}}+\frac{1}{\gamma_{l-1} \lambda^{2}+\cdots+\frac{1}{\frac{1}{\gamma_{3}}+\frac{1}{\gamma_{2} \lambda^{2}+\frac{1}{\frac{1}{\gamma_{1}}}}}}} \tag{2.9}
\end{equation*}
$$

where $\gamma_{i}$ 's are the conductivities on the layers of the discrete disks. This explicit formula will allow us to show a one-to-one correspondence between the admittance functions of discrete disks with $l$ layers and the Blaschke products of degree $l$. (This correspondence together with the Pick-Nevanlinna interpolation theorem is a key to the discrete inverse problem; see section 4.3.)

It follows from (2.9) that

$$
\begin{equation*}
\beta(\lambda)=\frac{R(\lambda)}{\lambda} \tag{2.10}
\end{equation*}
$$

has a natural extension to an analytic function from the right half-plane $\mathbb{C}^{+}$to itself. We define

$$
\mathfrak{B}=\left\{\beta: \mathbb{C}^{+} \rightarrow \mathbb{C}^{+}, \beta \text { is analytic, } \beta(\lambda)>0 \text { for } \lambda>0\right\}
$$

Applying the Pick-Nevanlinna interpolation theorem (see [12], [16]), we will prove the following theorem.

Theorem 2.5. A linear map $\Lambda: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is the Dirichlet-to-Neumann map of a discrete disk if and only if $\Lambda$ is diagonal in the orthogonal basis

$$
\left.e^{i k \theta}\right|_{\partial_{n}}, k=-m, \ldots, 0, \ldots, m
$$

$\Lambda 1=0$, and there is a function $\beta$ in $\mathfrak{B}$ such that

$$
\left.\Lambda e^{ \pm i k \theta}\right|_{\partial_{n}}=\left.\omega_{k}^{(n)} \beta\left(\omega_{k}^{(n)}\right) e^{ \pm i k \theta}\right|_{\partial_{n}}, k=1, \ldots, m
$$

In other words the set of the Dirichlet-to-Neumann maps is equal to

$$
\begin{equation*}
\left\{\sqrt{-\left[\frac{d^{2}}{d \theta^{2}}\right]} \beta\left(\sqrt{-\left[\frac{d^{2}}{d \theta^{2}}\right]}\right): \beta \in \mathfrak{B}\right\} \tag{2.11}
\end{equation*}
$$

It turns out that a continuous analogue of this theorem is true. (Our proof heavily uses the characterization of spectral measures of inhomogeneous strings done by Krein and Kac [9]; see also [5].)

Theorem 2.6. The closure of the set of the layered Dirichlet-to-Neumann maps for conductivities in $C$ equals

$$
\begin{equation*}
\bar{L}=\left\{\sqrt{-\frac{d^{2}}{d \theta^{2}}} \beta\left(\sqrt{-\frac{d^{2}}{d \theta^{2}}}\right): \beta \in \mathfrak{B}\right\} . \tag{2.12}
\end{equation*}
$$

Remark. Equation (2.1) in the layered case after separation of variables is sometimes replaced by the integral equation described in section 3.2 (see [14]). This allows one to define the admittance function, and therefore the Dirichlet-to-Neumann map, for conductivity given by a positive measure. This may be a cleaner setting in which one does not need to take the closure of the set of Dirichlet-to-Neumann maps to get the equality above.
2.6. The " $\gamma \leftrightarrow \frac{1}{\gamma}$ " duality. We note, without a proof, that the following identity is true; see [9] or [5]:

$$
\Lambda_{\gamma} \Lambda_{\frac{1}{\gamma}}=\Lambda_{\frac{1}{\gamma}} \Lambda_{\gamma}=-\frac{d^{2}}{d \theta^{2}}
$$

DEFINITION 2.7. Two disks $D_{\gamma}(n, l)$ and $D_{\frac{1}{\gamma}}^{*}(n, l)$ with conductivities on layers, respectively, $\left\{\delta_{1}, \xi_{1}, \delta_{2}, \xi_{2}, \delta_{3}, \ldots\right\}$ and $\left\{\frac{1}{\delta_{1}}, \frac{1}{\xi_{1}}, \frac{1}{\delta_{2}}, \frac{1}{\xi_{2}}, \frac{1}{\delta_{3}}, \ldots\right\}$ are called dual.

We will show that

$$
\Lambda\left(D_{\frac{1}{\gamma}}^{*}\right) \Lambda\left(D_{\gamma}\right)=\Lambda\left(D_{\gamma}\right) \Lambda\left(D_{\frac{1}{\gamma}}^{*}\right)=-\left[\frac{d^{2}}{d \theta^{2}}\right]
$$

Remark. We find the following result amusing. It was motivated by a question of G. Uhlmann. This question, together with the paper [16], has stimulated this paper. If $\gamma$ is identically 1 on $\overline{\mathbb{D}}$ then the corresponding Dirichlet-to-Neumann map as an operator is the positive square root of the minus Laplacian on $\partial \mathbb{D}$. In symbols,

$$
\Lambda_{1}=\sqrt{-\frac{d^{2}}{d \theta^{2}}}
$$

The question: Is

$$
\sqrt{-\left[\frac{d^{2}}{d \theta^{2}}\right]}
$$

the Dirichlet-to-Neumann map of a circular planar graph? The answer is yes. It is an easy corollary of Theorem 2.5.

### 2.7. Approximation of continuous Dirichlet-to-Neumann maps by dis-

 crete ones.Remark. We note that from the results in [8] it follows that the discrete disks give all possible Dirichlet-to-Neumann maps of circular planar graphs. In particular, the discrete disks with layered conductivity give all possible Dirichlet-to-Neumann maps $\Lambda$ of circular planar graphs with the eigenvectors $\left.e^{ \pm i k \theta}\right|_{\partial_{n}}$. Therefore, for the purposes of the approximations of continuous Dirichlet-to-Neumann maps of the disk with layered conductivity by the discrete ones, one loses nothing essential considering only the discrete disks with layered conductivity and not all circular planar graphs.

The Pick-Nevalinna interpolation theorem (see [12]) lets us formulate the following "continuous is the limit of discrete" theorem.

ThEOREM 2.8. In the layered case, the eigenvectors of discrete Dirichlet-toNeumann maps are restrictions of the eigenfunctions of the continuous Dirichlet-toNeumann maps.

Let $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}$ be the first (corresponding to $e^{i \theta}, e^{2 i \theta}, \ldots, e^{i k \theta}$ ) eigenvalues of a map from $\bar{L}$. Then there exists a sequence of discrete disks $\left\{D_{n}\right\}$ with the first eigenvalues $\lambda_{1}^{n}, \lambda_{2}^{n}, \ldots, \lambda_{k}^{n}$ such that

$$
\lambda_{j}=\lim _{n \rightarrow \infty} \lambda_{j}^{n}, 1 \leq j \leq k
$$

Conversely, let $\left\{D_{n}\right\}$ be a sequence of discrete disks such that the limits above exist. Then there exists an element of $\bar{L}$ with the first $k$ eigenvalues being equal to the limits.
2.8. Characterization of kernels: Positive definite functions. We will now show the existence and characterize the kernels of the Dirichlet-to-Neumann maps in the layered case. We show the existence by an explicit calculation of the kernel of a map from $\bar{L}$ in terms of the corresponding admittance function $R(\lambda)$. Recall that the layered Dirichlet-to-Neumann maps commute with rotations and reflections (with respect to the origin) of functions. It follows that the kernel of $\Lambda_{\gamma}$ has to be of the convolution type

$$
K(\phi, \theta)=h(\phi-\theta)
$$

where $h$ is a distribution on $\mathbb{R}$ such that

$$
h(s)=h(s+2 \pi)=h(2 \pi-s), s \in \mathbb{R}
$$

and

$$
\int_{0}^{2 \pi} h(s) \cos \lambda s d s=R(\lambda), \lambda>0
$$

To proceed we need the following representation of analytic functions that maps the right half-plane to itself (see [1]).

Theorem 2.9 (Herglotz). A function $\beta$ is in $\mathfrak{B}$ if and only if for some $c, C \geq 0$

$$
\beta(\lambda)=C \lambda+\frac{c}{\lambda}+\int_{0}^{\infty} \frac{\lambda\left(1+t^{2}\right) d \sigma(t)}{\lambda^{2}+t^{2}}
$$

where $\sigma$ is a positive measure of bounded variation on $(0, \infty)$. A straightforward calculation gives us the following lemma.

Lemma 2.10. A distribution $K$ on $\partial \mathbb{D} \times \partial \mathbb{D}$ is the kernel of a map in the closure of the set of the layered Dirichlet-to-Neumann maps if and only if

$$
K(\phi, \theta)=h(\phi-\theta)
$$

where $h$ is a distribution on $\mathbb{R}$ such that $h(s)=h(s+2 \pi)=h(2 \pi-s), s \in \mathbb{R}$,

$$
\int_{0}^{2 \pi} h(s) d s=0
$$

and for $s \in[0,2 \pi)$

$$
\begin{equation*}
h(s)=c \delta(0)-C \delta^{\prime \prime}(0)+\int_{0}^{\infty} t \frac{e^{-s t}+e^{(s-2 \pi) t}}{1-e^{-2 \pi t}}\left(1+t^{2}\right) d \sigma(t) \tag{2.13}
\end{equation*}
$$

where $c, C \geq 0$ and $\sigma$ is a positive measure of bounded variation on $(0, \infty)$.

Corollary 2.11. The kernel of a layered Dirichlet-to-Neumann map is $C^{\infty}$ off the diagonal.

We will now explain a connection of the characterization in Lemma 2.10 with the alternating property.

Definition 2.12. A continuous function $f$ on a possibly infinite interval ( $a, b$ ) is positive definite if

$$
\operatorname{det}\left\{f\left(x_{i}+y_{j}\right)\right\}_{1}^{m} \geq 0
$$

for all $m \in \mathbb{N}, x_{i}+y_{j} \in(a, b)$.
It follows that $f$ is positive definite on $(0,2 \pi)$ if and only if the kernel $K(\phi, \theta)=$ $f(\phi-\theta)$ satisfies the right sign property. We are now one step from restating the characterization of the kernels in terms of their right sign property. We need the following classical characterization of the positive definite functions (see [10]).

Theorem 2.13 (Bochner). A continuous function $f$ is positive definite on a possibly infinite interval $(a, b)$ if and only if there exists a positive $\sigma$-finite measure $\nu$ on $\mathbb{R}$ such that

$$
f(x)=\int_{-\infty}^{+\infty} e^{x t} d \nu(t)
$$

We now state one of the main results of this paper.
Theorem 2.14. A distribution $K$ on $\partial \mathbb{D} \times \partial \mathbb{D}$ is the kernel of a map in the closure of the set of the layered Dirichlet-to-Neumann maps if and only if

$$
K(\phi, \theta)=h(\phi-\theta),
$$

where $h$ is a distribution on $\mathbb{R}$ such that $h(s)=h(s+2 \pi)=h(2 \pi-s), s \in \mathbb{R}$,

$$
\int_{0}^{2 \pi} h(s) d s=0, \quad \int_{0}^{2 \pi} h(s)(\cos s-1) d s<\infty
$$

and $h$ is positive definite on $(0,2 \pi)$.
A discrete analogue of this theorem is an easy corollary of Theorems 2.2 and 2.3 and conductivity recovery algorithm in [3].
2.9. The inverse problems. The continuous inverse problem will be reduced to an inverse Sturm-Liouville problem studied by Krein; see [9]. We obtain the following result.

Theorem 2.15. The map from layered conductivities to corresponding Dirichlet-to-Neumann maps is injective on $C$.

Conjecture. We would conjecture that the condition above for uniqueness in the inverse problem is sharp since if for some $\epsilon>0$

$$
\int_{\epsilon}^{1}\left(\gamma+\frac{1}{\gamma}\right) d r=\infty
$$

then electrical flow does penetrate closer than $\epsilon$ to the origin and no information about $\gamma$ on $[0, \epsilon)$ can be obtained from $\Lambda_{\gamma}$.

Our main result on the discrete inverse problem can be roughly stated as the following theorem.

Theorem 2.16. A layered conductivity on $D(2 m+1, l)$ or $D^{*}(2 m+1, l)$ can be recovered from the corresponding Dirichlet-to-Neumann map if and only if $l \leq m$.
(See section 4.3 for a refined version.) Theorem 2.16 follows from the general theory in [3] and [4]. In this paper the proof of the uniqueness and the conductivity recovery algorithm are much simpler due to the assumed form of the conductivity.

Our algorithm shows an intimate connection between the discrete inverse problem and the Pick-Nevalinna interpolation problem.
2.10. The case of a half-plane. One often considers the Dirichlet-to-Neumann maps of the lower half-plane with a conductivity that is constant on horizontal lines. For that layered case the following results hold. Let $\bar{L}_{\text {half-plane }}$ be defined by analogy with $\bar{L}$.

Theorem 2.17.

$$
\bar{L}_{\text {half-plane }}=\left\{\sqrt{-\frac{d^{2}}{d x^{2}}} \beta\left(\sqrt{-\frac{d^{2}}{d x^{2}}}\right): \beta \in \mathfrak{B}\right\} .
$$

ThEOREM 2.18. A distribution $K$ on $\mathbb{R} \times \mathbb{R}$ is the kernel of a map from $\bar{L}_{\text {half-plane }}$ if and only if

$$
K(\phi, \theta)=h(\phi-\theta)
$$

where $h$ is a distribution on $\mathbb{R}$ such that $h(s)=h(-s)$,

$$
\int_{0}^{\infty} h(s) d s=0, \quad \int_{0}^{\infty} h(s)(\cos s-1) d s<\infty
$$

and $h$ is positive definite on $(0, \infty)$.
3. Continuous problem. Our assumption that $\gamma$ depends only on $r$ makes it possible to reduce our subject of study to a 1-dimensional one.

### 3.1. Reduction to a 1 -dimensional problem.

Lemma 3.1. The solution to the Dirichlet problem on $\mathbb{D}$ with the boundary data $e^{i k \theta}, k \in \mathbb{Z}$ is of the form

$$
u_{k}(r, \theta)=a_{k}(r) e^{i k \theta}
$$

Proof. Suppose $u$ is $\gamma$-harmonic and $\left.u\right|_{\partial \mathbb{D}}=e^{i k \theta}$. Since the conductivity is constant on circles, for all $\epsilon>0$

$$
v(r, \theta)=u(r, \theta+\epsilon)-u(r, \theta)
$$

is also $\gamma$-harmonic and $\left.v\right|_{\partial \mathbb{D}}=e^{i k \theta}\left(e^{i k \epsilon}-1\right)$. Hence, by the uniqueness of the solution of the Dirichlet problem,

$$
\begin{gathered}
u_{k}(r, \theta)\left(e^{i k \epsilon}-1\right)=u_{k}(r, \theta+\epsilon)-u_{k}(r, \theta) \\
\Rightarrow u_{k}(r, \theta) e^{i k \epsilon}=u_{k}(r, \theta+\epsilon) \\
\Rightarrow u_{k}(r, \theta)=a_{k}(r) e^{i k \theta} .
\end{gathered}
$$

Corollary 3.2. $\Lambda_{\gamma}$ and $\frac{d^{2}}{d \theta^{2}}$ have the same eigenfunctions

$$
e^{i k \theta}, k \in \mathbb{Z}
$$

We have that for $k \in \mathbb{N}$

$$
\left\{\begin{array}{l}
a_{k}(0)=0 \\
a_{k}(1)=1
\end{array}\right.
$$

Writing (2.1) in polar coordinates gives

$$
\begin{equation*}
\frac{d}{d r} \gamma(r) r \frac{d}{d r} a_{k}(r)-k^{2} \frac{\gamma(r)}{r} a_{k}(r)=0 \tag{3.1}
\end{equation*}
$$

The eigenvalue of $\Lambda_{\gamma}$ corresponding to $e^{i k \theta}$ and $e^{-i k \theta}$ is

$$
R(k)=\gamma \frac{d a_{k}}{d r}(1)
$$

For $\gamma \in C$ we make the change of variable

$$
x=\int_{r}^{1} \frac{d t}{t \gamma(t)}
$$

Let $x_{\infty}=\int_{0}^{1} \frac{d t}{t \gamma(t)} \leq \infty$. We have

$$
\begin{gather*}
\left(\frac{1}{\gamma(x)^{2}} \frac{d}{d x}\right) \frac{d}{d x} a_{k}(x)=k^{2} a_{k}(x), x \in\left(0, x_{\infty}\right)  \tag{3.2}\\
\left\{\begin{array}{l}
a_{k}(0)=1 \\
a_{k}\left(x_{\infty}\right)=0
\end{array}\right.
\end{gather*}
$$

and

$$
R(k)=-\frac{d a_{k}}{d x}(0)
$$

The investigations by Krein and Kac, outlined in the next section, show that the admittance function $R$ is well-defined even if the operator $\frac{1}{\gamma(x)^{2}} \frac{d}{d x}$ in (3.2) is replaced by $\frac{d}{d m(x)}$ where $m(x)$ is a distribution function of a positive measure. If $m(x)$ is differentiable then

$$
m(x)=\int_{0}^{x} \gamma(x)^{2} d x=\int_{r}^{1} \frac{\gamma(r) d r}{r}
$$

3.2. Small vibrations of strings. We will give now, without proofs, an outline of some results of Krein and Kac; see also [5].

Definition 3.3. A string is a pair lm, where $l$ is the length of the string $(0<$ $l \leq \infty)$ and

$$
m=m(x), x \in[0, l]
$$

is a nondecreasing function with

$$
0 \leq m(x)<\infty \text { for } 0 \leq x<l
$$

The value of $m$ at $x$ represents the mass of the interval $[0, x]$.
We note that this definition is slightly different from the one in [9] and [5]. Instead of considering different ways of attaching the right end of the string we allow a weightless interval at that end.

If the right end $l$ of the string is fixed, and a pulsating force

$$
F=A \sin \sqrt{\zeta} t, \zeta \notin \mathbb{R}
$$

is applied to the left end in the direction perpendicular to the $x$-axis, the forced oscillation of the left end satisfies the law

$$
y=\Omega(\zeta) A \sin \sqrt{\zeta} t
$$

The function $\Omega$ is called the coefficient of dynamic compliance of the string.
The amplitude function of the oscillation satisfies the following integral equation:

$$
\begin{equation*}
\psi(x, \zeta)=\psi(0, \zeta)+\psi_{-}^{\prime}(0, \zeta) x-\zeta \int_{0}^{x}(x-s) \psi(s, \zeta) d m(s) \tag{3.3}
\end{equation*}
$$

If $m$ has the density $\rho(x)=d m / d x$ this equation has an equivalent differential form

$$
\begin{equation*}
\frac{1}{\rho(x)} \frac{d^{2}}{d x^{2}} \psi(x, \zeta)=-\zeta \psi(x, \zeta) \tag{3.4}
\end{equation*}
$$

The integral form makes the general characterizations below possible.
Let $\phi(x, \zeta)$ and $\theta(x, \zeta)$ be the solutions of (3.3) with the boundary conditions

$$
\left\{\begin{array} { l } 
{ \phi ( 0 , \zeta ) = 1 , } \\
{ \frac { d \phi } { d x } ( 0 , \zeta ) = 0 }
\end{array} \text { and } \left\{\begin{array}{l}
\theta(0, \zeta)=0 \\
\frac{d \theta}{d x}(0, \zeta)=1
\end{array}\right.\right.
$$

For every $x \in\left[0, x_{\infty}\right)$ the functions $\phi(x, \zeta)$ and $\theta(x, \zeta)$ are entire functions of $\zeta$. The coefficient of dynamic compliance is determined by these fundamental solutions:

$$
\Omega(\zeta)=\lim _{x \rightarrow l} \frac{\theta(x, \zeta)}{\phi(x, \zeta)}
$$

Note that

$$
\psi(x, \zeta)=\phi(x, \zeta)-\frac{1}{\Omega(\zeta)} \theta(x, \zeta)
$$

is the solution of (3.3) with

$$
\left\{\begin{array}{l}
\psi(0, \zeta)=1 \\
\psi(l, \zeta)=0
\end{array}\right.
$$

The following fundamental theorem is proved in [9]; see also [5].
Theorem 3.4. For every function of the form

$$
\Omega(\zeta)=C-\frac{c}{\zeta}+\int_{0}^{\infty} \frac{\left(1+t^{2}\right) d \sigma(t)}{t^{2}-\zeta}, \zeta \in \mathbb{C}-[0,+\infty)
$$

where $\sigma$ is a positive measure of bounded variation on $(0, \infty)$ there exists a unique string for which $\Omega$ serves as the coefficient of dynamic compliance. And for every string its coefficient of dynamic compliance is of this form.

The measure $\sigma$ is essentially the spectral measure of the operator $\frac{1}{\rho(x)} \frac{d^{2}}{d x^{2}}$. In particular for any $x, y \in\left[0, x_{\infty}\right)$

$$
\int_{0}^{\infty} \phi(x, \zeta) \phi(y, \zeta)\left(1+\zeta^{2}\right) d \sigma(\zeta)=\delta(x-y)
$$

The map from the strings to their coefficients of dynamic compliance is continuous in a sense that if

$$
\lim _{n \rightarrow \infty} m_{n}(x) \rightarrow m(x)
$$

for all $x \in\left(0, x_{\infty}\right)$ such that $x$ is not a jump of $m$ then

$$
\lim _{n \rightarrow \infty} \Omega_{n}(\zeta) \rightarrow \Omega(\zeta) \text { for all } \zeta \in \mathbb{C}-[0,+\infty)
$$

Corollary 3.5. The formula

$$
\beta(\zeta)=\zeta \Omega\left(-\zeta^{2}\right)
$$

gives a one-to-one correspondence between coefficients of dynamic compliance of strings and analytic functions

$$
\beta: \mathbb{C}^{+} \rightarrow \mathbb{C}^{+}
$$

with $\beta(\zeta)>0$ for $\zeta>0$.
Proof. Herglotz's theorem in the introduction of this paper.
3.3. Corollaries of the results of Krein and Kac. We now can put several pieces together to get Theorem 2.6. From section 3.1 and Corollary 3.5 we have that

$$
L \subset\left\{\sqrt{-\frac{d^{2}}{d \theta^{2}}} \beta\left(\sqrt{-\frac{d^{2}}{d \theta^{2}}}\right): \beta \in \mathfrak{B}\right\}
$$

Suppose a sequence $\left\{\beta_{n}\right\} \subset \mathfrak{B}$ is such that $\lim _{n \rightarrow \infty} \beta_{n}(k)$ exists for all $k \in \mathbb{N}$. Then (see [12]) there exists $\beta \in \mathfrak{B}$ such that $\lim _{n \rightarrow \infty} \beta_{n}(k)=\beta(k)$ for all $k \in \mathbb{N}$. Therefore, from the definition of convergence of Dirichlet-to-Neumann maps from section 2.4,

$$
\bar{L} \subset\left\{\sqrt{-\frac{d^{2}}{d \theta^{2}}} \beta\left(\sqrt{-\frac{d^{2}}{d \theta^{2}}}\right): \beta \in \mathfrak{B}\right\}
$$

The map from strings to their coefficients of dynamic compliance is continuous in the topology described in section 3.2. The strings with differentiable mass, which correspond to conductivities from $C$ after the change of variable (section 3.1), are obviously dense in the same topology in the set of all strings. This shows that the containment above is in fact the equality and finishes the proof of Theorem 2.6.

We will now show that the uniqueness in Theorem 3.4 implies Theorem 2.15.
For a conductivity $\gamma$ in $C$ we put in correspondence the string $l m$ with the length

$$
l=\int_{0}^{1} \frac{d r}{r \gamma(r)} \leq \infty
$$

and the mass density

$$
\rho\left(\int_{r}^{1} \frac{d t}{t \gamma(t)}\right)=\gamma^{2}(r)
$$

The admittance function corresponding to $\gamma$ and the coefficient of dynamic compliance of the string are connected by

$$
\begin{equation*}
R(\lambda)=\frac{1}{\Omega\left(-\lambda^{2}\right)} \tag{3.5}
\end{equation*}
$$

By Corollary 3.5 we have that

$$
\frac{R(\lambda)}{\lambda}: \mathbb{C}^{+} \rightarrow \mathbb{C}^{+}
$$

is analytic in $\mathbb{C}^{+}$and, therefore, is determined by its values at integers (see [15]). Therefore, the Dirichlet-to-Neumann map $\Lambda_{\gamma}$ determines the coefficient of dynamic compliance $\Omega(\lambda)$ of the correspondent string. Theorem 3.4 guarantees a unique corresponding string with density $\rho$. The conductivity can be found then by

$$
\begin{equation*}
\gamma\left(e^{-\int_{0}^{x} \sqrt{\rho(t)} d t}\right)=\sqrt{\rho(x)} \tag{3.6}
\end{equation*}
$$

3.4. Characterization of kernels: Positive definite functions. We will now explore the role of positive definite functions.

Lemma 3.6. Let

$$
\begin{equation*}
f(s)=-\int_{0}^{\infty} t \frac{e^{-s t}+e^{(s-2 \pi) t}}{1-e^{-2 \pi t}}\left(1+t^{2}\right) d \sigma(t), \quad s \in(0, \pi) \tag{3.7}
\end{equation*}
$$

where $\sigma$ is a positive measure of bounded variation on $(0, \infty)$; then

$$
\int_{0}^{\pi} f(s)(\cos \lambda s-1) d s=\int_{0}^{\infty} \frac{\lambda^{2}\left(1+t^{2}\right) d \sigma(t)}{\lambda^{2}+t^{2}}
$$

for $\lambda \in \mathbb{C}^{+}$.
Proof. Tonelli's theorem.
We are now in a position to prove Theorem 2.14.
Proof. The fact that the kernel of a map from $\bar{L}$ has the properties of the Theorem 2.14 follows directly from Herglotz's theorem and Lemma 3.6. We now show the other direction.

By Bochner's theorem in section 2, if $-f$ is positive definite on $(0,2 \pi)$, there exists a $\sigma$-finite measure $\nu$ on $\mathbb{R}$ such that

$$
f(s)=-\int_{-\infty}^{+\infty} e^{-s t} d \nu(t), s \in(0,2 \pi) .
$$

Since

$$
f(s)=f(2 \pi-s),
$$

there exists a $\sigma$-finite measure $\tau$ on $(0, \infty)$ such that

$$
f(s)=-\frac{1}{2} \int_{-\infty}^{+\infty} e^{-s t}+e^{-(2 \pi-s) t} d \nu(t)=-\int_{0}^{\infty} e^{-s t}+e^{-(2 \pi-s) t} d \tau(t) .
$$

Since

$$
\int_{0}^{\pi} f(s)(\cos s-1) d s<\infty
$$

by Lemma 3.6 with $\lambda=1$ and $d \tau(t)=\frac{t\left(1+t^{2}\right)}{1-e^{-2 \pi t}} d \sigma(t)$

$$
\begin{gathered}
\int_{0}^{\infty} \frac{1-e^{-2 \pi t}}{t\left(1+t^{2}\right)} d \tau(t)<\infty \\
\Rightarrow f(s)=-\int_{0}^{\infty} t \frac{e^{-s t}+e^{(s-2 \pi) t}}{1-e^{-2 \pi t}}\left(1+t^{2}\right) d \sigma(t), \quad s \in(0, \pi)
\end{gathered}
$$

for a positive measure of bounded total variation $\sigma$. Invoking of Lemma 3.6 and Theorem 3.4 finishes the proof.

The arguments above can be easily transformed to give Theorems 2.17 and 2.18 for the half-plane. Lemma 3.6 should be replaced by the following lemma.

Lemma 3.7. Let

$$
\begin{equation*}
g(s)=-\int_{0}^{\infty} t e^{-s t}\left(1+t^{2}\right) d \sigma(t), \quad s \in(0, \infty) \tag{3.8}
\end{equation*}
$$

where $\sigma$ is a positive measure of bounded variation on $[0, \infty)$; then

$$
\int_{0}^{\infty} g(s)(\cos \lambda s-1) d s=\int_{0}^{\infty} \frac{\lambda^{2}\left(1+t^{2}\right) d \sigma(t)}{\lambda^{2}+t^{2}}
$$

for $\lambda \geq 0$.
4. Discrete problem. We will proceed in a manner similar to the continuous case.

### 4.1. Reduction to a 1 -dimensional problem.

Lemma 4.1. The solution to the Dirichlet problem on $D_{n}$ with the boundary data $\left.e^{i k \theta}\right|_{\partial_{n}}$ is of the form

$$
u_{k}(r, \theta)=a_{k}(r) e^{i k \theta} .
$$

Proof. Suppose $u$ is $\gamma$-harmonic and $\left.u\right|_{\partial_{n}}=e^{i k \theta}$. Since the conductivity is constant on layers, the function

$$
v(r, \theta)=u\left(r, \theta+\frac{2 \pi}{n}\right)-u(r, \theta)
$$

is also $\gamma$-harmonic and $\left.v\right|_{\partial_{n}}=e^{i k \theta}\left(e^{i \frac{2 \pi k}{n}}-1\right)$. Hence, by the uniqueness of the solution of the Dirichlet problem,

$$
\begin{gathered}
u_{k}(r, \theta)\left(e^{i \frac{2 \pi k}{n}}-1\right)=u_{k}\left(r, \theta+\frac{2 \pi}{n}\right)-u_{k}(r, \theta) \\
\Rightarrow u_{k}(r, \theta) e^{i \frac{2 \pi}{n}}=u_{k}\left(r, \theta+\frac{2 \pi}{n}\right) \\
\Rightarrow u_{k}(r, \theta)=a_{k}(r) e^{i k \theta}
\end{gathered}
$$

Corollary 4.2. $\Lambda_{\gamma}$ and $\left[\frac{d^{2}}{d \theta^{2}}\right]$ have the same eigenvectors.
We will now derive an explicit formula for the eigenvalues of $\Lambda_{\gamma}$ in terms of $\gamma$. We will do it in a way that emphasizes the relevance of the Sturm-Liouville and beads-on-a-string inverse problems [7] to discrete impedance tomography. Let us first consider the case of $D(n, l)$ with an odd $l$.

Let $\left\{\delta_{1}, \xi_{1}, \delta_{2}, \xi_{2}, \ldots, \delta_{\frac{l+1}{2}}\right\}$ denote the conductivities on layers of $D(n, l)$ starting from the origin. For $k \neq 0$

$$
\left\{\begin{array}{l}
a_{k}(0)=0 \\
a_{k}(1)=1 \\
\delta_{j}\left(a_{k}\left(r_{j}\right)-a_{k}\left(r_{j-1}\right)\right)+\delta_{j+1}\left(a_{k}\left(r_{j}\right)-a_{k}\left(r_{j+1}\right)\right)+\xi_{j} a_{k}\left(\omega_{k}^{(n)}\right)^{2}=0
\end{array}\right.
$$

Let $P\left(\lambda, r_{j}\right)$ be the unique solution of the following problem:
$\left\{\begin{array}{l}P(\lambda, 0)=0, \\ P\left(\lambda, r_{1}\right)=1, \\ \delta_{j}\left(P\left(\lambda, r_{j}\right)-P\left(\lambda, r_{j-1}\right)\right)+\delta_{j+1}\left(P\left(\lambda, r_{j}\right)-P\left(\lambda, r_{j+1}\right)\right)+\lambda^{2} \xi_{j} P\left(\lambda, r_{j}\right)=0 .\end{array}\right.$
Let

$$
Q\left(\lambda, r_{j}\right)=\delta_{j}\left(P\left(\lambda, r_{j}\right)-P\left(\lambda, r_{j-1}\right)\right)
$$

Then

$$
\lambda_{k}^{(n)}=\frac{Q\left(\omega_{k}^{(n)}, 1\right)}{P\left(\omega_{k}^{(n)}, 1\right)}
$$

We also have

$$
\left\{\begin{array}{l}
P\left(\lambda, r_{j}\right)=P\left(\lambda, r_{j-1}\right)+\frac{1}{\delta_{j}} Q\left(\lambda, r_{j}\right)  \tag{4.1}\\
Q\left(\lambda, r_{j}\right)=Q\left(\lambda, r_{j-1}\right)+\xi_{j-1} \lambda^{2} P\left(\lambda, r_{j-1}\right)
\end{array}\right.
$$

Therefore,

$$
\begin{gather*}
\frac{Q\left(\lambda, r_{j}\right)}{P\left(\lambda, r_{j}\right)}=\frac{Q\left(\lambda, r_{j}\right)}{P\left(\lambda, r_{j-1}\right)+\frac{1}{\delta_{j}} Q\left(\lambda, r_{j}\right)} \\
=\frac{1}{\frac{1}{\delta_{j}}+\frac{P\left(\lambda, r_{j-1}\right)}{Q\left(\lambda, r_{j}\right)}}=\frac{1}{\frac{1}{\delta_{j}}+\frac{P\left(\lambda, r_{j-1}\right)}{Q\left(\lambda, r_{j-1}\right)+\xi \lambda^{2} P\left(\lambda, r_{j-1}\right)}} \\
=\frac{1}{\frac{1}{\delta_{j}}+\frac{1}{\xi_{j-1} \lambda^{2}+\frac{Q\left(\lambda, r_{j-1}\right)}{P\left(\lambda, r_{j-1}\right)}}} \tag{4.2}
\end{gather*}
$$

Let

$$
\begin{equation*}
R(\lambda)=\frac{1}{\frac{1}{\delta_{\frac{l+1}{2}}}+\frac{1}{\xi_{\frac{l-1}{2}} \lambda^{2}+\cdots+\frac{1}{\frac{1}{\delta_{3}}+\frac{1}{\xi_{2} \lambda^{2}+\frac{1}{\frac{1}{\delta_{2}}+\frac{1}{\xi_{1} \lambda^{2}+\delta_{1}}}}}} .} \tag{4.3}
\end{equation*}
$$

Then the eigenvalues $\lambda_{k}^{(n)}$ of $\Lambda_{\gamma}$ are

$$
\lambda_{k}^{(n)}=R\left(\omega_{k}^{(n)}\right)
$$

To get the similar formula for other disks one should make corresponding $\delta_{1}$ or $\frac{1}{\delta_{\frac{1+1}{2}}}$ or both zero.
4.2. Characterizations of the Dirichlet-to-Neumann maps. We consider the function

$$
\begin{equation*}
\beta(\lambda)=\frac{1}{\lambda} R(\lambda)=\frac{1}{\frac{1}{\delta_{\frac{l+1}{2}}} \lambda+\frac{1}{\xi_{\frac{l-1}{2}} \lambda+\cdots+\frac{1}{\frac{1}{\delta_{3}} \lambda+\frac{1}{\xi_{2} \lambda+\frac{1}{\delta_{2}} \lambda+\frac{1}{\xi_{1} \lambda+\frac{1}{1}}}}} .} \tag{4.4}
\end{equation*}
$$

The function $\beta$ has the following properties:

1. $\beta$ is rational,
2. $\beta(\lambda): \mathbb{C}^{+} \rightarrow \mathbb{C}^{+}$,
3. $\beta(\lambda)>0$ for $\lambda>0$,
4. $\beta(-\bar{\lambda})=-\beta \overline{(\lambda)}$.

It turns out that these four properties characterize the continued fractions of the form (4.4); see [11].

Corollary 4.3. The set of the discrete Dirichlet-to-Neumann maps belongs to

$$
\left\{\sqrt{-\left[\frac{d^{2}}{d \theta^{2}}\right]} \beta\left(\sqrt{-\left[\frac{d^{2}}{d \theta^{2}}\right]}\right): \beta \in \mathfrak{B}\right\}
$$

Let

$$
\begin{equation*}
\tau(z)=\frac{1-z}{1+z}: \mathbb{C}^{+} \xrightarrow{1-1} \mathbb{D} \tag{4.5}
\end{equation*}
$$

The characterization in [11] can be restated as the following theorem.
Theorem 4.4. Let

$$
B: \mathbb{D} \rightarrow \mathbb{D}
$$

be a real Blaschke product. Then

$$
\begin{equation*}
\tau \circ B \circ \tau: \mathbb{C}^{+} \rightarrow \mathbb{C}^{+} \tag{4.6}
\end{equation*}
$$

can be written in unique way as a continued fraction of the form (4.4) with positive $\delta_{k}, \xi_{k}$. The number of coefficients in this continued fraction is equal to the number of terms in the product.

Conversely, every continued fraction of the form (4.4) with positive $\delta_{k}, \xi_{k}$ can be written in the form (4.6) for some real Blaschke product B.

The following theorem is a consequence of the Pick-Nevanlinna interpolation algorithm (see [6]; see also [12] and [16]).

Theorem 4.5. Consider

$$
\left\{z_{i}\right\},\left\{w_{i}\right\} \subset \mathbb{R}^{+}, i=1, \ldots, m
$$

There exists an analytic function

$$
\begin{gathered}
F: \mathbb{C}^{+} \rightarrow \mathbb{C}^{+} \\
F\left(z_{i}\right)=w_{i}, i=1, \ldots, m
\end{gathered}
$$

if and only if the matrix

$$
W=\left(\frac{w_{i}+w_{j}}{z_{i}+z_{j}}\right)_{i, j=1}^{m}
$$

is positive semidefinite, if and only if there exists a real Blaschke product $B$ such that

$$
\tau \circ B \circ \tau\left(z_{i}\right)=w_{i}, i=1, \ldots, m
$$

which may not be equal to $F$, e.g., $F \equiv 1$.
If $W$ is singular, the Blaschke product is unique, and the number of terms in it is equal to the size of the largest nonsingular principal minor of $W$.

If $W$ is not singular there are exactly two desired Blaschke products with the number of terms $m$, and an infinite family of the Blaschke products with the number of terms $>m$.

Corollary 4.6. The set of the discrete Dirichlet-to-Neumann maps contains

$$
\left\{\sqrt{-\left[\frac{d^{2}}{d \theta^{2}}\right]} \beta\left(\sqrt{-\left[\frac{d^{2}}{d \theta^{2}}\right]}\right): \beta \in \mathfrak{B}\right\}
$$

This finishes the proof of Theorem 2.5.
4.3. Solution of the discrete inverse problem. Let $\Lambda$ be an $n \times n, n=2 m+1$ discrete layered Dirichlet-to-Neumann map with the nonzero eigenvalues

$$
\lambda_{k}^{(n)}, k=1,2, \ldots, m
$$

Consider

$$
W=\left(\frac{\lambda_{i}^{(n)} / \omega_{i}^{(n)}+\lambda_{j}^{(n)} / \omega_{j}^{(n)}}{\omega_{i}^{(n)}+\omega_{j}^{(n)}}\right)_{i, j=1}^{m}
$$

If $W$ is singular, there is unique discrete disk $D=D(n, l)$ or $D^{*}(n, l)$ with unique radially symmetric conductivity $\gamma$ on it, such that

$$
\Lambda\left(D_{\gamma}\right)=\Lambda
$$

Theorems 4.4 and 4.5 give an explicit construction of $D_{\gamma}(n, l)$. Also, it follows that $l$ is equal to the size of the largest nonsingular principal minor of $W$, in particular $l<m$.

If $W$ is nonsingular, there are unique conductivities $\gamma, \gamma^{\prime}$ on the disks $D(n, m)$, $D^{*}(n, m)$, with

$$
\Lambda\left(D_{\gamma}(n, m)\right)=\Lambda\left(D_{\gamma^{\prime}}^{*}(n, m)\right)=\Lambda
$$

For every $D=D(n, l)$ or $D^{*}(n, l)$ with $l>m$ there are infinitely many condutivities $\gamma$ with

$$
\Lambda\left(D_{\gamma}\right)=\Lambda
$$
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# KAM THEORY AND A PARTIAL JUSTIFICATION OF GREENE'S CRITERION FOR NONTWIST MAPS* 

AMADEU DELSHAMS ${ }^{\dagger}$ AND RAFAEL DE LA LLAVE ${ }^{\ddagger}$


#### Abstract

We consider perturbations of integrable, area preserving nontwist maps of the annulus (those are maps in which the twist condition changes sign). These maps appear in a variety of applications, notably transport in atmospheric Rossby waves.

We show in suitable two-parameter families the persistence of critical circles (invariant circles whose rotation number is the maximum of all the rotation numbers of points in the map) with Diophantine rotation number. The parameter values with critical circles of frequency $\omega_{0}$ lie on a one-dimensional analytic curve.

Furthermore, we show a partial justification of Greene's criterion: If analytic critical curves with Diophantine rotation number $\omega_{0}$ exist, the residue of periodic orbits (that is, one fourth of the trace of the derivative of the return map minus 2 ) with rotation number converging to $\omega_{0}$ converges to zero exponentially fast. We also show that if analytic curves exist, there should be periodic orbits approximating them and indicate how to compute them.

These results justify, in particular, conjectures put forward on the basis of numerical evidence in [D. del Castillo-Negrete, J.M. Greene, and P.J. Morrison, Phys. D., 91 (1996), pp. 1-23]. The proof of both results relies on the successive application of an iterative lemma which is valid also for $2 d$-dimensional exact symplectic diffeomorphisms. The proof of this iterative lemma is based on the deformation method of singularity theory.
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## 1. Introduction.

1.1. The motivation. The main goal of this paper is to provide rigorous proofs of several phenomena discovered empirically by del Castillo-Negrete, Greene, and Morrison in [CGM1]. Even if our results will apply to a more general class of mapssee Definitions 1.3, 1.4, etc., for more precise definitions-we will start by describing the results of that paper and the applications of the results we present here.

In [CGM1], the authors consider the two-parameter family of area preserving maps, called there the "quadratic standard map"

$$
\begin{equation*}
T_{\omega, \varepsilon}(p, q)=\left(p+\varepsilon \sin (2 \pi q), q-(p+\varepsilon \sin 2 \pi q)^{2}+\omega(\bmod 1)\right) . \tag{1.1}
\end{equation*}
$$

One motivation for such study is that qualitatively similar maps appear naturally in the study of geostrophic flows and indeed in many problems in hydrodynamics and in other applications, mentioned briefly later.

The "unperturbed" map $T_{\omega, 0}$

$$
\begin{equation*}
T_{\omega, 0}(p, q)=(p, q+\Gamma(\omega, p)(\bmod 1)), \quad \Gamma(\omega, p)=\omega-p^{2} \tag{1.2}
\end{equation*}
$$

[^59]describes a situation where particles in a fluid are moving in a laminar flow whose velocity is faster in the middle $(p=0)$ but slower as we move away from the center of the stream. This is a very common situation in fluid motion, where often the motion slows down as we move closer to edges of the stream. In many applications, it is natural to consider $q$ as an angle. For example, in the description of the jet stream, $q$ corresponds to the longitude and $p$ is a range of latitudes.

The map $T_{\omega, 0}$ is an integrable map, since all the circles with fixed $p$ are invariant under $T_{\omega, 0}$ and the motion in them is a rigid rotation with rotation number $\Gamma(\omega, p)$. The quantity $\partial \Gamma / \partial p$-usually called the twist-measures the anisochronicity-i.e., the rate of change of frequencies among different invariant circles. The condition $\partial \Gamma / \partial p \neq$ 0 is called the "twist condition," and a map which satisfies the twist condition is called a (monotone) twist map. This twist condition does not hold in any map $T_{\omega, 0}$ given in (1.2), since $\partial \Gamma / \partial p$ changes sign in $p=0$. Accordingly, $T_{\omega, 0}$ is called a nontwist map. Note that changing of sign is stronger than the twist vanishing in some circle but being otherwise positive. These are the small twist maps, which also appear in many applications. The relevance of the twist condition comes from the celebrated KAM theorem which establishes that the invariant circles whose frequency satisfies a Diophantine condition persist under a small enough - in a smooth normarea preserving perturbation with zero mean flux. That is to say, twist mappings under perturbation look integrable for a large area. Nontwist maps, on the other hand, experience new phenomena in the area where the twist changes sign. (See later in this introduction for more references.)

The extra term modified by the small parameter $\varepsilon$ is representative of the maps that arise when one considers the physical effect of a small periodic oscillation transverse to the channel flow. Such phenomena occur frequently in hydrodynamics when channel flows are destabilized through a Hopf bifurcation. This happens in jet flows in the atmosphere due to Rossby waves. We refer to $[\mathrm{C}]$ and $[\mathrm{CM}]$ for a detailed description of the fluid mechanics motivation of such models, in particular for the justification of the use of a two-dimensional approximation. In this interpretation, the existence of invariant circles is very important, since they are complete barriers for the mixing of the material in the pole - one of the edges of the latitude $p$-with the material near the equator- the other edge of $p$. In the particular model for the atmosphere, these barriers give rise to the creation of "ozone holes" since they isolate the ozone created in the tropics from the regions near the poles.

For area preserving perturbations of twist maps, the twist theorem (see [He] for a quantitative version and [BHS] for an exhaustive description of KAM theory), ensures the persistence, for $|\varepsilon|$ small enough, of those invariant curves with a Diophantine rotation number $\omega_{0}$ :

$$
\begin{equation*}
\exists C>0, \theta \geq 0:\left|k \cdot \omega_{0}-m\right|^{-1} \leq C|k|^{\theta-1} \forall k \in \mathbb{Z}, m \in \mathbb{Z} \backslash\{0\} \tag{1.3}
\end{equation*}
$$

The set of Diophantine numbers has full measure. A paradigmatic example is $(\sqrt{5}-$ $1) / 2$, which satisfies the inequalities above for $\theta=0$.

Unfortunately, given a Diophantine rotation number $\omega_{0}$, the twist theorem cannot be applied to the map $T_{\omega_{0}, \varepsilon}$ close to the invariant circle $p=0$, since the twist condition breaks, and moreover the associated rotation number $\omega_{0}$ lies on the boundary of the range of the rotation numbers $\Gamma\left(\omega_{0}, p\right)$. The paper [CGM1] finds numerically-among other results-numerical evidence for the following claim.

Claim 1.1. Let $\omega_{0}=(\sqrt{5}-1) / 2$. Then, for $|\varepsilon| \ll 1$ there is a smooth curve $\omega(\varepsilon)$ with $\omega(0)=\omega_{0}$ such that
(a) if $\omega>\omega(\varepsilon)$, then $T_{\omega, \varepsilon}$ admits two invariant circles with rotation number $\omega_{0}$,
(b) If $\omega<\omega(\varepsilon)$, then $T_{\omega, \varepsilon}$ admits no invariant circles with rotation number $\omega_{0}$,
(c) If $\omega=\omega(\varepsilon)$, then $T_{\omega(\varepsilon), \varepsilon}$ admits an invariant circle with rotation number $\omega_{0}$.

The circle in (c), moreover, is "critical," that is, there exists a change of variables $(p, q) \rightarrow(A, \varphi)$ in its neighborhood in such a way that

$$
h^{-1} \circ T_{\omega(\varepsilon), \varepsilon} \circ h(A, \varphi)=\left(A, \varphi+\omega_{0}+\kappa A^{2}\right)+O\left(A^{3}\right), \quad \kappa \neq 0
$$

(in fact, $\kappa<0$ for the example in (1.1)).
It is worth noticing that the method used in [CGM1] to assess the existence of the invariant circles is the Greene's criterion, introduced in [Gr]. This criterion asserts that there exists an invariant circle with rotation number $\omega_{0}$ if and only if

$$
\operatorname{Res}\left(O_{m, n}\right):=\frac{1}{4}\left[\operatorname{tr}\left(D T_{\omega, \varepsilon}^{n}\left(O_{m, n}\right)\right)-2\right] \underset{m / n \rightarrow \omega_{0}}{\longrightarrow} 0
$$

for any sequence of periodic orbits $O_{m n}$ of type $m / n$ converging to $\omega_{0}$.
For the maps $T_{\omega, \varepsilon}$ as in (1.1), the Greene's criterion can be implemented numerically very efficiently. These maps are reversible and, for reversible maps, the search for periodic orbits of type $m / n$ (those are $n$-periodic orbits which make $m$ complete turns in the angle variable $q$ ) in some symmetry lines - not all of the map-can be reduced to finding zeros of one-dimensional functions, a tractable numerical task. In the paper [CGM1] the authors succeed in implementing this criterion, and therefore they also find numerical evidence for the following claim.

Claim 1.2. Greene's criterion applies.
In this paper, we will prove rigorous results that justify the experimental results we stated in detail above. We will state and prove a result that justifies Claim 1.1 and another one that justifies one of the implications in Claim 1.2, namely that if there exists an invariant circle, the residue goes to zero.

To our knowledge, the converse - that is, if the residue goes to zero for any sequence of periodic orbits $O_{m n}$ of type $m / n$ converging to $\omega_{0}$, one can find an invariant circle with rotation number $\omega_{0}$-remains an open problem even for twist maps. However, we call attention to the work of [KO], which proves that if there are periodic orbits of twist maps which are, in a precise sense, well distributed, one can find an invariant circle with rotation number related to that of the periodic orbit. We also note that if the renormalization group picture can be justified, at least to a certain extent, the Greene's criterion will also be justified and indeed several improvements on that give precise asymptotics of the residue (see [McK]).

It is worth remarking that an easy argument, which we will detail later in Proposition 4.4, shows that if there is a critical invariant circle as above, indeed it is approximated by periodic orbits of type $m / n$ with $m / n$ converging to $\omega_{0}$. Hence, this criterion is rather effective.

The general theory we will develop will not depend on the exact form for the map but on qualitative features that can be verified in the realistic models. Of course, the map (1.1) is a concrete model introduced for the purpose of discovering qualitative features through numerical calculations.

We also point out that other models having nontwist maps have appeared with other motivations. For example, they appear in celestial mechanics in problems such as the "critical inclination" $[\mathrm{K}]$ and in the study of billiards with a boundary moving periodically in time [KMOP1], [KMOP2] or in the study of the motion of particles in magnetic fields [ZZSUC]. As a matter of fact, since the iterates of a twist map are
not, in general, twist maps, we expect that they also appear as descriptions of regions of iterates of twist maps. (See, e.g., [BST], [Si].)

These nontwist maps exhibit a very rich phenomenology that has only now started to be explored. The papers cited above as well as [VG], [HH1], [HH2], [Si], [Ha1], [Ha2] contain descriptions and studies of a wealth of phenomena such as "scaling relations," "reconnection," "meandering curves," etc., that deserve to be investigated further. Notably in [Si], [Ha1], there are studies of new phenomena that happen in higher dimensional nontwist maps. In a very recent paper [DMS], it is shown that a generic unfolding of the tripling bifurcation of a fixed point of an area preserving map gives rise to nontwist maps and therefore critical invariant curves appear.
1.2. The methodology. In this paper, we will develop rigorous techniques that can produce results on two problems of the ones mentioned above: The existence of critical invariant circles and the validity of Greene's criterion. Needless to say, we hope that the techniques that we develop for this purpose (e.g., finding appropriate normal forms and quantitative error estimates of them in neighborhoods) can eventually be used in the study of some of these other phenomena.

About the method of proof we note that there are two basic methods in KAM theory to prove the persistence of invariant tori of exact symplectic mappings or Hamiltonian flows. One is based on applying successive transformations close to the invariant torus and another one is based on solving functional equations that express invariance. Both methods have complementary advantages. The functional equation method leads to very crisp proofs and they are more natural for numerical implementations. On the other hand, the methods based on transformation theory yield more information about the behavior of the map on a neighborhood of the invariant torus.

Since in this paper we wanted to discuss the partial justification of Greene's criterion, we certainly needed a method based on the transformation theory and it was natural to use the same method for the proof of the persistence of the invariant tori. In the future, we plan to come back to the functional method, especially in connection with a numerical implementation.

The proof we present here will be based on the deformation method. This method was introduced in the study of singularities of mappings [TL], [Mat] and it is very well suited for the study of equivalence of maps in situations where geometric structures are present [BLW], like families of exact symplectic diffeomorphisms. One can also use it for the regular KAM theorem [Ll]. In our case, the use of the deformation method is very natural since the unknown involves a family of maps.

Note that in this situation we are trying to study the persistence of invariant circles whose frequency is on the boundary of the frequencies that are present on the integrable map. This is in contrast with KAM theory, where the nondegeneracy conditions-the so-called twist condition or the more sophisticated Rüssmann conditions (see [BHS, Chapter 4]) -imply that the frequency under study is in the interior of the frequencies of the invariant circles in the integrable case.

Since the frequency we want to study is on the boundary of the frequencies, it is not difficult to consider a perturbation of the integrable case in which there is no invariant circle with the frequency we want. (It suffices to consider an integrable perturbation in which we just add-or subtract-an extra rotation so that all the invariant circles persist, but their rotation number is changed.)

Speaking heuristically, what we will do is to consider the regular perturbation theory supplemented with a choice of $\omega(\varepsilon)$. The regular perturbation theory may force
the $\omega_{0}$ out of the range of frequencies, but we will find the extra rotation $\omega(\varepsilon)$ that puts it on the boundary. Since in this method of proof one needs to consider families all the time, the use of the deformation method seems particularly well justified.

On a more technical level, we note that the proof will be based on an iterative lemma (Lemma 3.6) that describes how it is possible to obtain transformations that reduce the system to integrable. Moreover, we will present bounds on the error of this reduction depending on the domain. This iterative lemma can be applied repeatedly in different ways depending on how one plays the tradeoff between domain loss and accuracy. One can try to make the error decrease very fast at the price that the domain decreases very fast or one can make the error decrease slowly on a larger domain. In this way, one can obtain a unified approach towards KAM theory and towards exponentially small estimates, which we will show justify Greene's criterion. This approach has precedents in [DG1]. Since the iterative lemma, as well as the deformation method are widely applicable, we have developed it in an arbitrary dimension. The geometric considerations that lead to the KAM theorem for critical circles and to the Greene's criterion seem to be different in higher dimensions, so we have postponed the discussion of this part.
1.3. The results. Now we turn to making all these ideas more precise.

Definition 1.3. We say that a circle $S$, invariant under an area preserving map $T$ of $\mathbb{R} \times \mathbb{T}^{1} \equiv M$, is a critical invariant circle if there exists a canonical transformation $h:[-\delta, \delta] \times \mathbb{T}^{1} \rightarrow M$ in such a way that

$$
h^{-1} \circ T \circ h(A, \varphi)=\left(A, \varphi+\omega_{0}+\kappa A^{2}\right)+O\left(A^{3}\right)
$$

with $\kappa \neq 0$ and $h\left(\{0\} \times \mathbb{T}^{1}\right)=S$.
Remark. The definition of a critical circle includes in its hypothesis that the motion on the circle is conjugate to a rotation of $\omega_{0}$. We will not include the $\omega_{0}$ in the notation since it will be understood from the context.

We also recall-and we will develop it in more detail later in Lemma 4.2-that there is an analogue of Birkhoff normal form in a neighborhood of an invariant circle with a Diophantine rotation. (In the twist map case, this was also considered in [OS, FL].) Given $N \in \natural$, it is possible to find coefficients $\kappa_{1}, \ldots, \kappa_{N}$ and a canonical transformation $h$ such that

$$
\begin{equation*}
h^{-1} \circ T \circ h(A, \varphi)=\left(A, \varphi+\omega_{0}+\kappa_{1} A+\kappa_{2} A^{2}+\cdots+\kappa_{M} A^{M}\right)+O\left(A^{M+1}\right) \tag{1.4}
\end{equation*}
$$

The coefficients $\kappa_{1}, \ldots, \kappa_{N}$ are uniquely defined and are properties of the invariant circle. In this language, critical circles are those for which $\kappa_{1}=0, \kappa_{2} \neq 0$.

Definition 1.4. We will call an invariant circle nondegenerate when the normal form (1.4) does not vanish identically. That is, we can find $M \in$ b such that $\kappa_{1}=$ $\cdots=\kappa_{M-1}=0, \kappa_{M} \neq 0$.

Our result to justify Claim 1.1 is the following theorem.
ThEOREM 1.5. Let $\omega_{0}$ be a Diophantine number as in (1.3), $f_{\omega, \varepsilon}$ be a family of mappings from $\mathbb{R}^{1} \times \mathbb{T}^{1}$ to itself satisfying
(i) $f_{\omega, \varepsilon}(p, q)$ is analytic in

$$
\left|\omega-\omega_{0}\right|<\rho_{0}, \quad|\varepsilon|<\rho_{0}, \quad|\Im q|<\beta_{0}, \quad|p|<\rho_{0}
$$

and takes real values for $\omega, \varepsilon, p, q$ real;
(ii) $f_{\omega, \varepsilon}$ is exact symplectic $\forall \omega, \varepsilon$,
(iii) $f_{\omega, 0}(p, q)=(p, q+\Gamma(\omega, p))$ with

$$
\begin{aligned}
& \Gamma\left(\omega_{0}, 0\right)=\omega_{0}, \quad \frac{\partial}{\partial p} \Gamma\left(\omega_{0}, 0\right)=0, \\
& \frac{\partial^{2}}{\partial p^{2}} \Gamma\left(\omega_{0}, 0\right)=t<0, \quad \frac{\partial}{\partial \omega} \Gamma\left(\omega_{0}, 0\right)=s>0 .
\end{aligned}
$$

Then, we can find a $\delta>0$ and an analytic function $\omega$ defined for $|\varepsilon|$ sufficiently small and taking real values for $\varepsilon$ real in such a way that
(a) $f_{\omega(\varepsilon), \varepsilon}$ has exactly one critical invariant circle in $[-\delta, \delta] \times \mathbb{T}^{1}$;
(b) if $\omega<\omega(\varepsilon), f_{\omega, \varepsilon}$ has no points in $[-\delta, \delta] \times \mathbb{T}^{1}$ with rotation number $\omega_{0}$, and if $\omega>\omega(\varepsilon)$ there are two invariant circles of $f_{\omega, \varepsilon}$ in $[-\delta, \delta] \times \mathbb{T}^{1}$ which are not critical.
Remark. It is possible to change hypothesis (iii) of Theorem 1.5, to be that $t$ is positive. It suffices to change the inequalities between $\omega, \omega(\varepsilon)$ in part (b) of the conclusions and the proof goes through without change (similarly if $s$ is negative in (iii)).

The precise meaning in which Greene's criterion can be justified in the following theorem.

Theorem 1.6. Let $f_{\omega, \varepsilon}$ be an analytic area preserving diffeomorphism of the annulus. Assume that $f_{\omega, \varepsilon}$ admits an analytic invariant circle on which the motion is analytically conjugate to a rotation with Diophantine number $\omega_{0}$ and which is nondegenerate in the sense of Definition 1.4.

Then, we can find $C_{1}, C_{2}, \mu>0$ (depending on $\omega_{0}$, the map, and the torus) such that for any sequence of periodic orbits $O_{n}$ of type $p_{n} / q_{n}$ which are converging to the analytic invariant circle and such that $\left|\omega_{0}-p_{n} / q_{n}\right| \leq 1 / q_{n}$, we have

$$
\begin{equation*}
\operatorname{Res}\left(O_{n}\right) \leq C_{1} \exp \left(-C_{2}\left|\omega_{0}-p_{n} / q_{n}\right|^{-\mu}\right) . \tag{1.5}
\end{equation*}
$$

We will also show that there is one such sequence of periodic orbits converging to the nondegenerate circle. Of course, when the circle is critical, depending on the sign of $\omega-p_{n} / q_{n}$ we will find either two or four periodic orbits. For more general nondegenerate circles, when $M$ is even we will find two or four periodic orbits of type $p_{n} / q_{n}$ depending on the sign of $\omega-p_{n} / q_{n}$ and when $M$ is odd we will find two irrespective of the sign or $\omega-p_{n} / q_{n}$.

Remark. The proof that the residue goes to zero faster than any power is significantly easier than the proof with an explicit rate.
2. The deformation method. In this section we recall the basis of the deformation method for symplectic maps. This method was introduced in singularity theory [TL], [Mat], but it was remarked later that it can be used very effectively to obtain structure theorems for volume preserving maps of a manifold [Mo1], or for symplectic maps [W] giving a very direct proof of Darboux theorem. More details and other applications can be found in [LMM], [Ll], [BLW] and in several other places.

In this section, the dimension of the space will not play a role, so we will consider $M$ a $2 d$-dimensional manifold.

We recall that a 2 -form $\varpi$ on $M$ is a symplectic form if it is closed and has full rank. (Of course, the fact that $\varpi$ has full rank implies that the dimension of $M$ is even; this is why we chose the notation $2 d$ for it.) We will be especially interested in the case when $\varpi$ is exact. That is, there exist a 1 -form $\vartheta$ such that $\varpi=d \vartheta$.

A diffeomorphism $f$ is symplectic when $f_{*} \varpi=\varpi$. For $\varpi$ exact, this is equivalent to $d\left(f_{*} \vartheta-\vartheta\right)=0$. We say that a symplectic map $f$ is exact when $f_{*} \vartheta-\vartheta=d S$ for some function $S$, called the primitive function of $f$.

Given a family of diffeomorphisms $f_{\varepsilon}$, we denote by $\mathcal{F}_{\varepsilon}$ the vector field defined by

$$
\begin{equation*}
\frac{d}{d \varepsilon} f_{\varepsilon}=\mathcal{F}_{\varepsilon} \circ f_{\varepsilon} \tag{2.1}
\end{equation*}
$$

and refer to $\mathcal{F}_{\varepsilon}$ as the generator of $f_{\varepsilon}$. Note that a family determines the generator and, conversely, by the uniqueness theorem for ordinary differential equations (ODEs), a family is determined by its initial point $f_{0}$ and its generator, when the generator is $\mathcal{C}^{1}$. (We will always assume that this is the case.)

The main idea of the deformation method is to always work with the generators, which, when the families are differentiable enough so that the uniqueness theorem for ODEs applies, is equivalent to working with the families. When the diffeomorphisms are symplectic, further simplifications are possible. Using Cartan's formula for Lie derivatives and that $\varpi$ is closed we obtain

$$
\begin{align*}
\frac{d}{d \varepsilon} f_{\varepsilon_{*}} \varpi & =f_{\varepsilon_{*}}\left(d\left(i\left(\mathcal{F}_{\varepsilon}\right) \varpi\right)+i\left(\mathcal{F}_{\varepsilon}\right) d \varpi\right)=f_{\varepsilon_{*} *}\left(d\left(i\left(\mathcal{F}_{\varepsilon}\right) \varpi\right)\right),  \tag{2.2}\\
\frac{d}{d \varepsilon} f_{\varepsilon_{*} \vartheta} & =d\left(f_{\varepsilon_{*} *}\left(i\left(\mathcal{F}_{\varepsilon}\right)\right) \vartheta\right)+f_{\varepsilon_{*}}\left(i\left(\mathcal{F}_{\varepsilon}\right) \varpi\right)
\end{align*}
$$

If $f_{\varepsilon}$ is symplectic, $\frac{d}{d \varepsilon} f_{\varepsilon_{*}} \varpi=0$, and then we see that

$$
\begin{equation*}
d\left(i\left(\mathcal{F}_{\varepsilon}\right) \varpi\right)=0 \tag{2.3}
\end{equation*}
$$

If $f_{\varepsilon}$ is exact symplectic, $d\left(\frac{d}{d \varepsilon} S_{\varepsilon}\right)-f_{\varepsilon_{*}} d\left(i\left(\mathcal{F}_{\varepsilon}\right) \varpi\right)=f_{\varepsilon_{*}}\left(i\left(\mathcal{F}_{\varepsilon}\right) \vartheta\right)$ and, therefore,

$$
\begin{equation*}
i\left(\mathcal{F}_{\varepsilon}\right) \varpi=d F_{\varepsilon} \tag{2.4}
\end{equation*}
$$

with $F_{\varepsilon}=\left(\frac{d}{d \varepsilon} S_{\varepsilon}\right) \circ f_{\varepsilon}-i\left(\mathcal{F}_{\varepsilon}\right) \vartheta$.
Conversely, if $\mathcal{F}_{\varepsilon}$ satisfies (2.3) or (2.4) and $f_{0}$ is symplectic or exact symplectic, the family $f_{\varepsilon}$ is symplectic or exact symplectic as can be seen integrating (2.2).

Within this paper, we will refer to $F_{\varepsilon}$ as the Hamiltonian for the family $f_{\varepsilon}$. Note that given $f_{\varepsilon},(2.4)$ determines $F_{\varepsilon}$ up to a function of zero differential hence, constant on each connected component of its domain of definition. This justifies calling $F_{\varepsilon}$ "the Hamiltonian" if we think of Hamiltonians as equivalent when they differ in a function with zero differential. This identification is natural since two Hamiltonian differing by a function with zero differential generate the same dynamics.

Conversely, for a $\mathcal{C}^{2}$ Hamiltonian $F_{\varepsilon}$, given that $\varpi$ is full rank, (2.4) determines $\mathcal{F}_{\varepsilon}$, and it is $\mathcal{C}^{1}$. This $\mathcal{F}_{\varepsilon}$ and $f_{0}$ determine $f_{\varepsilon}$ by the uniqueness result for ODEs.

Hence, for sufficiently smooth families it is equivalent to work with the Hamiltonians and the initial points of the families.

The main idea of the deformation method for exact symplectic maps is to reformulate all the problems in terms of Hamiltonians. As it turns out, the equations involving generators are linear. This is to be expected since we can heuristically think of generators as infinitesimal transformations and all the equations among infinitesimal quantities are linear. Moreover, using Hamiltonians, the otherwise complicated constraint of the transformations being exact symplectic is implemented automatically, and the resulting equations involve only functions. Hence, rather than dealing with nonlinear equations among diffeomorphisms satisfying nonlinear constraints, we just have to deal with a linear equation among functions.

We will follow the convention of denoting families in lowercase $f_{\varepsilon}$, their generators in calligraphic font $\mathcal{F}_{\varepsilon}$, and the Hamiltonians in uppercase $F_{\varepsilon}$.

Proposition 2.1. Let $f_{\varepsilon}, g_{\varepsilon}$ be exact symplectic families and $k$ an exact symplectic diffeomorphism. Then, the Hamiltonian of the families formed out of them are given in the following table.

| Family | Hamiltonian |
| :--- | :--- |
| $f_{\varepsilon} \circ g_{\varepsilon}$ | $F_{\varepsilon}+f_{\varepsilon_{*}} G_{\varepsilon}=F_{\varepsilon}+G_{\varepsilon} \circ f_{\varepsilon}^{-1}$ |
| $f_{\varepsilon}^{-1}$ | $-F_{\varepsilon} \circ f_{\varepsilon}$ |
| $g_{\varepsilon}^{-1} \circ f_{\varepsilon} \circ g_{\varepsilon}$ | $F_{\varepsilon} \circ g_{\varepsilon}-G_{\varepsilon} \circ g_{\varepsilon}+G_{\varepsilon} \circ f_{\varepsilon}^{-1} \circ g_{\varepsilon}$ |
| $k^{-1} \circ f_{\varepsilon} \circ k$ | $F_{\varepsilon} \circ k$ |
| $f_{\varepsilon} \circ k$ | $F_{\varepsilon}$ |

The computations needed to work out this table can be found in [LMM], [BLW]. In the latter paper one can find similar tables for volume preserving or contact families.

Since in perturbation theory one does not always have a family of diffeomorphisms but just two diffeomorphisms that are close, it is worth remarking that given two symplectic diffeomorphisms that are close, one can always interpolate them by a family with small Hamiltonian. If the two maps are exact, the family can be chosen to be exact. This is an immediate consequence of the general fact that symplectic (or exact symplectic) maps form a Banach manifold (see [W]). We just sketch a direct construction whose details appear in [BLW]. An alternative, old fashioned proof can be obtained using generating functions. (Interpolate the generating functions.) Unfortunately, since it is impossible to obtain generating functions that are globally defined, one has to also use partitions of unity and fragmentation lemmas and the proof becomes cumbersome.

Given $f_{0}, f_{1}$ symplectic and close enough, we can find a family of diffeomorphisms $f_{\varepsilon}$ interpolating between them (e.g., $f_{\varepsilon}(x)=\exp _{f_{0}(x)} \varepsilon \exp _{f_{0}(x)}^{-1} f_{1}(x)$ where $\exp$ is the Riemannian exponential map). The family $f_{\varepsilon}$ will not be symplectic. In general, $f_{\varepsilon *} \varpi=\varpi_{\varepsilon}$ where $\varpi_{\varepsilon}$ is a family of symplectic forms. Note that, by our assumptions $\varpi_{0}=\varpi_{1}=\varpi$. Using Moser's construction [Mo1]-we refer to [LMM], [BLW] for the elementary justification of the smooth dependence on parameters in Moser's construction-we can find $h_{\varepsilon}$ close to the identity in such a way that $h_{\varepsilon_{*}} \varpi_{\varepsilon}=\varpi$. Moreover, $h_{0}=h_{1}=$ Id. Then $\tilde{f}_{\varepsilon}=h_{\varepsilon} \circ f_{\varepsilon}$ satisfies $\tilde{f}_{0}=f_{0}, \tilde{f}_{1}=f_{1}, \tilde{f}_{\varepsilon *} \varpi=\varpi$. If $\varpi=d \vartheta$ then $\varpi_{\varepsilon}=d \vartheta_{\varepsilon}$ with $\vartheta_{\varepsilon}=f_{\varepsilon_{*}} \vartheta$. Also $\left(h_{\varepsilon} \circ f_{\varepsilon}\right)_{*} \vartheta-\vartheta$ is closed. It is then possible to choose $g_{\varepsilon}$ close to the identity in such a way that $\left(g_{\varepsilon} \circ h_{\varepsilon} \circ f_{\varepsilon}\right)_{*} \vartheta-\vartheta$ is exact (e.g., on the annulus choose translations in the radial direction and in another manifolds choose a displacement in a neighborhood of paths that generate the homology).

We have, therefore, established the following lemma.
Lemma 2.2. Let $f_{0}$ be a $\mathcal{C}^{\infty}$ (resp., $\mathcal{C}^{\omega}$ ) symplectic (resp., exact symplectic) diffeomorphism of a manifold.

If $f_{1}$ is a symplectic (resp., exact symplectic) diffeomorphism close to $f_{0}$ we can find $a \mathcal{C}^{\infty}$ (resp., $\mathcal{C}^{\omega}$ ) family $f_{\varepsilon}$ of symplectic (resp., exact symplectic) diffeomorphisms interpolating between $f_{0}$ and $f_{1}$.

Moreover, we can arrange that the generators and therefore the Hamiltonians of the isotopy are arbitrarily small in the $\mathcal{C}^{\infty}$ (resp., $\mathcal{C}^{\omega}$ ) topology by assuming that $f_{1}$ is arbitrarily close to $f_{0}$.

## 3. Proof of Theorem 1.5 using the deformation method.

3.1. Heuristic discussion. The proof we present here starts with the observation that the result would be obvious if we had a family of the form

$$
\begin{equation*}
i_{\omega, \varepsilon}(p, q)=(p, q+\Omega(\omega, \varepsilon, p)) \tag{3.1}
\end{equation*}
$$

in which the $p$ is conserved and the $q$ is translated by $\Omega(\omega, \varepsilon, p)$, which depends on $p$ and on external parameters and is close to the frequency $\Gamma(\omega, p)$ satisfying hypothesis (iii) of Theorem 1.5. We will refer to such families as integrable.

If we require that the set $p=p_{0}$ is an invariant circle with rotation $\omega_{0}$, we obtain the implicit equation

$$
\begin{equation*}
\Omega\left(\omega, \varepsilon, p_{0}\right)=\omega_{0} \tag{3.2}
\end{equation*}
$$

The possibility of finding solutions of (3.2) is described by singularity theory and the phenomenon of a critical invariant circle corresponds to the situation when $\Omega\left(\omega, \varepsilon, p_{0}\right)-$ $\omega_{0}$ has a fold:

$$
\Omega\left(\omega, \varepsilon, p_{0}\right)-\omega_{0}=0, \quad \partial_{p} \Omega\left(\omega, \varepsilon, p_{0}\right)=0
$$

The equation for $\omega(\varepsilon)$ is precisely the equation for the edge of a fold. We will parameterize the folding surface (3.2) as the set of points $(\Upsilon(\varepsilon, p), \varepsilon, p)$ for an appropriate function $\Upsilon$ :

$$
\begin{equation*}
\Omega(\omega, \varepsilon, p)=\omega_{0} \Longleftrightarrow \omega=\Upsilon(\varepsilon, p) \tag{3.3}
\end{equation*}
$$

Then, a critical invariant circle takes place at $p=p_{0}=p_{0}(\varepsilon)$ if $\partial_{p} \Upsilon\left(\varepsilon, p_{0}\right)=0$, and $\omega(\varepsilon)=\Upsilon\left(\varepsilon, p_{0}(\varepsilon)\right)$.

A standard technique in KAM theory is to make changes of variables so that in the new system of coordinates, the properties of the map are apparent from its expression. In the present case, we try to find $g_{\varepsilon}$ in such a way that

$$
\begin{equation*}
\tilde{f}_{\omega, \varepsilon}=g_{\varepsilon}^{-1} \circ f_{\varepsilon} \circ g_{\varepsilon} \tag{3.4}
\end{equation*}
$$

has the desired form (3.1).
Unfortunately, in general it is not possible to obtain a change of variables reducing to (3.1) in the whole phase space. We only know how to do it approximately in a subset of the domain in $(\omega, \varepsilon, p)$ for which $\Omega(\omega, \varepsilon, p)=\omega_{0}$.

Hence we will use an iterative scheme in which at step $n$, the system will be (described in the notation of the deformation method by the initial point of the isotopy and the generating Hamiltonian)

$$
\begin{equation*}
f_{\omega, 0}^{n}(p, q)=(p, q+\Gamma(\omega, p)) ; \quad F_{\omega, \varepsilon}^{n}(p, q)=I_{\omega, \varepsilon}^{n}(p)+E_{\omega, \varepsilon}^{n}(p, q) \tag{3.5}
\end{equation*}
$$

where $E_{\omega, \varepsilon}^{n}$ is "small" in a neighborhood of $\{p=0\}$.
The Hamiltonian $I_{\omega, \varepsilon}^{n}(p)$ corresponds to a deformation of the form

$$
\begin{equation*}
i_{\omega, \varepsilon}^{n}(p, q)=\left(p, q+\Omega^{n}(\omega, \varepsilon, p)\right) \tag{3.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\Omega^{n}(\omega, \varepsilon, p)=\Gamma(\omega, p)+\int_{0}^{\varepsilon} d s \frac{\partial}{\partial p} I_{\omega, s}^{n}(p) \tag{3.7}
\end{equation*}
$$

when we assume that $i_{\omega, 0}=f_{\omega, 0}$. Hence, the $I_{\omega, \varepsilon}^{n}$ should be thought of as the integrable part of the Hamiltonian $F_{\omega, \varepsilon}^{n}$. We will think of $E_{\omega, \varepsilon}^{n}$ as an error term that is to be made smaller and smaller in the iterative process.

Remark. We note that the decomposition of a Hamiltonian into an integrable part and an small part is not uniquely defined. A particularly natural one would be to take the integrable part to be the average over the $q$. Nevertheless, we will not be assuming that this natural decomposition is taken, just that such a decomposition exists.

Remark. Note that when we consider perturbations of an integrable system, we can write the integrable part in $\Omega$ and, hence, assume that $I_{\omega, \varepsilon}^{0}(p)=0$.

The main ingredient of the proof of Theorem 1.5 will be an algorithm that, given a family as in (3.5), finds a transformation $g_{\omega, \varepsilon}^{n}$ defined in a neighborhood of the


$$
F_{\omega, \varepsilon}^{n+1}(p, q)=I_{\omega, \varepsilon}^{n+1}(p)+E_{\omega, \varepsilon}^{n+1}(p, q)
$$

where $E_{\omega, \varepsilon}^{n+1}$ is much smaller than $E_{\omega, \varepsilon}^{n}$ and $I_{\omega, \varepsilon}^{n+1}$ differs little from $I_{\omega, \varepsilon}^{n}$ in a domain which will be chosen appropriately (a smaller neighborhood of the surface $\Omega^{n+1}=\omega_{0}$ ).

Since $\Omega^{n+1}$ is close to $\Omega^{n}$, the folding surfaces defined by $\Omega^{n+1}=\omega_{0}$ and by $\Omega^{n}=\omega_{0}$ are very close. Quantitative estimates will show that the $E_{\omega, \varepsilon}^{n}$ 's decrease superexponentially and that the $g_{\omega, \varepsilon}^{n}$ 's differ from the identity by a superexponentially small quantity in neighborhoods of the surfaces $\Omega^{n+1}=\omega_{0}$. As it turns out, we will have to choose these neighborhoods to become superexponentially thinner. The transformations will be defined in these thin slivers in the $\omega, \varepsilon, p$ coordinates and in domains in $q$ which include complex extensions of $\mathbb{T}^{1}$ so that the size of the imaginary extension of the domain remains bounded from below.

Similarly, the functions $\Omega^{n}$ converge to a function $\Omega^{\infty}$. Therefore, the surfaces $\hat{\Omega}^{n} \equiv\left(g^{1} \circ \cdots \circ g^{n}\right)^{-1}\left\{\Omega^{n}=\omega_{0}\right\}$ converge to a surface $\hat{\Omega}^{\infty}$. Since each of the surfaces $\left\{\Omega^{n}=\omega_{0}\right\}$ is foliated by smooth circles invariant by $F \circ g^{1} \circ \cdots \circ g^{n}$ up to superexponentially small errors, it follows that $\hat{\Omega}^{\infty}$ is foliated by smooth circles invariant by $F$.

For the benefit of experts, we point out that an alternative method to prove Theorem 1.5 could have been to use the nondegeneracy in $\omega$ to prove a KAM theorem for all small enough $\varepsilon$ and $p$. (That is, we fix $\varepsilon$ and $p$, but allow ourselves to choose the $\omega$.) Even if not all methods to prove KAM theorems would have worked, it seems that methods based on the "translated curve method" works since one can use the $\omega$ to adjust the frequency. Then, one needs to prove the analytic dependence of the circle on the parameter $\varepsilon$ and to prove that there is indeed a fold.

The method we develop in this paper seems more appealing since one has an understanding of the folding surface at all the stages of the iteration and it is certainly not longer to write in all detail.

Moreover, we can use much of the technology developed along these lines, to prove the partial converse of Greene's theorem. In particular, Lemma 3.6 is the crux of the iterative step in the proofs of both problems. The difference between the KAM theorem and the proof of the exponentially small estimates that imply Greene's criterion lies only in different choices on how we iterate the method. In the KAM theorem, we lose domain very fast and drive the errors to zero very fast. In the exponentially small estimates, we reduce the domains more slowly and do not obtain convergence, but the estimates are valid in a larger domain.

We also call attention to the fact that Lemma 3.6 is valid in any dimension. It
is only the geometric considerations about domains that one uses to conclude Theorem 1.5 and Theorem 1.6 that require the fact that we are working in an annulus. We think that this restriction can be lifted with some small amount of extra effort.
3.2. Notation and elementary estimates. Since the iterative step will rely on making transformations on functions in such a way that the errors become smaller, we will need to define appropriate norms. We will also need to be able to manipulate sets where our transformations will be defined. (As usual in KAM theory, one has to consider functions defined in decreasing sets). In this section, we collect the definitions of the norms, parameterizations of sets that we will use later as well as some elementary lemmas and propositions dealing with them.

Since Lemma 3.6 is valid in any number of dimensions, we will be considering maps in $\mathbb{R}^{d} \times \mathbb{T}^{d}$ till the end of section 3.5.

We recall the standard definition that $\omega_{0} \in \mathbb{R}^{d}$ is said to be Diophantine of exponent $\theta$ if we can find a $C>0$ such that $\forall k \in \mathbb{Z}^{d}, m \in \mathbb{Z}$ we have

$$
\begin{equation*}
\left|k \cdot \omega_{0}-m\right|^{-1} \leq C|k|^{\theta-1} \tag{3.8}
\end{equation*}
$$

This is the definition of Diophantine vectors that appears naturally in KAM theory for maps. (The definition that appears naturally in KAM theory for flows is slightly different.)

Besides the above standard definition, in this paper we will use the following notations.

We will denote by $I_{a, b}$ the real interval $[a, b]$, by $B_{x, c}$ the closed ball in $\mathbb{R}^{d}$ with center $x \in \mathbb{R}^{d}$ and radius $c>0$, and by $\mathbb{T}^{d}$ the $d$-dimensional torus $\mathbb{R}^{d} / \mathbb{Z}^{d}$.

We will also denote by $I_{a, b, \delta}=\left\{z \in \mathbb{C} \mid d\left(z, I_{a, b}\right) \leq \delta\right\}, B_{x, c, \delta}=\left\{z \in \mathbb{C}^{d} \mid\right.$ $\left.d\left(z, I_{a, b}\right) \leq \delta\right\}$. Similarly we will denote by $\mathbb{T}_{\beta}^{d}$ the complex extensions on the torus $\mathbb{T}^{d}$ of a distance $\beta$.

Given a set $U=B_{x_{1}, c_{1}, \delta} \times I_{a_{2}, b_{2}, \delta} \times B_{x_{3}, b_{3}, \delta}$ and a function $\Omega: U \rightarrow \mathbb{C}^{d}$, we will denote for $\alpha, \beta>0$

$$
\begin{align*}
\Sigma_{\beta, U} & =\left\{(\omega, \varepsilon, p, q)|(\omega, \varepsilon, p) \in U,|\Im q| \leq \beta\}=U \times \mathbb{T}_{\beta}^{d}\right. \\
\Sigma_{\Omega, \alpha, \beta, U} & =\left\{(\omega, \varepsilon, p, q) \in \Sigma_{\beta, U}| | \Omega(\omega, \varepsilon, p)-\omega_{0} \mid \leq \alpha\right\} \tag{3.9}
\end{align*}
$$

The way to think about $\Sigma_{\Omega, \alpha, \beta, U}$ is as the Cartesian product of a thin film—of width $\alpha$, which will be extremely small in the proof-around a portion of surface given by the equation $\Omega(\omega, \varepsilon, p)=\omega_{0}$ and a complex extension of width $\beta$ of the torus. The parameter $U$ just limits which portion of the surface we are considering and it plays a somewhat minor role.

Note that, for the sake of notation, we are suppressing some of the parameters on which $\Sigma_{\Omega, \alpha, \beta, U}$ depends. Notably $\omega_{0}$. We hope that this does not lead to confusion in the proof since the values of these parameters will be kept fixed. The $\omega_{0}$ will be that appearing in Theorem 1.5 and, hence, will not change throughout the proof.

We will introduce the notation $U_{\sigma}$ to denote a domain formed by restricting the domain only in the variable $p$ by an amount $\sigma>0$, that is, $U=B_{x_{1}, c_{1}, \delta} \times I_{a_{2}, b_{2}, \delta} \times$ $B_{x_{3}, b_{3}, \delta-\sigma}$.

This will be used later since we need to reduce the domains in phase space (to guarantee that compositions make sense) but the domains in parameters are not affected.

Given a complex domain $\Sigma$, we will denote by $\|F\|_{\Sigma} \equiv \sup _{x \in \Sigma}|F(x)|$ and by $\chi^{\Sigma}$ the Banach space of functions analytic in $\Sigma$ (analytic in the interior and continuous
up to the boundary) equipped with the norm $\|\cdot\|_{\Sigma}$. In particular, for $\Sigma=\Sigma_{\beta, U}$, $\Sigma=\Sigma_{\Omega, \alpha, \beta, U}$ of the form (3.9), for typographical reasons, we will write $\|\cdot\|_{\Sigma_{\beta, U}}$ as $\|\cdot\|_{\beta, U}$ and $\|\cdot\|_{\Sigma_{\Omega, \alpha, \beta, U}}$ as $\|\cdot\|_{\Omega, \alpha, \beta, U}$.

For a function $F: U \times \mathbb{T}_{\beta}^{d} \rightarrow \mathbb{C}$, where $U=B_{x_{1}, c_{1}, \delta} \times I_{a_{2}, b_{2}, \delta} \times B_{x_{3}, b_{3}, \delta}$, we define the partial Fourier expansion

$$
F_{\omega, \varepsilon}(p, q)=\sum_{k \in \mathbb{Z}^{d}} \hat{F}_{\omega, \varepsilon ; k}(p) e^{2 \pi i k \cdot q}
$$

The coefficients are unique in the regularity classes we will be considering.
For this kind of functions depending on parameters, we will use the notation $\nabla$ to denote the derivatives with respect to the variables, not with respect to the parameters. Hence

$$
\nabla F_{\omega, \varepsilon}(p, q)=\left(\frac{\partial}{\partial p} F_{\omega, \varepsilon}(p, q), \frac{\partial}{\partial q} F_{\omega, \varepsilon}(p, q)\right)
$$

In the cases that we will need to consider derivatives with respect to the parameters, we will write them explicitly.

We recall that the well-known Cauchy inequalities allow us to bound derivatives (in a domain) and Fourier coefficients of a function in terms of its size in a (slightly larger) domain.

Lemma 3.1. Let $U=B_{x_{1}, c_{1}, \delta} \times I_{a_{2}, b_{2}, \delta} \times B_{x_{3}, b_{3}, \delta}, \tilde{U} \subset U$ be a domain that is at a distance $\sigma>0$ from the complement of $U$, and $F: U \times \mathbb{T}_{\beta}^{d} \rightarrow \mathbb{C}$ analytic. Then,

$$
\begin{aligned}
\left\|\nabla^{m} F\right\|_{\beta-\sigma, \tilde{U}} & \leq K \sigma^{-m}\|F\|_{\beta, \tilde{U}} \\
\left\|\partial_{\omega}^{m} F\right\|_{\beta, \tilde{U}},\left\|\partial_{\varepsilon}^{m} F\right\|_{\beta, \tilde{U}} & \leq K \sigma^{-m}\|F\|_{\beta, \tilde{U}} \\
\left|\hat{F}_{\omega, \varepsilon ; k}(p)\right| & \leq K e^{-2 \pi \beta|k|}\|F\|_{\beta,\{(\omega, \varepsilon, p)\}}
\end{aligned}
$$

The well-known proof is based on expressing the Fourier coefficients or derivatives as integrals over paths and deforming them in the complex domain. It can be found in many reference books and we will not reproduce it here.
3.3. The iterative step. In this subsection, we will specify the iterative step of the algorithm and we develop quantitative estimates that will later lead to the possibility of iterating it and showing it converges. Most of these estimates will be used also in Theorem 1.6 on the partial justification of Greene's criterion.

We recall that for the purposes of the iterative lemma, Lemma 3.6, the dimension of the space will be irrelevant, so we will state the results in the $2 d$-annulus $\mathbb{R}^{d} \times \mathbb{T}^{d}$.

At the beginning of the iterative step, we will be given a family of exact symplectic maps $f_{\omega, \varepsilon}$ defined on a subset of $\mathbb{R}^{d} \times \mathbb{T}^{d}$ endowed with the standard symplectic structure.

$$
\begin{equation*}
f_{\omega, 0}(p, q)=(p, q+\Gamma(\omega, p)), \quad F_{\omega, \varepsilon}(p, q)=I_{\omega, \varepsilon}(p)+E_{\omega, \varepsilon}(p, q) \tag{3.10}
\end{equation*}
$$

where $F_{\omega, \varepsilon}$, the Hamiltonian of the deformation $f_{\omega, \varepsilon}$, is defined in a set $\Sigma_{\Omega, \alpha, \beta, U}$ of the type described in (3.9), with

$$
U=B_{\omega_{0}, \gamma, \delta} \times I_{[-1,1], \delta} \times B_{0, \gamma, \delta}
$$

for some $\gamma>0,0<\delta<1$, where $\omega_{0}$ is a Diophantine vector (e.g., it satisfies (3.8)) and

$$
\begin{equation*}
\Omega(\omega, \varepsilon, p)=\Gamma(\omega, p)+\int_{0}^{\varepsilon} d s \frac{\partial}{\partial p} I_{\omega, s}(p) \tag{3.11}
\end{equation*}
$$

Since $\Omega(\omega, 0, p)=\Gamma(\omega, p)$, from the hypotheses of Theorem 1.5 we will also assume that $\Omega$ is nondegenerate, that is, that we have

$$
\begin{equation*}
\left\|\left(\partial_{\omega} \Omega\right)^{-1}\right\|_{U} \leq A, \quad\left\|\left(\partial_{p}^{2} \Omega\right)^{-1}\right\|_{U} \leq B \tag{3.12}
\end{equation*}
$$

The goal of the iterative step is to determine $g_{\omega, \varepsilon}, g_{\omega, 0}=\mathrm{Id}$, in such a way that $\tilde{f}_{\varepsilon}=g_{\omega, \varepsilon}^{-1} \circ f_{\omega, \varepsilon} \circ g_{\omega, \varepsilon}$ has Hamiltonian

$$
\begin{equation*}
\tilde{F}_{\omega, \varepsilon}(p, q)=\tilde{I}_{\omega, \varepsilon}(p)+\tilde{E}_{\omega, \varepsilon}(p, q) \tag{3.13}
\end{equation*}
$$

${\underset{\sim}{E}}_{\text {where }} \tilde{I}_{\omega, \varepsilon}, \tilde{E}_{\omega, \varepsilon}$ will be defined in a slightly smaller domain than $I_{\omega, \varepsilon}, E_{\omega, \varepsilon}$ and where $\tilde{E}_{\omega, \varepsilon}$ is much smaller than $E_{\omega, \varepsilon}$ and $\tilde{I}_{\omega, \varepsilon}-I_{\omega, \varepsilon}$ is of the same order of magnitude as $E_{\omega, \varepsilon}$ with all these functions defined in an slightly smaller domain than the original ones.

According to Proposition 2.1, the Hamiltonian of $g_{\omega, \varepsilon}^{-1} \circ f_{\omega, \varepsilon} \circ g_{\omega, \varepsilon}$ is

$$
\begin{equation*}
F_{\omega, \varepsilon} \circ g_{\omega, \varepsilon}-G_{\omega, \varepsilon} \circ g_{\omega, \varepsilon}+G_{\omega, \varepsilon} \circ f_{\omega, \varepsilon}^{-1} \circ g_{\omega, \varepsilon} \tag{3.14}
\end{equation*}
$$

Heuristically, assuming that $G_{\omega, \varepsilon}$ and $E_{\omega, \varepsilon}$ are small and of the same order-and therefore that $g_{\omega, \varepsilon}-\operatorname{Id}$ and $f_{\omega, \varepsilon}-i_{\omega, \varepsilon}$ are small, where $i_{\omega, \varepsilon}$ is the integrable part of $f_{\omega, \varepsilon}$ as in (3.6) - the main terms in (3.14) are

$$
F_{\omega, \varepsilon}-G_{\omega, \varepsilon}+G_{\omega, \varepsilon} \circ i_{\omega, \varepsilon}^{-1}
$$

Hence, to make the new error $\tilde{E}_{\omega, \varepsilon}$ zero in this linear approximation, we need to determine $G_{\omega, \varepsilon}$ in such a way that these main terms give just an integrable system (which we will call $\tilde{I}_{\omega, \varepsilon}$ ). This is formulated as the equation for $G_{\omega, \varepsilon}, \tilde{I}_{\omega, \varepsilon}$, given $F_{\omega, \varepsilon}$ :

$$
\tilde{I}_{\omega, \varepsilon}(p)=F_{\omega, \varepsilon}(p, q)-G_{\omega, \varepsilon}(p, q)+G_{\omega, \varepsilon} \circ i_{\omega}^{-1}(p, q)
$$

Equivalently, we look for an approximate solution of

$$
\begin{equation*}
\Delta_{\omega, \varepsilon}(p)=E_{\omega, \varepsilon}(p, q)-G_{\omega, \varepsilon}(p, q)+G_{\omega, \varepsilon} \circ i_{\omega}^{-1}(p, q) \tag{3.15}
\end{equation*}
$$

where $\Delta_{\omega, \varepsilon}(p):=\tilde{I}_{\omega, \varepsilon}(p)-I_{\omega, \varepsilon}(p)$.
This approximate solution will be used to construct a $g_{\omega, \varepsilon}$, which will lead to a Hamiltonian which is much closer to integrable.

Indeed, the approximate solution of (3.15) will be chosen as an exact solution of

$$
\begin{equation*}
\Delta_{\omega, \varepsilon}(p)=E_{\omega, \varepsilon}(p, q)-G_{\omega, \varepsilon}(p, q)+G_{\omega, \varepsilon}\left(p, q-\omega_{0}\right) \tag{3.16}
\end{equation*}
$$

which can be solved by taking Fourier coefficients. We will show that, if we restrict ourselves to a domain $\Sigma_{\Omega, \alpha, \tilde{\beta}, \tilde{U}}$, with $\alpha$ very small, the solutions of (3.16) solve (3.15) up to errors that can be controlled by $\alpha$. Then, the system will be reduced very approximately to a new integrable one. If the frequency function $\Omega$ is nondegenerate, we can apply the implicit function theorem and express the domain in terms of the
new frequency function $\tilde{\Omega}$. We call attention to the fact that it is only in this last step that the nondegeneracy of the frequency function is used.

To justify the above heuristic argument, we will just find the $g_{\omega, \varepsilon}$ obtained by the procedure detailed above and estimate rigorously the remainder after we conjugate the original problem with it. This task will take most of the present section. We will collect all the estimates systematically and, at the end of the section we will formulate the final result precisely. Once we have these results, we will also need to estimate how the integrable part has changed and, in particular, how much the folding surface $\Sigma$ and its parameterization $\Upsilon$ introduced in (3.3) have changed. This is the task we will undertake in the next section. Then, in a subsequent section, we will show that the procedure can be iterated indefinitely (when some of the arbitrary choices are made appropriately), and that the transformations converge to a limiting transformation that reduces the system to integrable.
3.4. The iterative step. Estimates. In this subsection, we present detailed quantitative estimates for the iterative step that we described informally in the previous section.

Following standard practice, we denote by $K$ sufficiently large positive constants that depend only on the dimension, the number $\omega_{0}$, and other elements that remain constant during the proof and denote by $K^{-1}$ all sufficiently small positive constants. We will also need to assume that some quantities related to the integrable part of the system remain bounded under the iteration. We will use $K_{1}, K_{2}$ for these constants that depend on the integrable part. The constants $K$ may depend on these $K_{1}, K_{2}$ but not vice versa. When we discuss the iteration, we will see that these $K_{1}, K_{2}$ are chosen in the first step and then they remain unaltered. In particular, we will need to assume that the constants $A$ and $B$ that quantify the nondegeneracy assumptions (3.12) satisfy

$$
\begin{equation*}
A \leq K_{1}, \quad B \leq K_{2} \tag{3.17}
\end{equation*}
$$

Recall that the goal was, given a Hamiltonian with an error term $E$, defined in a set $\Sigma_{\Omega, \alpha, \beta, U}$ of the form defined in (3.9), to perform a transformation that has an error term $\tilde{E}$ which is much smaller even if defined in a smaller set $\Sigma_{\tilde{\Omega}, \tilde{\alpha}, \tilde{\beta}, \tilde{U}}$.

As it turns out, we will take a number $\sigma$ and take $\tilde{\beta}=\beta-\alpha-4 \sigma, \tilde{U}=U_{4 \sigma}$. At the $n$ step $\sigma_{n}$ will be $\sigma_{0} 2^{-n}$, but $\alpha$ will have to decrease superexponentially.

Our goal will be to show that, under appropriate hypotheses, which we will assume inductively, we can perform the transformation and obtain estimates of the form

$$
\begin{equation*}
\|\tilde{E}\|_{\tilde{\Omega}, \tilde{\alpha}, \tilde{\beta}, \tilde{U}} \leq K \sigma^{-\tau}\|E\|_{\Omega, \alpha, \beta, U}\left(\|E\|_{\Omega, \alpha, \beta, U}+\tilde{\alpha}\right) \tag{3.18}
\end{equation*}
$$

for some fixed positive number $\tau$ (we will show later that it suffices to take $\tau=2 \nu+3$ where $\nu=\theta+d-1$, and $\theta$ is the Diophantine exponent of $\omega_{0}$ ).

We will also establish that $\Upsilon$ and $\tilde{\Upsilon}$-the parameterizations (3.3) of the surfaces $\Omega=\omega_{0}$ and $\tilde{\Omega}=\omega_{0}$, respectively-are defined in very similar domains and differ by a small amount

$$
\begin{equation*}
\|\Upsilon-\tilde{\Upsilon}\|_{\tilde{U}} \leq K \sigma^{-1}\|E\|_{\Omega, \alpha, \beta, U} \tag{3.19}
\end{equation*}
$$

The proof will be conveniently divided into two parts. In the first one, we obtain estimates in terms of the old domains parameterized by $\Omega$ and $\alpha$. In this first partculminated in Lemma 3.6-we will not need to use any nondegeneracy hypothesis in
$\Omega$ and indeed $\omega$ and $\varepsilon$ will just go along for the ride. In a second part of the inductive step, we adjust the domains to the new frequency map. This part will require that we assume that $\Omega$ is nondegenerate and we will have to lose some domain in $\omega$. This division is natural since the first part is exactly the same as that used in the proof of Theorem 1.6.

Remark. For the experts in KAM theory, we call attention to the fact that the right-hand side of (3.18) is not quadratic in $\|E\|_{\Omega, \alpha, \beta, U}$-the size of the error. Nevertheless, the linear term is multiplied by the number $\tilde{\alpha}$. As we will see in the following subsection, as $\tilde{\alpha}$ goes to zero superexponentially with the number of steps taken, it is possible to recover the superexponential convergence of KAM theory that beats the small divisors.

As is customary in KAM theory, in order to be able to carry out the iterative step, we will need to assume that certain quantities are sufficiently small with respect to others-so that, for example, compositions have domains that match, implicit function theorems can be applied, etc. As it will turn out all the conditions necessary to perform the iterative step will be implied by smallness conditions of $\|E\|_{\Omega, \alpha, \beta, U}$ with respect to other quantities. Since the iterative step implies that this goes to zero extremely fast, the conditions will be recovered from one step to the next.

Hence, for the proof of Theorem 1.5, the main result of this subsection will be Lemma 3.7 below, which states that, under some explicit conditions, the iterative step can be performed and that the result satisfies (3.18) and (3.19).

Since the proof of Lemma 3.7 will consist in walking through the steps outlined before and just record the conditions needed for them to go through, it is natural to start with the proof of the lemma and postpone its precise statement.

Using Proposition 2.1, the Hamiltonian of $g_{\omega, \varepsilon}^{-1} \circ f_{\omega, \varepsilon} \circ g_{\omega, \varepsilon}$-if it is possible to define all the compositions-is $I_{\omega, \varepsilon} \circ g_{\omega, \varepsilon}+E_{\omega, \varepsilon} \circ g_{\omega, \varepsilon}-G_{\omega, \varepsilon} \circ g_{\omega, \varepsilon}+G_{\omega, \varepsilon} \circ f_{\omega, \varepsilon}^{-1} \circ g_{\omega, \varepsilon}$, which adding and subtracting appropriate terms becomes

$$
\begin{align*}
& \overline{I_{\omega, \varepsilon} \circ g_{\omega, \varepsilon}}+\left(I_{\omega, \varepsilon} \circ g_{\omega, \varepsilon}-\overline{I_{\omega, \varepsilon} \circ g_{\omega, \varepsilon}}\right) \\
& +E_{\omega, \varepsilon} \\
& +\left(E_{\omega, \varepsilon}-\overline{E_{\omega, \varepsilon}}\right)+\left(E_{\omega, \varepsilon} \circ g_{\omega, \varepsilon}-E_{\omega, \varepsilon}\right)  \tag{3.20}\\
& -G_{\omega, \varepsilon}+\left(-G_{\omega, \varepsilon} \circ g_{\omega, \varepsilon}+G_{\omega, \varepsilon}\right) \\
& +G_{\omega, \varepsilon} \circ T^{0}+\left(G_{\omega, \varepsilon} \circ i_{\omega, \varepsilon}^{-1}-G_{\omega, \varepsilon} \circ T^{0}\right)+\left(G_{\omega, \varepsilon} \circ f_{\omega, \varepsilon}^{-1} \circ g_{\omega, \varepsilon}-G_{\omega, \varepsilon} \circ i_{\omega, \varepsilon}^{-1}\right),
\end{align*}
$$

where we have used the notation - to indicate average over the $q$ variables and $T^{0}(p, q)=\left(p, q-\omega_{0}\right)$.

The main idea will be to show that it is possible to choose $G_{\omega, \varepsilon}$ in such a way that the first terms in the last three lines of (3.20) add to zero. That is,

$$
\begin{equation*}
E_{\omega, \varepsilon}-\overline{E_{\omega, \varepsilon}}-G_{\omega, \varepsilon}+G_{\omega, \varepsilon} \circ T^{0}=0 \tag{3.21}
\end{equation*}
$$

and that this $G_{\omega, \varepsilon}$ satisfies estimates which will guarantee that the compositions we used are indeed defined. (We call attention to the fact that (3.21) is the linearized equation that always appears in KAM theory.) Then, the transformed system will have an integrable part $\tilde{I}_{\omega, \varepsilon}=\overline{I_{\omega, \varepsilon} \circ g_{\omega, \varepsilon}}+\overline{E_{\omega, \varepsilon}}$ and the other terms appearing in (3.20) will be the error part of the new Hamiltonian. We will estimate them and show that, in a precise sense, they will be smaller than the other ones.

Remark. For the experts in KAM theory, we note that this procedure has two error terms that are linear in $G$ - and hence first order in $E$ - namely ( $G_{\omega, \varepsilon} \circ i_{\omega, \varepsilon}^{-1}-G_{\omega, \varepsilon} \circ T^{0}$ ) and $\left(I_{\omega, \varepsilon} \circ g_{\omega, \varepsilon}-\overline{I_{\omega, \varepsilon} \circ g_{\omega, \varepsilon}}\right)$ recall that $I$ will not be converging to zero.

Even if full details will be given later, we advance that for the first term, in the domains that we are considering, $i_{\omega, \varepsilon}^{-1}$ and $T^{0}$ are indeed close and the distance is measured by $\tilde{\alpha}$. The mean value theorem will give an estimate that contains the factor $\|E\| \tilde{\alpha}$ multiplied by the small divisors. This is the estimate that appears in one of the terms in (3.18). The second term will turn out to be quadratic because of the fact that $g_{\omega, \varepsilon}$ is exact symplectic. This is the only place in all the estimates where we use that the maps are exact symplectic.

As usual in KAM theory, we start by obtaining bounds on $G_{\omega, \varepsilon}$ and we will use them to obtain bounds on all the other terms.

Lemma 3.2. For any $E_{\omega, \varepsilon}(p, q)$ defined in $\Sigma_{\Omega, \alpha, \beta, U}$, we can find unique $\Delta_{\omega, \varepsilon}(p)$, $G_{\omega, \varepsilon}(p, q)$ satisfying

$$
\begin{gathered}
\Delta_{\omega, \varepsilon}(p)=E_{\omega, \varepsilon}(p, q)-G_{\omega, \varepsilon}(p, q)+G_{\omega, \varepsilon}\left(p, q-\omega_{0}\right) \\
\int_{\mathbb{T}^{d}} G_{\omega, \varepsilon}(p, q) d q=0
\end{gathered}
$$

Moreover, these $\Delta$, $G$ satisfy

$$
\begin{equation*}
\|G\|_{\beta-\sigma, U} \leq K \sigma^{-\nu}\|E\|_{\beta, U}, \quad\|\Delta\|_{\beta, U} \leq\|E\|_{\beta, U} \tag{3.22}
\end{equation*}
$$

where $\nu=\theta+d-1$.
Proof. The proof is quite standard. We note that integrating in $q$ we have

$$
\begin{equation*}
\Delta_{\omega, \varepsilon}(p)=\overline{E_{\omega, \varepsilon}}(p):=\int_{\mathbb{T}^{d}} d q E_{\omega, \varepsilon}(p, q) \tag{3.23}
\end{equation*}
$$

hence, the first estimate in (3.22) follows.
If we take Fourier transforms in the variable $q$ we obtain

$$
\begin{equation*}
\hat{G}_{\omega, \varepsilon ; k}(p)=\frac{1}{\left(e^{-2 \pi i k \cdot \omega_{0}}-1\right)} \hat{E}_{\omega, \varepsilon ; k}(p) \tag{3.24}
\end{equation*}
$$

By the Cauchy estimates of Lemma 3.1, we have $\left|\hat{E}_{\omega, \varepsilon ; k}(p)\right| \leq K e^{-2 \pi \beta|k|}\|E\|_{\beta, U}$ and, by the Diophantine assumptions, $\left|e^{-2 \pi i k \omega_{0}}-1\right|^{-1} \leq C|k|^{\theta-1}$. Hence,

$$
\left|\hat{G}_{\omega, \varepsilon ; k}(p)\right| \leq K|k|^{\theta-1} e^{-2 \pi \beta|k|}\|E\|_{\beta, U}
$$

and, therefore

$$
\begin{aligned}
\|G\|_{\beta-\sigma, U} & \leq \sum_{k \in \mathbb{Z}^{d}}\left|\hat{G}_{\omega, \varepsilon ; k}(p)\right| e^{2 \pi(\beta-\sigma)|k|} \leq K\left(\sum_{k \in \mathbb{Z}^{d}}|k|^{\theta-1} e^{-2 \pi \sigma|k|}\right)\|E\|_{\beta, U} \\
& \leq K\left(\sum_{l \in 母}|l|^{\theta-1+d-1} e^{-2 \pi \sigma l}\right)\|E\|_{\beta, U} \leq K \sigma^{-\nu}\|E\|_{\beta, U},
\end{aligned}
$$

where $\nu=\theta+d-1$.
We refer to $[\mathrm{SM}]$ for more details but point out that it is possible to obtain better exponents in $\sigma$ (see, e.g., $[\mathrm{Ru}]$ ). Of course, since the rest of the proof goes through for any exponent, this does not affect the subsequent reasoning.

A small generalization of these estimates is in the following proposition.
Proposition 3.3. With the notation of Lemma 3.2

$$
\begin{equation*}
\left\|\nabla^{m} G\right\|_{\beta-\sigma, U_{\sigma}} \leq K \sigma^{-\nu-m}\|E\|_{\beta, U} . \tag{3.25}
\end{equation*}
$$

Proof. Using Lemma 3.1 and (3.24) we obtain that, for $(\omega, \varepsilon, p) \in U_{\sigma}$, we have

$$
\begin{equation*}
\left|\partial_{p}^{i} \hat{G}_{\omega, \varepsilon ; k}(p)\right| \leq K \sigma^{-(i+\theta-1)} e^{-2 \pi|k| \beta}\|E\|_{\beta, U} \tag{3.26}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
\left|\partial_{q}^{j}\left(\hat{G}_{\omega, \varepsilon ; k}(p) e^{2 \pi i k \cdot q}\right)\right| \leq K|k|^{j}\left|\hat{G}_{\omega, \varepsilon ; k}(p)\right| \leq K|k|^{j+\theta-1} e^{-2 \pi|k| \beta}\|E\|_{\beta, U} \tag{3.27}
\end{equation*}
$$

On $\Sigma_{\beta-\sigma, U_{\sigma}}$ we have $|\Im q| \leq \beta-\sigma$ and hence $\left|e^{2 \pi i k \cdot q}\right| \leq e^{2 \pi|k|(\beta-\sigma)}$. Therefore, using the above estimates (3.26) and (3.27) in the same way as in Lemma 3.2, we obtain the desired result.

Now, we can prove estimates for the flow of $G_{\omega, \varepsilon}$.
Proposition 3.4. Assume that the conditions of Proposition 3.3 are met and that, furthermore,

$$
\begin{equation*}
K \sigma^{-\nu-1}\|E\|_{\beta, U} \leq \sigma / 2 \tag{3.28}
\end{equation*}
$$

Then
(i) for $(\omega, \varepsilon, p, q) \in \Sigma_{\beta-2 \sigma, U_{2 \sigma}}$, the flow $g_{\omega, \varepsilon}(p, q)$ generated by the Hamiltonian $G_{\omega, \varepsilon}$ is well defined, and $\left(\omega, \varepsilon, g_{\omega, \varepsilon}(p, q)\right) \in \Sigma_{\beta-\sigma, U_{\sigma}}$;
(ii) $\|g-\mathrm{Id}\|_{\beta-2 \sigma, U_{2 \sigma}} \leq\|\nabla G\|_{\beta-\sigma, U_{\sigma}} \leq K \sigma^{-\nu-1}\|E\|_{\beta, U}$.

Proof. It follows from hypothesis (3.28), Proposition 3.3, and the local existence theorem for solutions of ODEs.

From now on, we will assume that (3.28) holds, and we will proceed to estimate the terms in (3.20).

By Proposition 3.4, the compositions $G_{\omega, \varepsilon} \circ g_{\omega, \varepsilon}, E_{\omega, \varepsilon} \circ g_{\omega, \varepsilon}$ are well defined on $\Sigma_{\beta-2 \sigma, U_{2 \sigma}}$. Using the mean value theorem and Cauchy inequalities from Lemma 3.1, we can bound

$$
\begin{align*}
&\|G-G \circ g\|_{\beta-2 \sigma, U_{2 \sigma}} \leq\|\nabla G\|_{\beta-\sigma, U_{\sigma}}\|g-\mathrm{Id}\|_{\beta-2 \sigma, U_{2 \sigma}} \leq K \sigma^{-2 \nu-2}\|E\|_{\beta, U}^{2}  \tag{3.29}\\
&\|E-E \circ g\|_{\beta-2 \sigma, U_{2 \sigma}} \leq\|\nabla E\|_{\beta-\sigma, U_{\sigma}}\|g-\mathrm{Id}\|_{\beta-2 \sigma, U_{2 \sigma}} \leq K \sigma^{-\nu-2}\|E\|_{\beta, U}^{2}
\end{align*}
$$

These estimates show that two of the terms in (3.20) are quadratically small in the original error.

Now, we turn to estimate the last term in (3.20), which, as we will show, will also be quadratic in $\|E\|$. The reason is that $f_{\omega, \varepsilon}$ and $i_{\omega, \varepsilon}$ satisfy differential equations whose difference can be controlled by $\|E\|$ and the same initial conditions. Hence, $\left\|f^{-1}-i^{-1}\right\| \leq K\|E\|$ under some mild extra assumptions that guarantee that domains match, etc., and we can now apply the mean value theorem. The precise details are a walk through the standard proof of the existence and uniqueness for ODEs, as we detail below.

First, we recall that $i_{\omega, \varepsilon}$ has the form (3.6): $i_{\omega, \varepsilon}(p, q)=(p, q+\Omega(\omega, \varepsilon, p))$, with $\Omega(\omega, \varepsilon, p)$ given in (3.11), and we note that $i_{\omega, \varepsilon}^{-1}(p, q)=(p, q-\Omega(\omega, \varepsilon, p))$. Hence, for

$$
\begin{equation*}
\left\|i-T_{0}\right\|_{U}=\left\|i^{-1}-T_{0}\right\|_{U}=\left\|\Omega-\omega_{0}\right\|_{U} \leq \alpha \tag{3.31}
\end{equation*}
$$

we have

$$
\begin{equation*}
(\omega, \varepsilon, p, q) \in \Sigma_{\beta-\alpha, U} \Longrightarrow\left(\omega, \varepsilon, i_{\omega, \varepsilon}(p, q)\right),\left(\omega, \varepsilon, i_{\omega, \varepsilon}^{-1}(p, q)\right) \in \Sigma_{\beta, U} \tag{3.32}
\end{equation*}
$$

Assuming

$$
\begin{equation*}
\left\|\frac{\partial \Omega}{\partial p}\right\|_{U} \leq K_{3} \tag{3.33}
\end{equation*}
$$

(where without loss of generality, we assume, to simplify some formulas that $K_{3}>1$ ), we can bound

$$
\begin{equation*}
\|\nabla i\|_{U}=\left\|\nabla i^{-1}\right\|_{U} \leq K \tag{3.34}
\end{equation*}
$$

We recall now that $f_{\omega, \varepsilon}$ is the solution of

$$
\begin{align*}
f_{\omega, \varepsilon}(x) & =f_{\omega, 0}(x)+\int_{0}^{\varepsilon} d s \mathcal{F}_{\omega, s} \circ f_{\omega, s}(x) \\
& =f_{\omega, 0}(x)+\int_{0}^{\varepsilon} d s\left[\mathcal{I}_{\omega, \varepsilon} \circ f_{\omega, s}(x)+\mathcal{E}_{\omega, \varepsilon} \circ f_{\omega, s}(x)\right] \tag{3.35}
\end{align*}
$$

while $i_{\omega, \varepsilon}$ satisfies $i_{\omega, \varepsilon}(x)=i_{\omega, 0}(x)+\int_{0}^{\varepsilon} d s \mathcal{I}_{\omega, s} \circ i_{\omega, s}(x)$, with $f_{\omega, 0}(x)=i_{\omega, 0}(x)$. By hypothesis (3.28), using standard arguments of ODEs based on the Gronwall inequality, we get that for $(\omega, \varepsilon, p, q) \in \Sigma_{\beta-\alpha-2 \sigma, U_{2 \sigma}}$, the flow $f_{\omega, \varepsilon}(p, q)$ is well defined, and satisfies

$$
\begin{align*}
& (\omega, \varepsilon, p, q) \in \Sigma_{\beta-\alpha-2 \sigma, U_{2 \sigma}} \Longrightarrow\left(\omega, \varepsilon, f_{\omega, \varepsilon}(p, q)\right) \in \Sigma_{\beta-\sigma, U_{\sigma}}  \tag{3.36}\\
& \quad\|f-i\|_{\beta-\alpha-2 \sigma, U_{2 \sigma}} \leq e^{K_{3}}\|\nabla E\|_{\beta-\sigma, U_{\sigma}} \leq K \sigma^{-1}\|E\|_{\beta, U} \tag{3.37}
\end{align*}
$$

From (3.34), and Lemma 3.1 applied to (3.37), we can bound $\nabla f_{\omega, \varepsilon}$ :

$$
\begin{equation*}
\|\nabla f\|_{\beta-\alpha-3 \sigma, U_{3 \sigma}} \leq\|\nabla i\|_{U}+\|\nabla(f-i)\|_{\beta-\alpha-3 \sigma, U_{3 \sigma}} \leq K \tag{3.38}
\end{equation*}
$$

Applying the implicit function theorem to the estimates above, it turns out that for $(\omega, \varepsilon, p, q) \in \Sigma_{\beta-\alpha-2 \sigma, U_{2 \sigma}}, f_{\omega, \varepsilon}^{-1}(p, q)$ is well defined, satisfies $\left(\omega, \varepsilon, f_{\omega, \varepsilon}^{-1}(p, q)\right) \in$ $\Sigma_{\beta-\sigma, U_{\sigma}}$, and

$$
\begin{equation*}
\left\|f^{-1}-i^{-1}\right\|_{\beta-\alpha-2 \sigma, U_{2 \sigma}} \leq K \sigma^{-1}\| \| E \|_{\beta, U} \tag{3.39}
\end{equation*}
$$

As before, from (3.34), and Lemma 3.1 applied to (3.39), we can bound $\nabla f_{\omega, \varepsilon}^{-1}$ :

$$
\begin{equation*}
\left\|\nabla f^{-1}\right\|_{\beta-\alpha-3 \sigma, U_{3 \sigma}} \leq K \tag{3.40}
\end{equation*}
$$

Using the mean value theorem, (3.40), and the bounds on $g_{\omega, \varepsilon}$ - Id established in Proposition 3.4, we obtain

$$
\begin{equation*}
\left\|f^{-1}-f^{-1} \circ g\right\|_{\beta-\alpha-3 \sigma, U_{3 \sigma}} \leq K \sigma^{-\nu-1}\|E\|_{\beta, U} \tag{3.41}
\end{equation*}
$$

Putting together (3.39) and (3.41), by the triangle inequality, we obtain

$$
\begin{equation*}
\left\|f^{-1} \circ g-i^{-1}\right\|_{\beta-\alpha-3 \sigma, U_{3 \sigma}} \leq K \sigma^{-\nu-1}\|E\|_{\beta, U} \tag{3.42}
\end{equation*}
$$

Using the mean value theorem, the estimates in Proposition 3.3, and (3.42), we can bound the last term in (3.20) as

$$
\begin{equation*}
\left\|G \circ f^{-1} \circ g-G \circ i^{-1}\right\|_{\beta-\alpha-3 \sigma, U_{3 \sigma}} \leq K \sigma^{-2 \nu-2}\|E\|_{\beta, U}^{2} \tag{3.43}
\end{equation*}
$$

Now we turn our attention to the first term in (3.20). It will depend on the approximate expression $g_{\omega, \varepsilon}^{0}=\operatorname{Id}+\int_{0}^{\varepsilon} d s \mathcal{G}_{\omega, s}$ for $g_{\omega, \varepsilon}$ :

$$
\begin{equation*}
g_{\omega, \varepsilon}^{0}(p, q)=\left(p-\int_{0}^{\varepsilon} d s \frac{\partial}{\partial q} G_{\omega, s}(p, q), q+\int_{0}^{\varepsilon} d s \frac{\partial}{\partial p} G_{\omega, s}(p, q)\right) \tag{3.44}
\end{equation*}
$$

Proposition 3.5. Under our standing hypotheses, we have

$$
\left\|g-g^{0}\right\|_{\beta-2 \sigma, U_{2 \sigma}} \leq K \sigma^{-2 \nu-3}\|E\|_{\beta, U}^{2}
$$

Proof. Note that our standing assumptions imply

$$
\left\|g^{0}-\mathrm{Id}\right\|_{\beta-\sigma, U_{\sigma}} \leq\|\nabla G\|_{\beta-\sigma, U_{\sigma}} \leq K \sigma^{-\nu-1}\|E\|_{\beta, U}
$$

and consequently $\left(\omega, \varepsilon, g_{\omega, \varepsilon}^{0}(p, q)\right) \in \Sigma_{\beta-\sigma, U_{\sigma}}$ for $(\omega, \varepsilon, p, q) \in \Sigma_{\beta-\alpha-2 \sigma, U_{2 \sigma}}$.
We can write $g_{\omega, \varepsilon}$ as the solution of a fixed point problem. Namely,

$$
g_{\omega, \varepsilon}=\operatorname{Id}+\int_{0}^{\varepsilon} d s \mathcal{G}_{\omega, s} \circ g_{\omega, s} \equiv \mathcal{T}(g)_{\omega, \varepsilon}
$$

and we have the identity

$$
\mathcal{T}\left(g^{0}\right)_{\omega, \varepsilon}-g_{\omega, \varepsilon}^{0}=\int_{0}^{\varepsilon} d s\left[\mathcal{G}_{\omega, s} \circ g_{\omega, s}^{0}-\mathcal{G}_{\omega, s}\right] .
$$

If we estimate the integrand of the right-hand side (R.H.S.) by the mean value theorem, we have

$$
\begin{align*}
\left\|\mathcal{T}\left(g^{0}\right)-g^{0}\right\|_{\beta-2 \sigma, U_{2 \sigma}} & \leq\left\|\nabla^{2} G\right\|_{\beta-\sigma, U_{\sigma}}\left\|g^{0}-\mathrm{Id}\right\|_{\beta-\sigma, U_{\sigma}}  \tag{3.45}\\
& \leq K \sigma^{-2 \nu-3}\|E\|_{\beta, U}^{2}
\end{align*}
$$

We also obtain, under (3.28), that $\mathcal{T}$ is a contraction of factor $1 / 2$. Hence, there is a fixed point of $\mathcal{T}$ whose distance from $g_{\omega, \varepsilon}^{0}$ is not bigger than $1 /(1-1 / 2)=2$ times the R.H.S. of (3.45).

We note that, because $I_{\omega, \varepsilon}(x)$ does not depend on $q$, denoting by $\Pi_{p}, \Pi_{q}$ the projections on the $p$ and $q$ components, respectively, we have for $x=(p, q)$

$$
\begin{aligned}
I_{\omega, \varepsilon}\left(g_{\omega, \varepsilon}(x)\right)= & I_{\omega, \varepsilon}\left(\Pi_{p} g_{\omega, \varepsilon}(x)\right) \\
= & I_{\omega, \varepsilon}(p)+\partial_{p} I_{\omega, \varepsilon}(p) \Pi_{p}\left[g_{\omega, \varepsilon}(x)-x\right]+R_{2}\left(\omega, \varepsilon, x, g_{\omega, \varepsilon}(x)\right) \\
= & I_{\omega, \varepsilon}(p)+\partial_{p} I_{\omega, \varepsilon}(p) \Pi_{p}\left[g_{\omega, \varepsilon}^{0}(x)-x\right] \\
& \quad+\partial_{p} I_{\omega, \varepsilon}(p) \Pi_{p}\left[g_{\omega, \varepsilon}(x)-g_{\omega, \varepsilon}^{0}(x)\right]+R_{2}\left(\omega, \varepsilon, x, g_{\omega, \varepsilon}(x)\right),
\end{aligned}
$$

where we have denoted by $R_{2}$ the remainder of the second order Taylor expansion in $p$.

Note that $\Pi_{p}\left[g_{\omega, \varepsilon}^{0}(x)-x\right]=\partial_{q} G_{\omega, \varepsilon}(x)$ (see (3.44)) and that $\overline{\partial_{q} G_{\omega, \varepsilon}}=0$ since $q$ is a periodic variable. Hence, observing that $\partial_{p} I$ is independent of $q$, we obtain

$$
\begin{equation*}
\overline{\partial_{p} I \int_{0}^{\varepsilon} d s \partial_{q} G_{\omega, s}}=0 \tag{3.47}
\end{equation*}
$$

That is, the second term in the R.H.S. of the formula of (3.46) has zero average. We call attention to the fact that this is the only part in the whole proof of the estimates where we use the exact symplectic character of the deformation, which is equivalent to the fact that $G$ is a function on the annulus and not just on the universal cover.

Since $I_{\omega, \varepsilon}$ depends only on $p$ we have that $\overline{I_{\omega, \varepsilon}}=I_{\omega, \varepsilon}$.

Under the assumption

$$
\begin{equation*}
\left\|\nabla^{2} I\right\|_{\beta-\sigma, U_{\sigma}} \leq K_{4} \tag{3.48}
\end{equation*}
$$

we can bound the last two terms in (3.46) by terms that are quadratic in $\|E\|$.
Since the last two terms in (3.46) are the only ones that contribute to $I_{\omega, \varepsilon} \circ g_{\omega, \varepsilon}-$ $\overline{I_{\omega, \varepsilon} \circ g_{\omega, \varepsilon}}$, we obtain from Proposition 3.5

$$
\begin{equation*}
\|I \circ g-\overline{I \circ g}\|_{\beta-2 \sigma, U_{2 \sigma}} \leq K \sigma^{-2 \nu-3}\|E\|_{\beta, U}^{2} \tag{3.49}
\end{equation*}
$$

The only term in (3.20) that remains to be estimated is $G_{\omega, \varepsilon} \circ i_{\omega, \varepsilon}^{-1}-G_{\omega, \varepsilon} \circ T^{0}$. We note that, by (3.31), we have

$$
\left\|i^{-1}-T^{0}\right\|_{U} \leq \alpha
$$

Therefore, using the estimates in Proposition 3.3,

$$
\begin{equation*}
\left\|G \circ i^{-1}-G \circ T^{0}\right\|_{\sigma, U_{\beta-\alpha-\sigma}} \leq K \sigma^{-\nu-1} \alpha\|E\|_{\beta, U} \tag{3.50}
\end{equation*}
$$

If we add the estimates in (3.29), (3.30), (3.43), (3.49), and (3.50), for the terms that have to be bounded in (3.20), and claim them only in the domain $\Sigma_{\beta-\alpha-4 \sigma, U_{4 \sigma}}$, which is smaller than any of the domains in which we have bounds, we obtain

$$
\begin{equation*}
\|\tilde{E}\|_{\beta-\alpha-4 \sigma, U_{4 \sigma}} \leq K \sigma^{-\tau}\|E\|_{\beta, U}\left(\|E\|_{\beta, U}+\alpha\right) \tag{3.51}
\end{equation*}
$$

where $\tau:=2 \nu+3$ and $\left\|\Omega-\omega_{0}\right\|_{U} \leq \alpha$.
We also notice that from Proposition 3.4 and (3.36), it follows that if $(\omega, \varepsilon, p, q) \in$ $\Sigma_{\beta-\alpha-4 \sigma, U_{4 \sigma}}$, then $\left(\omega, \varepsilon, g_{\omega, \varepsilon}^{-1} \circ f_{\omega, \varepsilon} \circ g_{\omega, \varepsilon}(p, q)\right) \in \Sigma_{\beta-\sigma, U_{\sigma}}$.

On the set $\Sigma_{\Omega, \alpha, \beta \alpha-4 \sigma, U_{4 \sigma}}$ introduced in (3.9), (3.51) reads as

$$
\begin{equation*}
\|\tilde{E}\|_{\Omega, \alpha, \beta-\alpha-4 \sigma, U_{4 \sigma}} \leq K \sigma^{-\tau}\|E\|_{\Omega, \alpha, \beta, U}\left(\|E\|_{\Omega, \alpha, \beta, U}+\alpha\right) \tag{3.52}
\end{equation*}
$$

This is very similar to the estimates desired in (3.18) and it only differs from them in the fact that the norm in the left-hand side (L.H.S.) of (3.52) is referred to as the domain specified by $\Omega$ and not by $\tilde{\Omega}$.

To remedy that, we will estimate the change in $\Omega$ and the attendant change in the parameterizations $\Upsilon$ of the surface and the domain $\Sigma$. Using that the frequency function $\Omega$ is nondegenerate, this will allow us to transform the expression of the domain in which we have improved estimates into an expression involving the new frequency function.

We will find it convenient to state formally what we have already accomplished without using nondegeneracy conditions in $\Omega$. We call attention that this lemma will also play an important role in the proof of Theorem 1.6. Later, we will prove Lemma 3.7 that takes into account the change in the frequency function and which indeed uses the nondegeneracy assumptions in $\Omega$.

Lemma 3.6. Given the Hamiltonian $F=I+E$ of $f_{\omega, \varepsilon}$ introduced in (3.10), choose $G, \Delta$ as given by Lemma 3.2, and consider the new Hamiltonian $\tilde{F}=\tilde{I}+\tilde{E}$ of $g_{\omega, \varepsilon}^{-1} \circ f_{\omega, \varepsilon} \circ g_{\omega, \varepsilon}$ as given in (3.13). Assume that $\sigma$ is such that (3.28), (3.33), and (3.48) are met, and let $\tau=2 \nu+3$. Then

$$
\begin{align*}
& \|\tilde{E}\|_{\Omega, \alpha, \beta-\alpha-4 \sigma, U_{4 \sigma}} \leq K \sigma^{-\tau}\|E\|_{\Omega, \alpha, \beta, U}\left(\|E\|_{\Omega, \alpha, \beta, U}+\alpha\right)  \tag{3.53}\\
& \|\Delta\|_{\Omega, \alpha, \beta, U} \leq\|E\|_{\Omega, \alpha, \beta, U}, \quad\|\nabla \Delta\|_{\Omega, \alpha, \beta-\sigma, U_{\sigma}} \leq K \sigma^{-1}\|E\|_{\Omega, \alpha, \beta, U} \tag{3.54}
\end{align*}
$$

The way of interpreting these estimates is that (3.53) indicates that, after the transformation, the resulting Hamiltonian is essentially an integrable one (albeit in a smaller domain): the right-hand side of (3.53) consists on two terms, one of which is quadratic in $\|E\|$ and the other one contains $\|E\| \alpha$. If we choose $\alpha$ sufficiently small, we will be able to make the R.H.S. of (3.53) much smaller than the original one. This will overcome the small divisors $\sigma^{-\tau}$.

We call attention to the fact that Lemma 3.6 does not need the nondegeneracy assumption on $\Omega$ and that it does not lose any domain in the parameters. This lemma will a basic tool for the estimates of the inductive steps both in the proof of the KAM theorem and in the justification of Greene's criterion. The difference between the two results will be that the inductive steps will have different domain losses and that we will have to apply them repeatedly in different ways, losing domain at different rates.
3.5. The KAM inductive step. Geometry of domains. To complete the work for the bounds of the inductive step in the KAM theorem, we need to study the change in $\Omega$, the surface $\Sigma$ defined by $\Omega=\omega_{0}$ and its natural parameterization $\Upsilon$ defined in (3.3). In particular, we will need to provide estimates for the changes of the bounds in (3.12) that quantify the nondegeneracy assumptions. Since we are also taking into account the derivative of $\Omega$ with respect to $\omega$, instead of (3.33), we are going to assume

$$
\begin{equation*}
\left\|\frac{\partial \Omega}{\partial p}\right\|_{U} \leq K_{3}, \quad\left\|\frac{\partial \Omega}{\partial \omega}\right\|_{U} \leq K_{3} . \tag{3.55}
\end{equation*}
$$

Again, we emphasize that most of the results in this section are true for arbitrary $d$. The only exception is (iv) in Lemma 3.7 below.

Given the estimates that we have on $\Delta$, it will be very easy to estimate the change in $\Omega$ and all the other estimates will follow by an application of the implicit function theorem. We note that since $\Delta$ is small, and $\Omega$ depends linearly on the integrable part, the change in $\Omega$ will be of the same order of magnitude and hence also small. All the changes in the surface and in the parameterization will be small and hence can be estimated by $\|E\|$ possibly multiplied by some factors that come from the fact that we have to involve derivatives and control them by Cauchy estimates.

More precisely, we have the following lemma.
Lemma 3.7. Let $\Omega$ be the frequency function (3.11) for the family $f_{\omega, \varepsilon}$ (3.10) defined on $\Sigma_{\Omega, \alpha, \beta, U}$ as in (3.9). Let $\Delta$ be given by (3.23) and let $\sigma$ be a positive number. Assume that (3.17), (3.28), (3.55), and (3.48) hold. Consider $\tilde{\Omega}$, the new frequency function defined by

$$
\begin{equation*}
\tilde{\Omega}(\omega, \varepsilon, p)=\Omega(\omega, \varepsilon, p)+\int_{0}^{\varepsilon} d s \frac{\partial}{\partial p} \Delta(\omega, s, p) . \tag{3.56}
\end{equation*}
$$

Denote by $\Upsilon$ and $\tilde{\Upsilon}$ the parameterizations (3.3) corresponding to $\Omega$ and $\tilde{\Omega}$.
Then, for any $\tilde{\alpha} \leq \alpha$ satisfying

$$
\begin{equation*}
K \sigma^{-1}\|E\|_{\Omega, \alpha, \beta, U} \leq \tilde{\alpha} \tag{3.57}
\end{equation*}
$$

we have
(i) $\|\Omega-\tilde{\Omega}\|_{U_{\sigma}} \leq K \sigma^{-1}\|E\|_{\Omega, \alpha, \beta, U} \leq \tilde{\alpha}$;
(ii) for $\tilde{\alpha}$ as before, $\tilde{\beta}=\beta-\alpha-4 \sigma, \tilde{U} \equiv U_{4 \sigma}$, we have

$$
\Sigma_{\tilde{\Omega}, \tilde{\alpha}, \tilde{\beta}, \tilde{U}} \subset \Sigma_{\Omega, 2 \alpha, \beta-4 \sigma, U_{4 \sigma}} ;
$$

(iii)

$$
\left\|\left(\frac{\partial}{\partial \omega} \tilde{\Omega}\right)^{-1}\right\|_{\tilde{U}} \leq\left\|\left(\frac{\partial}{\partial \omega} \tilde{\Omega}\right)^{-1}\right\|_{U_{4 \sigma}} \leq\left\|\left(\frac{\partial}{\partial \omega} \Omega\right)^{-1}\right\|_{U}+K \sigma^{-2}\|E\|_{\Omega, \alpha, \beta, U}
$$

(iv) when $d=1$,

$$
\left\|\left(\frac{\partial^{2}}{\partial p^{2}} \tilde{\Omega}\right)^{-1}\right\|_{\tilde{U}} \leq\left\|\left(\frac{\partial^{2}}{\partial p^{2}} \tilde{\Omega}\right)^{-1}\right\|_{U_{4 \sigma}} \leq\left\|\left(\frac{\partial^{2}}{\partial p^{2}} \Omega\right)^{-1}\right\|_{U}+K \sigma^{-3}\|E\|_{\Omega, \alpha, \beta, U}
$$

(v) $\|\Upsilon-\tilde{\Upsilon}\|_{\tilde{U}} \leq K \sigma^{-1}\|E\|_{\Omega, \alpha, \beta, U}$;
(vi) the inequalities (3.18) hold, that is, for $\tau=2 \nu+3$

$$
\|\tilde{E}\|_{\tilde{\Omega}, \tilde{\alpha}, \tilde{\beta}, \tilde{U}} \leq K \sigma^{-\tau}\|E\|_{\Omega, \alpha, \beta, U}\left(\|E\|_{\Omega, \alpha, \beta, U}+\tilde{\alpha}\right) .
$$

Proof. Part (i) follows immediately from the formula (3.56) for $\tilde{\Omega}$ and the estimates that we have for $\Delta$ in Lemma 3.2. The last inequality in (i) is just a restatement of (3.28), which is one of the hypotheses of the lemma.

Part (ii) follows because of (3.57).
Parts (iii) and (iv) follow because we can use Cauchy estimates to estimate the derivatives of $\Delta$. Then, we can use Cauchy estimates to bound the derivatives of $\Omega$.

The existence of $\tilde{\Upsilon}$ and its estimates are a very simple consequence of the implicit function theorem. Recall the well-known result that if an analytic function $\Phi$ satisfies $|\Phi(0)| \leq \varepsilon$ and $\left|\Phi^{\prime}\right|^{-1} \leq a$ on a ball around zero of radius $a \varepsilon$ there is one and only one zero in this ball. Moreover, if $\Phi$ depends analytically on parameters, the zero depends analytically on parameters. We can apply this result to $\Phi(s)=\Omega(s+\Upsilon(\varepsilon, p), \varepsilon, p)-\omega_{0}$ and then, the result follows.

Part (vi) is a consequence of the estimates in Lemma 3.6 and part (ii) of this lemma.

Notice that the only places where we had to consider derivatives with respect to $\omega$ are (iii) and (v). Hence, this will be easy to adapt to the situation in the justification of the Greene's criterion where there is some degeneracy in the frequency function.

Remark. Notice also that it is only in these nondegeneracy assumptions that we have to consider the one-dimensional properties of the map. It seems that with some appropriate notion of critical circle in higher dimensions (one has to consider invariant tori with "degenerate torsion"), one could develop an analogous converging KAM process, and a subsequent geometrical interpretation could provide the structure of invariant objects nearby the critical torus.
3.6. Iteration of the KAM inductive step. Convergence. In this subsection, we verify that if we start with a sufficiently small perturbation $E$, the iterative step can be repeated infinitely many times and, moreover, converges to a solution. The estimates are very similar to those in the paper [Ru2] on the translated curve method. Along the rest of this section, we will assume that $d=1$.

The main idea is that the loss of domain has to be fast - say, exponentially fastin the variables $q$ so that we have some domain left. On the other hand, we have to decrease superexponentially fast the variable $\alpha$ which controls the thickness of the approximations to the surface $\Sigma$. This will achieve that the $\|E\|$ decreases superexponentially and that, as a consequence, the process can be iterated indefinitely.

We will choose $\alpha_{n}, \sigma_{n}$, and show that if $\left\|E^{0}\right\|_{\Omega^{0}, \alpha_{0}, \beta_{0}, U^{0}}$ is small enough, the iterative step described in the previous section can be repeated indefinitely and the transformations converge to a solution that indeed solves the problem.

We point out that these smallness conditions can always be adjusted by switching to another variable $\varepsilon^{\prime}=\varepsilon \lambda$. If we choose $\lambda$ small enough, the remainder is made arbitrarily small while all the other parameters in the problem are left unaltered. (That is, when we have families, we can obtain the smallness conditions by considering $\varepsilon$ restricted to a small domain.) Of course, when our families are obtained by interpolating between two diffeomorphisms, as in Lemma 2.2, the smallness assumptions in the family can be accomplished by assuming that the diffeomorphisms we are interpolating are close.

We will start by picking $\sigma_{n}=\sigma^{*} 2^{-n}$, where we pick $\sigma^{*}<\beta_{0} / 8$ so that $\beta_{n}$ defined in Lemma 3.7 by $\beta_{n+1}=\beta_{n}-4 \sigma_{n}$ is bounded away from zero, and $\sigma^{*}<\delta / 8$ so that all the domains $U^{n+1}=U_{\sigma_{n}}^{n}$ contain the open domain $U_{2 \sigma^{*}}^{0}$. Now we will show that it is possible to choose $\alpha_{n}$ in such a way that if $\left\|E^{0}\right\|_{\Omega^{0}, \alpha_{0}, \beta_{0}, U^{0}}$ is small enough, the process can be iterated indefinitely and it converges.

Introducing the notation $e_{n}=\left\|E_{n}\right\|_{\Omega^{n}, \alpha_{n}, \beta_{n}, U^{n}}, a_{n}=\alpha_{n+1}, A=2^{\tau}, C=K / \sigma^{*}$, the recursion equation in (vi) of Lemma 3.7 becomes

$$
\begin{equation*}
e_{n+1} \leq C A^{n} e_{n}\left(e_{n}+a_{n}\right) \tag{3.58}
\end{equation*}
$$

We claim the following lemma.
LEMMA 3.8. If $e_{0}$ is small enough, it is possible to choose $0<\rho<1$ in such a way that setting $a_{n}=\rho^{2^{n}}(A B)^{-n}$, for $B>1$, the conditions for Lemma 3.7 are satisfied for all $n$ and

$$
\begin{equation*}
e_{n} \leq \frac{a_{n}}{C 2^{n}}=\frac{\rho^{2^{n}}}{C(2 A B)^{n}} \tag{3.59}
\end{equation*}
$$

Proof. Assume that (3.59) holds for a certain $n$ and that we have chosen $a_{n}$ as indicated and that the iterative step can be applied at this step.

Then, by (3.58) we have

$$
\begin{align*}
e_{n+1} & \leq \frac{\rho^{2^{n}}}{C(2 A B)^{n}}\left(\frac{\rho^{2^{n}}}{C(2 A B)^{n}}+\frac{\rho^{2^{n}}}{(A B)^{n}}\right) C A^{n}  \tag{3.60}\\
& =\frac{\rho^{2^{n+1}}}{C(2 A B)^{n+1}} \frac{2 A B C}{B^{n}}\left(\frac{1}{C 2^{n}}+1\right) \leq \frac{\rho^{2^{n+1}}}{C(2 A B)^{n+1}} \frac{4 A B C}{B^{n}} .
\end{align*}
$$

If $n>N_{0}(A, B, C)$ we have that

$$
\begin{equation*}
\frac{4 A B C}{B^{n}} \leq 1 \tag{3.61}
\end{equation*}
$$

so that indeed the formula (3.59) holds for $n+1$.
We also observe that, if $a_{n}$ and $e_{n}$ are of the form that we claimed, there is an $N_{1}(A, B, C) \geq N_{0}$ so that all the hypotheses (3.17), (3.28), (3.55), (3.48), (3.57) are satisfied for $n>N_{1}$.

Therefore, it suffices to ensure that $e_{0}$ is so small that the iterative step can be performed $N_{1}$ times and that the inequalities (3.59) hold for $n \leq N_{1}$. Then, the argument in (3.60) will show that (3.59) continue to hold, and that the hypotheses needed to perform the iterative step and (3.61) hold.

Clearly, from (3.59), we obtain that the error of the solution goes to zero on the surfaces. Similarly, using the estimates in Lemma 3.7 we can show that the
parameterizations $\Upsilon$ of the surface converge. (It suffices to check that the increments are summable.)

Moreover, defining $h_{\omega, \varepsilon}^{n}=g_{\omega, \varepsilon}^{0} \circ \cdots \circ g_{\omega, \varepsilon}^{n}$ we have that

$$
\begin{align*}
& \left\|h^{n}-h^{n-1}\right\|_{\Omega^{n}, \alpha_{n}, \beta_{n}, U^{n}}=\left\|h^{n-1} \circ g^{n}-h^{n-1}\right\|_{\Omega^{n}, \alpha_{n}, \beta_{n}, U^{n}}  \tag{3.62}\\
& \quad \leq \sigma_{n-1}^{-1} K\left\|h^{n-1}\right\|_{\Omega^{n-1}, \alpha_{n-1}, \beta_{n-1}, U^{n-1}}\left\|g^{n}-\operatorname{Id}\right\|_{\Omega^{n}, \alpha_{n}, \beta_{n}, U^{n}}
\end{align*}
$$

From (3.62) and the estimates in (ii) of Proposition 3.4, it is immediate to show by induction that $\left\|h^{n}\right\|_{\Omega^{n}, \alpha_{n}, \beta_{n}, U^{n}}$ remains bounded independently of $n$. Then, using (ii) of Proposition 3.4, the R.H.S. of (3.62) is summable in $n$. Hence $h_{\omega, \varepsilon}^{n}$ converges in the limiting domain $\Sigma_{\Omega^{\infty}, \alpha_{\infty}, \beta_{\infty}, U^{\infty}}$, with $\alpha_{\infty}=0$, consisting on the points $(\omega, \varepsilon, p, q)$ with $(\omega, \varepsilon, p) \in U^{\infty}=U_{2 \sigma^{*}}^{0}$ such that $\Omega^{\infty}(\omega, \varepsilon, p)=\omega_{0}$ and $|\Im q| \leq \beta_{\infty}=\beta_{0}-2 \sigma^{*} \geq \beta_{0} / 2$.

This finishes the proof of Theorem 1.5.
4. Partial justification of Greene's criterion. To assess numerically the existence of invariant circles, the most frequently used method is the so-called Greene's criterion, formulated in [Gr] for two-dimensional maps.

This criterion asserts that a smooth invariant circle with motion smoothly conjugate to a rotation $\omega$ exists if and only if it is possible to find a sequence of periodic orbits of type $m / n$ whose "residue" (that is, the trace of the derivative of the return map minus 2) converges to zero as the $m / n$ converges to $\omega_{0}$.

As it turns out, this criterion has not been proved to hold; nevertheless, parts of it can be established rigorously.

For standard KAM tori, Mather (see [McK, Section 1.3.2.4]) suggested a method to prove that if KAM tori existed, the residue should go to zero faster than any power of $\left|\omega-p_{n} / q_{n}\right|$. This method was implemented in [FL], [McK2] for two-dimensional maps to show that the residue is smaller than $\exp \left(-c\left|\omega-p_{n} / q_{n}\right|^{-\alpha}\right)$ for some $\alpha>0$.

The main goal of this section is to prove one of the implications of Greene's criterion for critical circles. We will prove that if a critical circle exists, then any sequence of periodic orbits converging to it has residual converging to zero. We will also show that, if a critical circle exists, indeed there is at least one such sequence. Actually, for any $m / n$ such that $m / n<\omega,|m / n-\omega| \ll 1$, we can find at least two periodic orbits of type $m / n$ and, under mild nondegeneracy conditions, at least four.

Again, we will assume in this section that $d=1$. We note that for higher dimensional maps, in [T1] and [T2] there are versions of Greene's criterion for higher dimensional twist maps (a rigorous justification of one of the implications and numerical evidence, respectively). There are some differences between the proofs in higher dimensional cases and the case considered here of $d=1$ and we will comment on them after the proof of our results.

The main part of the proof will consist in showing that, in a neighborhood of the invariant circle, it is possible to find changes of variables that reduce the system almost to integrable. Once we have that, the result will follow word for word the result in [FL].

Of course, the estimates near the invariant torus are a more general result than that of the Greene's criterion and they allow us to control not only the behavior of the periodic orbits but also other dynamical objects. Other papers in which similar estimates are obtained for nondegenerate circles are [OS], [PW], [JV], [DG2].

Most of the work has already been done in section 3. The estimates that we will use are the same as those of the iterative step and the only difference is that we will be in the iterative step that makes different choices. This unified approach between the KAM theorem and exponentially small estimates appears also in [DG1].
4.1. Preliminary estimates and notation. We will be considering area preserving maps $f$ which are defined in a neighborhood of $[-\delta, \delta] \times \mathbb{T}^{1}$ to itself.

These maps will have the form

$$
f(p, q)=\left(p, q+\omega_{0}+\kappa p^{M}\right)+O\left(p^{M+1}\right)
$$

for some $\kappa \neq 0$.
By Lemma 2.2, we can find an $f_{\varepsilon}$ in such a way that the $f_{0}(p, q)=\left(p, q+\omega_{0}+\kappa p^{M}\right)$. The Hamiltonian of this deformation will be $F_{\varepsilon}=O\left(p^{M+1}\right)$.

We will write for these type of families $F_{\varepsilon}(p, q)=I_{\varepsilon}(p)+E_{\varepsilon}(p, q)$, where again $I_{\varepsilon}$ will be thought of as the integrable part. We will denote by $i_{\varepsilon}$ the deformation with initial point $f_{0}$ and with Hamiltonian $I_{\varepsilon}: i_{\varepsilon}(p, q)=\left(p, q+\omega_{0}+\kappa p^{M}+\int_{0}^{\varepsilon} d s \partial_{p} I_{s}(p)\right)$.

We note that these families are a particular case of the families we have considered in section 3. (In particular, $\kappa<0$ and $M=2$ for the example (1.1).) In that section, we allowed a dependence in another parameter $\omega$. The families we consider here can be considered as embedded in families depending on $\omega$ but such that the dependence on $\omega$ is trivial. Clearly, all the results of section 3 that do not rely on the dependence on $\omega$ being nontrivial will go through as stated using the elementary device of writing the extra variable $\omega$ and noticing that the functions we consider do not depend on $\omega$. We will use this completely elementary device without too much of an explicit mention.

For the purposes of this section, it will be sufficient to use particular cases of the neighborhoods $\Sigma_{\Omega, \alpha, \beta, U}$. Since all the objects we will consider will not depend on $\omega$, we will not need to consider objects that depend on this; in particular we can suppress $U$ from the notation.

We will also introduce the simplified domains

$$
\Sigma_{\delta}=\{(p, q, \varepsilon)| | p|\leq \delta, \quad| \Im q \mid \leq \delta, \quad d(\varepsilon,[0,1)) \leq \delta\}
$$

and, given a family of functions $H_{\varepsilon}(p, q)$, we will denote

$$
\|H\|_{\delta} \equiv \sup _{(p, q, \varepsilon) \in \Sigma_{\delta}}\left|H_{\varepsilon}(p, q)\right|
$$

Since we will be working with functions that vanish at the origin to a high order, it is worth remarking that Cauchy bounds can be improved for them.

Proposition 4.1. Let $H_{\varepsilon}(p, q)$ be such that $H_{\varepsilon}(p, q)=p^{n} J_{\varepsilon}(p, q)$. Then, provided that the norms are defined,
(i) $\|J\|_{\delta}=\delta^{-n}\|H\|_{\delta}$
and, for $\delta^{\prime}<\delta$, we have
(ii) $\|H\|_{\delta^{\prime}} \leq\left(\delta^{\prime} / \delta\right)^{n}\|H\|_{\delta}$;
(iii) $\|\nabla H\|_{\delta^{\prime}} \leq\left(n / \delta^{\prime}+\left(\delta-\delta^{\prime}\right)^{-1}\right)\left(\delta^{\prime} / \delta\right)^{n}\|H\|_{\delta}$.

Proof. By the maximum modulus principle

$$
\|H\|_{\delta}=\sup _{\Sigma_{\delta}}\left|H_{\varepsilon}(p, q)\right|=\sup _{\substack{|p|=\delta \\|\Im q| \leq \delta \\ d(\varepsilon,[0,1]) \leq \delta}}\left|H_{\varepsilon}(p, q)\right|=\delta^{n} \sup _{\Sigma_{\delta}}\left|J_{\varepsilon}(p, q)\right|=\delta^{n}\|J\|_{\delta}
$$

This proves (i). Then,

$$
\|H\|_{\delta^{\prime}}=\delta^{\prime n}\|J\|_{\delta^{\prime}} \leq \delta^{\prime n}\|J\|_{\delta}=\left(\delta^{\prime} / \delta\right)^{n}\|H\|_{\delta}
$$

Furthermore,

$$
\begin{aligned}
\left\|\nabla\left(p^{n} J_{\varepsilon}\right)\right\|_{\delta^{\prime}} & =\left\|\left(n p^{n-1} J_{\varepsilon}+p^{n} \partial_{p} J_{\varepsilon}, p^{n} \partial_{q} J_{\varepsilon}\right)\right\|_{\delta^{\prime}} \\
& \leq n \delta^{\prime(n-1)} \delta^{-n}\|H\|_{\delta}+\delta^{\prime n}\left\|\nabla J_{\varepsilon}\right\|_{\delta^{\prime}} \\
& \leq n \delta^{\prime-1}\left(\delta^{\prime} / \delta\right)^{n}\|H\|_{\delta}+\delta^{\prime n}\left(\delta-\delta^{\prime}\right)^{-1}\left\|J_{\varepsilon}\right\|_{\delta} \\
& \leq\left(n \delta^{\prime-1}+\left(\delta-\delta^{\prime}\right)^{-1}\right)\left(\delta^{\prime} / \delta\right)^{n}\|H\|_{\delta} .
\end{aligned}
$$

4.2. Reduction of maps to integrable in a neighborhood of a Diophantine circle. The key step in the proof of Theorem 1.6 is the following. Once we prove this result, the proof will be the same as in [FL].

Lemma 4.2. Let $\omega_{0}$ be a Diophantine number, $M$ an integer. Let $f$ be an analytic area preserving map of the form

$$
f(p, q)=\left(p, q+\omega_{0}+\kappa p^{M}\right)+O\left(p^{M+1}\right)
$$

for some $\kappa \neq 0$. Then,
(i) for every $N \in \natural$ we can find an analytic canonical transformation such that

$$
\begin{equation*}
g_{N}^{-1} \circ T \circ g_{N}(p, q)=\left(p, q+\Omega_{N}(p)\right)+R_{N}(p, q) \tag{4.1}
\end{equation*}
$$

with $\Omega_{N}$ analytic, $\Omega_{N}(p)=\omega_{0}+\kappa p^{M}+O\left(p^{M+1}\right)$, and $\left|R_{N}(p, q)\right| \leq C_{N}|p|^{N}$.
(ii) Moreover, we can find $\mu_{1}, \mu_{2}>0$ depending only on $M$ and the Diophantine properties of $\omega_{0}$, such that for sufficiently small $\delta$, choosing $N=K \delta^{\mu_{1}}$, we have

$$
\begin{equation*}
\left\|R_{N}\right\|_{\delta} \leq K \exp \left(-K^{-1} \delta^{-\mu_{2}}\right) \tag{4.2}
\end{equation*}
$$

Remark. We note that Lemma 4.2, besides giving some control on the periodic orbits that we will use to prove Theorem 1.6, also provides control over other orbits. Notably, it shows that critical circles are approximated by KAM circles. Indeed, the density of KAM circles in a neighborhood of size $\delta$ of a critical circle will be bigger than $1-C_{1} \exp \left(-C_{2} \delta^{-\alpha}\right)$ for some positive $C_{1}, C_{2}, \alpha$.

Remark. We observe that the first part of the claim, the reduction to an integrable form could go through with less differentiability. If we only want that $g_{N} \in \mathcal{C}^{4}$ (which we will show is enough to show that the residue goes to zero faster than $\left|\omega_{0}-m / n\right|^{N / M}$ ) it would suffice to assume that $f$ is $\mathcal{C}^{r}$ with $r$ depending on $N$ and the Diophantine properties of $\omega_{0}$. Of course, the quantitative estimates (4.2) depend on the analyticity properties. The first part of the claim is much easier to prove, since, as we will see, it only entails matching powers of $p$ in an equation that expresses the desired result. We note that this is enough to show using the methods that we will develop later that if there is a finitely differentiable circle, then the residue of a periodic orbit of type $m / n$ is smaller than a power of $\left|\omega_{0}-m / n\right|$. This power can be made as large as we want by assuming that the differentiability is high enough.

Proof of (i). If we denote by $f_{0}(p, q)=\left(p, q+\omega_{0}+\kappa p^{M}\right)$, by Lemma 2.2 we can find an analytic family $f_{\varepsilon}$ that interpolates between $f_{0}$ and $f$. The Hamiltonian of this family $F_{\varepsilon}^{0}$ will be an analytic function of $(p, q, \varepsilon)$ in a complex neighborhood of $\Sigma_{\delta}$.

To prove that we can find $g_{N}$ so that (4.1) holds, we proceed by induction in $N$ and assume that for some $N \geq 2$ we can write our Hamiltonian as

$$
\begin{equation*}
F_{\varepsilon}^{N}(p, q)=I_{\varepsilon}^{N}(p)+E_{\varepsilon}^{N}(p, q) \tag{4.3}
\end{equation*}
$$

with

$$
E_{\varepsilon}^{N}(p, q)=p^{N} R_{\varepsilon}^{N}(p, q)
$$

We seek Hamiltonians $G_{\varepsilon}^{N}(p, q)=p^{N} S_{\varepsilon}^{N}(q)$ determined in such a way that the family $g_{\varepsilon}^{N}$ with this Hamiltonian and starting in the identity is such that

$$
\begin{equation*}
j_{\varepsilon}=\left(g_{\varepsilon}^{N}\right)^{-1} \circ f_{\varepsilon}^{N} \circ g_{\varepsilon}^{N} \tag{4.4}
\end{equation*}
$$

has a Hamiltonian which is integrable up to a higher order error in $p$.
We note that

$$
\begin{equation*}
g_{\varepsilon}^{N}(p, q)=\left(p+p^{N} \Delta_{p}(p, q), q+p^{N-1} \Delta_{q}(p, q)\right) \tag{4.5}
\end{equation*}
$$

where $\Delta_{p}, \Delta_{q}$ are analytic functions. Therefore, the compositions needed to define $j_{\varepsilon}$ in (4.4) make sense in a sufficiently small neighborhood of the circle.

From Proposition 2.1 and (4.5), we can compute the Hamiltonian of $j_{\varepsilon}$

$$
\begin{equation*}
J_{\varepsilon}=I_{\varepsilon}^{N} \circ g_{\varepsilon}^{N}+\left(p+p^{N} \Delta_{p}\right)^{N} \cdot R_{\varepsilon}^{N} \circ g_{\varepsilon}-G_{\varepsilon} \circ g_{\varepsilon}^{N}+G_{\varepsilon}^{N} \circ\left(f_{\varepsilon}^{N}\right)^{-1} \circ g_{\varepsilon}^{N} \tag{4.6}
\end{equation*}
$$

Expanding the above formula and denoting $R_{\varepsilon}^{N}(p, q)=\sum_{i \geq 0} p^{i} R_{\varepsilon}^{N, i}(q)$ and analogously for other functions-we obtain

$$
\begin{aligned}
J_{\varepsilon}(p, q)= & I_{\varepsilon}^{N}(p)+p^{N} \overline{R_{\varepsilon}^{N, 0}} \\
& \quad+p^{N}\left\{\left(R_{\varepsilon}^{N, 0}(q)-\overline{R_{\varepsilon}^{N, 0}}\right)-S_{\varepsilon}^{N}(q)+S_{\varepsilon}^{N}\left(q-\omega_{0}\right)\right\}+O\left(p^{N+1}\right) .
\end{aligned}
$$

Using Lemma 3.2 we now that we can find an analytic $S^{N}$ so that the term in braces is zero in the domain where the function is defined, which includes a strip around the torus. By the form of the functions, all the compositions needed to define $j_{\varepsilon}$ will be defined in a sufficiently small strip around of the torus.

This establishes the first part of the claim, the fact that we can reduce to any order.

Remark. Rather than using an inductive argument, as we have done, it is possible to show that (4.1) holds to all orders by matching terms in (4.6). We note that the terms of order $p^{N+m}$ have the form

$$
R_{\varepsilon}^{N, m}(q)-S_{\varepsilon}^{N, m}(q)+S_{\varepsilon}^{N, m}\left(q-\omega_{0}\right)+\tilde{R}_{\varepsilon}^{N, m-1}(p, q),
$$

where $\tilde{R}_{\varepsilon}^{N, m-1}$ is a polynomial expression in $R_{\varepsilon}^{N, i}, S_{\varepsilon}^{N, i}, i \leq m-1$ and their derivatives and the derivatives of $I$. Again, we can use Lemma 3.2 to prove that a solution exists to all orders in $p^{n}$.

This method clearly shows that the coefficients of the expansion in the reduction are uniquely determined by the map and the torus, and are independent of the procedure. For example, in [OS], a different procedure using generating functions is used for twist maps and one can find the remark that the coefficients of this normal form are unique. (For the situation we are considering here, generating functions are not so convenient since the mixed variables are not a good system of coordinates in a neighborhood of the invariant torus. Nevertheless, the formalism that we developed above allows us to reach the same uniqueness conclusions.)

To obtain the estimates on the remainders of the reduction, we use a slightly different procedure. We use (3.20) and determine $G_{\varepsilon}$ in exactly the same way as in section 3 .

We can apply Lemma 3.6 - which does not depend on $\Omega$ being nondegenerate - to obtain, with the notation introduced there, (3.53) and (3.54) provided that the inductive hypothesis hold.

Lemma 4.3. Let $\Omega$ be the frequency function (3.11) defined in $\Sigma_{\Omega, \alpha, \beta, U}$ as in (3.9). Let $\Delta$ be defined as in (3.23) and let $\sigma$ be a positive number. Assume that (3.17), (3.28), (3.33), and (3.48) hold. Consider $\tilde{\Omega}$, the new frequency function defined by

$$
\begin{equation*}
\tilde{\Omega}(\omega, \varepsilon, p)=\Omega(\omega, \varepsilon, p)+\int_{0}^{\varepsilon} d s \frac{\partial}{\partial p} \Delta(\omega, s, p) . \tag{4.7}
\end{equation*}
$$

Then, for any $\tilde{\alpha} \leq \alpha$ satisfying

$$
\begin{equation*}
K \sigma^{-1}\|E\|_{\Omega, \alpha, \beta, U} \leq \tilde{\alpha} \tag{4.8}
\end{equation*}
$$

we have
(i) $\|\Omega-\tilde{\Omega}\|_{U_{\sigma}} \leq K \sigma^{-1}\|E\|_{\Omega, \alpha, \beta, U} \leq \tilde{\alpha}$;
(ii) for $\tilde{\alpha}$ as before, $\tilde{\beta}=\beta-\alpha-4 \sigma, \tilde{U} \equiv U_{4 \sigma}$, we have

$$
\Sigma_{\tilde{\Omega}, \tilde{\alpha}, \tilde{\beta}, \tilde{U}} \subset \Sigma_{\Omega, 2 \alpha, \beta-4 \sigma, U_{4 \sigma}}
$$

(iii)

$$
\begin{aligned}
\left\|\left(\frac{\partial^{M}}{\partial p^{M}} \tilde{\Omega}\right)^{-1}\right\|_{\tilde{U}} & \leq\left\|\left(\frac{\partial^{M}}{\partial p^{M}} \tilde{\Omega}\right)^{-1}\right\|_{U_{4 \sigma}} \\
& \leq\left\|\left(\frac{\partial^{M}}{\partial p^{M}} \Omega\right)^{-1}\right\|_{U}+K \sigma^{-M-1}\|E\|_{\Omega, \alpha, \beta, U}
\end{aligned}
$$

(iv) the inequalities (3.18) hold, that is, for $\tau=2 \nu+3$

$$
\|\tilde{E}\|_{\tilde{\Omega}, \tilde{\alpha}, \tilde{\beta}, \tilde{U}} \leq K \sigma^{-\tau}\|E\|_{\Omega, \alpha, \beta, U}\left(\|E\|_{\Omega, \alpha, \beta, U}+\tilde{\alpha}\right) .
$$

The only difference between the proofs of Lemma 3.7 and Lemma 4.3 is that in Lemma 4.3 we do not need to worry about the nondegeneracy in $\Omega$ with respect to $\omega$. Item (iii) in Lemma 4.3 is just an slight generalization of the standard implicit function theorem.

We also note that if $E$ is $O\left(p^{L}\right)$, then $G$ is also $O\left(p^{L}\right)$ and, as a consequence, all the terms in the decomposition of $\tilde{E}$ according to (3.20) are $O\left(p^{2 L-1}\right)$ except $\left(G_{\omega, \varepsilon} \circ i_{\omega, \varepsilon}^{-1}-G_{\omega, \varepsilon} \circ T^{0}\right)$ which is only $O\left(p^{L+M}\right)$. We note that, for high enough $L$, $2 L-1>L+M$ so that, for large enough $L$ the order of tangency grows by $M$ in each step.

We can therefore assume that if $n$ steps, the resulting nonintegrable part is $O\left(p^{M n-A}\right)$ where $A$ is a number that may depend only on $M$ and not on $n$. The number $A$ takes into account that in the first steps of the iteration it could happen that $2 L-1$ is smaller than $L+M$.

Remark. One could have obtained slightly more sophisticated estimates taking advantage of the fact that the functions we are considering vanish with powers of $p$ and we can use the sharper Proposition 4.1 instead of Lemma 3.1. As it turns out, this does not make an appreciable difference in the final answer and it would require that the estimates leading to Lemma 3.6 are redone.

Proof of part (ii) of Lemma 4.3: Iteration of the inductive step. Now we discuss the possibility and the effect of iterating the inductive step. Since the goals are
quite different than in the iteration leading to the KAM theorem, the choices that we will make in domain losses etc. will also be quite different. In our case, we are not interested in having some analyticity domain left (the existence of an analytic torus is part of the assumptions); rather, we are interested in obtaining control of the remainders in a wide domain.

We will take

$$
\begin{equation*}
\alpha_{n+1}=c n^{-\eta}, \quad \beta_{n}=c n^{-\gamma} \tag{4.9}
\end{equation*}
$$

with $\eta, \gamma>0$ chosen in such a way that

$$
\begin{equation*}
(\gamma+1) \tau-\eta<0 \tag{4.10}
\end{equation*}
$$

Note that then, $\eta>\tau \gamma \geq \gamma+1$ so that the domains in the $p$ variable are smaller than those in the $q$ variable. Moreover, $\sigma_{n}=\left(\beta_{n}-\beta_{n+1}\right) / 4=c \gamma n^{-\gamma-1}+O\left(n^{-\gamma-2}\right)$ and we can bound $\sigma_{n}^{-\tau} \leq K n^{\tau(\gamma+1)}$. Note also that it also follows from (4.10) that $\eta>\tau$ and that given any $\eta>\tau$ we can chose $\gamma>0$ in such a way that (4.10) is satisfied.

We claim that if the iterative step can be iterated $N$ times, and $c$ as in (4.9) is sufficiently small, we have

$$
\begin{equation*}
\left\|E^{N}\right\|_{\Omega^{N}, \alpha_{N}, \beta_{N}, U^{N}} \leq(N!)^{(\gamma+1) \tau-\eta} \tag{4.11}
\end{equation*}
$$

We can proceed by induction. Note that if (4.11) were true, we could, for $N>N_{0}(c)$, obtain the bound $\left\|E^{N}\right\|_{\Omega^{N}, \alpha_{N}, \beta_{N}, U^{N}}+\alpha_{N+1} \leq K \alpha_{N+1}$. Then,

$$
\left\|E^{N+1}\right\|_{\Omega^{N+1}, \alpha_{N+1}, \beta_{N+1}, U^{N+1}} \leq(N!)^{(\gamma+1) \tau-\eta} K c(N+1)^{(\gamma+1) \tau-\eta}
$$

which implies the result for $N+1$ when $c$ is small enough.
We note, as in the proof of the KAM theorem, that all but one of the hypotheses of the iterative step are satisfied provided that $\left\|E^{n}\right\|$ is much smaller than $\sigma_{n}$ to a fixed power. The only condition that involves the $\alpha$ is (4.8). Namely,

$$
K \sigma^{-1}\|E\|_{\Omega, \alpha, \beta, U} \leq \tilde{\alpha}
$$

We note that, if we fix $c$, we have the hypotheses satisfied for $N>N_{1}>N_{0}$. If we assume that the error is sufficiently small to start with-which can be assumed if we start in a neighborhood sufficiently small-then, we can perform the $N_{1}$ steps and then, the iteration can continue. Therefore, if the initial error $\left\|E^{0}\right\|$ is sufficiently small, we can iterate indefinitely. Notice that since $E^{0}$ vanishes up to order $M$ in $p$ it suffices to choose $c$ sufficiently small.

Moreover, the estimates (iii) of Lemma 4.3 tell us that we can bound from below $\left|\left(\frac{\partial^{M}}{\partial p^{M}} \Omega\right)^{-1}\right|$ independently of the number of iterates. Then, the domain $\Sigma_{\delta}$ is contained in all the domains of the form $\Sigma_{\Omega^{N}, K \delta^{1 / M}, K \delta^{1 / M}, U^{N}}$ provided that $U^{N}$ contains a neighborhood of the map.

With the choices of $\alpha_{n} \beta_{n}$ that we have made above in (4.9), we see that we can repeat the iterative step described in Lemma 4.3 and obtain control in a $2 \delta$ neighborhood of the circle while $c N^{-\eta} \geq K \delta^{1 / M}$. That is, $N \leq K^{-1} \delta^{-1 /(M \eta)}$.

As we have seen in (4.11), for $N$ large enough—which is implied by $\delta$ small enough-we have

$$
\left\|E^{N}\right\|_{\Omega^{N}, \alpha_{N}, \beta_{N}, U^{N}} \leq(N!)^{(\gamma+1) \tau-\eta} \leq \exp \left(-K^{-1} \delta^{-1 /(M \eta)}\left|\log \left(\delta^{-1 /(M \eta)}\right)\right|+K\right)
$$

By worsening slightly the power of $\delta$ in the first term, we can suppress the logarithm to simplify the expression

$$
\begin{equation*}
\left\|E^{N}\right\|_{\Omega^{N}, \alpha_{N}, \beta_{N}, U^{N}} \leq(N!)^{(\gamma+1) \tau-\eta} \leq \exp \left(-K^{-1} \delta^{-1 /(M \eta)-\zeta}\right) \tag{4.12}
\end{equation*}
$$

for some small $\zeta>0$. Now, we note that the system $f_{\omega, \varepsilon}$ is obtained by solving up to time 1 the system

$$
\frac{d}{d \varepsilon} x=\mathcal{F}_{\varepsilon}^{N}(x)=\mathcal{I}_{\varepsilon}^{N}(x)+\mathcal{E}_{\varepsilon}^{N}(x)
$$

Applying Cauchy bounds to (4.12), we can obtain bounds for $\mathcal{E}^{N}$ in a $\delta$ neighborhood of the origin which are of the same form as (4.12) with an slightly bigger $\zeta$ and some bigger $K$.

Note that, by definition, $\mathcal{I}^{N}$ generates an integrable flow. Hence, applying the usual estimates for the dependence of the solutions on the vector field, we obtain the result claimed in Lemma 4.2.

Note that the argument we have given shows that we can take $\mu_{1}=1 / M(\eta)$ and $\mu_{2}$ any number strictly smaller. Since we only needed $(\gamma+1) \tau-\eta<0$, we can choose $\eta$ any number bigger than $\tau$ and then choose $\gamma$. Of course, the constants will be worse.
4.3. Proof of Theorem 1.6 using Lemma 4.2. A possible proof can be made following the argument in [FL].

We note that Theorem 1.6 makes statements about the trace of derivatives of $F^{n}$ at fixed points of $F^{n}$. Since the trace of the derivative of a map at a fixed point is invariant under changes of coordinates, we can study the derivatives of this map in the coordinates provided by Lemma 4.2.

First, we need to obtain some idea of where the periodic orbits could be. We will need to show that if $\left|\omega_{0}-m / n\right|$ is small, then the orbit is very close to the invariant circle so that, in the coordinates provided by Lemma 4.2, the orbit is close to being the orbit of an integrable system. Note that for the orbit of an integrable system, the derivative is upper triangular with a diagonal which is the identity (hence, for an integrable system the trace of the derivative is 2 and the residue is 0 ). A second part of the argument is a perturbation argument that shows that if the system is close to integrable, the trace of the derivative is close to 2 and, hence, the residue is small.

The first part of the argument is accomplished by the following proposition.
Proposition 4.4. For $m / n$ sufficiently close to $\omega_{0}$, any orbit of type $m / n$ should be contained in annuli of radii $r \pm O\left(r^{1+\varepsilon}\right)$ where $r$ satisfies $\omega_{0}+\kappa_{M} r^{M}=m / n$.

We see that, when $M$ is odd, we find one such $r$, namely $r=\left(\left(\omega_{0}-m / n\right) / \kappa_{M}\right)^{1 / M}$. When $M$ is even, if $\left(\omega_{0}-m / n\right) / \kappa_{M}$ is positive we can find two such $r$, namely $\left.r= \pm\left(m / n-\omega_{0}\right) / \kappa_{M}\right)^{1 / M}$ and when $\left(m / n-\omega_{0}\right) / \kappa_{M}$ is negative, we can find none. (In general, for each of the values of $r$ that guarantee the existence of periodic orbits, they will appear in pairs: elliptic and hyperbolic.)

The argument will also show that, when we cannot find any $r$ solving the equation, there are no periodic orbits of type $m / n$ in a sufficiently small neighborhood of the nondegenerate circle.

Proof. If we apply the first claim of Lemma 4.2 to order $2 M+2$, we obtain that, in an appropriate system of coordinates, our map can be written as

$$
\begin{equation*}
(p, q) \mapsto(p, q+\Omega(p))+O\left(p^{2 M+2}\right) \tag{4.13}
\end{equation*}
$$

with $\Omega(p)=\kappa p^{M}+O\left(p^{M+1}\right)$.
In the set $I=[(9 / 10) r,(11 / 10) r] \times \mathbb{T}^{1}$, the mapping (4.13) can be considered as a perturbation of an integrable system.

We note that the frequencies present in the integrable system in the domain considered are

$$
\omega_{0}+\kappa r^{M}\left[(9 / 10)^{M},(11 / 10)^{M}\right]+O\left(r^{M+1}\right)
$$

Note also that $\frac{d \Omega}{d p}>\kappa M r^{M-1}+O\left(r^{M}\right)$. This lower bound on the derivative is called the twist constant.

We recall that, by standard arguments in Diophantine approximation, we can find $\omega^{*}$ such that $\forall i \in \mathbb{Z} \forall j \in \mathbb{Z},\left|\omega^{*}-i / j\right|^{-1} \leq C j^{5 / 4}$ in any interval of length bigger than $K C^{-1}$. (It suffices to fix $i, j$ and consider the length of the interval of $\omega$ for which the desired inequality fails. See, e.g., [AA, p. 252].)

Hence, we can find two frequencies $\omega_{ \pm}$such that
(a) they are Diophantine with exponent $\theta-1=5 / 4$ and with constant $C=r^{-M}$;
(b) $\omega_{-}<m / n<\omega_{+}$;
(c) $\omega_{+}-\omega_{-} \leq K r^{M}$.

We now recall the quantitative version of the twist mapping theorem [He] that states that if we perturb an integrable system with twist constant $\sigma$ defined in a range of $A$ of diameter $D$, by a perturbation of $\mathcal{C}^{4}$ size $\rho$, the invariant circles corresponding to a Diophantine frequency of constant $C$ persist provided that $C^{2} \rho \rho \sigma^{-1} / D$ are sufficiently small. Moreover, $\mathcal{C}^{1}$ distance of these invariant tori to the unperturbed ones can be bound by $\rho \sigma^{-1}$.

If we apply this to the circles of frequencies $\omega_{ \pm}$in the domain indicated, we see that $\rho=O\left(r^{2 M+2}\right), C=O\left(R^{-M}\right), \sigma^{-1}=O\left(r^{-M+1}\right)$, and $D \geq 2 / 10 r$.

Hence, we conclude that these circles with frequency $\omega_{ \pm}$persist. Since in a sufficiently small neighborhood of the invariant circle, the map is a twist map, all the orbits with rotation number in $\left[\omega_{-}, \omega_{+}\right]$have to be contained in the annulus bounded by these two invariant circles, in particular those of rotation number $m / n$.

This finishes the proof of Proposition 4.4.
For the cases where we can find an $r$ such that the rotation number of the integrable part is $m / n$, we can apply Lemma 4.2 with $\delta=2 r$ with $r$ as above to obtain that $\left\|R_{N}\right\|_{\delta}$ vanishes to order $K^{-1}|\omega-m / n|^{-\mu_{1} / M}$ and has size smaller than $K \exp \left(-K^{-1}|\omega-m / n|^{-\mu_{2} / M}\right)$.

The improved Cauchy estimates, Proposition 4.1, give us that the entries on the matrix $D R$ are smaller than

$$
\begin{gather*}
2^{-K^{-1}\left|\omega_{0}-m / n\right|^{-\mu_{1} / M}} K \exp \left(-K^{-1}\left|\omega_{0}-m / n\right|^{-\mu_{2} / M}\right)  \tag{4.14}\\
\leq K \exp \left(-K^{-1}\left|\omega_{0}-m / n\right|^{-\mu_{3}}\right)
\end{gather*}
$$

for some $\mu_{3}>0$.
We also note that the derivatives of the integrable part are of the form $D I=\left(\begin{array}{ll}1 & a \\ 0 & 1\end{array}\right)$ with $a$ bounded independently of the number of iterates that we need to take in Lemma 4.2.

If we have a periodic orbit of type $m / n$, by the chain rule we have $D F^{n}(x)=$ $D F\left(x_{n-1}\right) \cdots D F(x)$, where $x_{i}=F^{i}(x)$. Note that $D F\left(x_{i}\right)=D I\left(x_{i}\right)+D R\left(x_{i}\right)$.

Therefore, we can apply the following lemma, which appears as Lemma 3.4 of [FL].

Lemma 4.5. Let $\left\{A_{i}\right\}_{i=1}^{N}$ be a set of $2 \times 2$ matrices of the form $A_{i}=\left(\begin{array}{cc}1 & a_{i} \\ 0 & 1\end{array}\right)$ with $\sup _{1 \leq i \leq N}\left|a_{i}\right| \leq A$.

Let $\left\{B_{i}\right\}_{i=1}^{N}$ satisfy

$$
\sup _{\substack{1 \leq i \leq N \\ j, k=1,2}}\left|\left(B_{i}\right)_{j k}-\left(A_{i}\right)_{j k}\right| \leq \varepsilon \quad \text { with } \varepsilon \leq A
$$

Then $B=B_{1} \cdots B_{N}$ satisfies

$$
|\operatorname{Tr} B-2| \leq 2\left[(1+3 \sqrt{A} \sqrt{\varepsilon})^{N}-1\right]
$$

Applying Lemma 4.5 with $A_{i}=D I\left(x_{i}\right), B_{i}=D F\left(x_{i}\right)$, we obtain that for sufficiently large $n$, recalling that Theorem 1.6 includes in the assumptions that $\left|\omega_{0}-m / n\right| \leq 1 / n$ and that therefore $K \exp \left(-K^{-1}\left|\omega_{0}-m / n\right|^{\mu_{3}}\right)$ tends to zero

$$
\begin{aligned}
\left|\operatorname{Tr} D F^{n}(x)-2\right| & \leq 2\left[\left(1+K \exp \left(-K^{-1}\left|\omega_{0}-m / n\right|^{\mu_{3}}\right)\right)^{n}-1\right] \\
& \leq n K \exp \left(-K^{-1}\left|\omega_{0}-m / n\right|^{\mu_{3}}\right) \leq K \exp \left(-K^{-1}\left|\omega_{0}-m / n\right|^{\mu_{4}}\right)
\end{aligned}
$$

This concludes the proof of Theorem 1.6.
We also remark that the argument that we gave to locate the periodic orbits also shows that if we have a nondegenerate critical circle, then it is approximated by periodic orbits.

In the cases that we can find an approximate $r$ (i.e., in the case of odd $M$ or, when $M$ is even, that the sign of $\omega_{0}-m / n$ is chosen correctly) we see that we can apply the classical Poincaré last geometric theorem $[\mathrm{Fr}]$ to $F^{n}-(0, m)$ and obtain that there are two fixed points of different index, and hence two different periodic orbits of $F$.

In the case that $M$ is even and the signs are right, since we can find two rings we can obtain four periodic orbits.

Remark. Note that in order to obtain two periodic orbits using this argument, we need to use the modern version of the Poincare theorem which includes information about the index of the fixed points of $F^{n}-(0, m)$. The classical Poincaré fixed point theorem (see, e.g., [St, p. 195]) does not provide information about the index and hence, we cannot exclude that the two fixed points of $F^{n}-(0, m)$ produced by it are part of the same orbit for $F$.

Remark. In our case, noting that our maps admit a generating function, we could also produce the two periodic orbits using variational methods (see $[\mathrm{KH}$, Theorem 9.3.7].)

A different line of argument that produces quantitative results under stronger hypotheses is the following.

In an annulus $p \in\left[r-r^{1+\varepsilon}, r+r^{1+\varepsilon}\right]$ the map is a small perturbation of an integrable map that is nondegenerate. If this perturbation satisfies some nondegeneracy assumptions, one can find two periodic orbits of type $m / n$. One of them is hyperbolic and another one is elliptic. The first order calculations of these periodic orbits is sometimes called subharmonic Melnikov theory. Formal expansions, including nondegeneracy assumptions that imply that the expansions predict one pair of elliptic and hyperbolic periodic orbits can be found in [Po, sections 74 and 79]. A justification of these expansions for finitely differentiable functions that shows that, under the formal conditions derived in [Po] one can find indeed the periodic orbits with the character predicted by the expansions can be found in [LW, Chapter 2], or in [Po, section 39].

Remark. Note that the above argument only requires estimates about the trace of the derivative. The fact that the trace of the derivative can be studied requires that
$g_{N} \in \mathcal{C}^{1}$. The argument that we used to show that, in the coordinates given by $g_{N}$, the periodic orbit of period $m / n$ is at a distance not more that $\left|\omega_{0}-m / n\right|^{1 / M}$ requires the twist mapping theorem with Lipschitz estimates and hence that $g_{N} \in \mathcal{C}^{4}$. The rest of the argument applying Lemma 4.5 requires only that the map $g_{N} \in \mathcal{C}^{1}$. Hence we see that if $g_{N} \in \mathcal{C}^{4}$ we have that $\left|\operatorname{Res}\left(O_{m, n}\right)\right| \leq K\left|\omega_{0}-m / n\right|^{N / M}$. Therefore, as we remarked before, to show that the residue goes to zero faster than a power, one needs only finite differentiability and for $\mathcal{C}^{\infty}$ mappings one can show that the residue goes to zero faster than any power.

Remark. For a Diophantine number (1.3), it holds that $\left|\omega_{0}-p_{n} / q_{n}\right|^{-1} \geq C q_{n}^{\tau}$ for some $\tau \geq 2$, if we take $p_{n} / q_{n}$ to be the convergents of the continued fraction expansion of $\omega_{0}$. Hence, the conclusion of Theorem 1.6 can be written as

$$
\operatorname{Res}\left(O_{n}\right) \leq C_{1} \exp \left(-C_{2} q_{n}^{\mu^{\prime}}\right)
$$

Remark. A followup paper [CGM2] of [CGM1] goes on to find scaling relations for the invariant circles with rotation number $\omega_{0}=(\sqrt{5}-1) / 2$ of $T_{\omega(\varepsilon), \varepsilon}$ as $\varepsilon$ goes to a critical value where they cease to exist. These scaling relations suggest that there is a renormalization group description of these invariant circles with the KAM circles corresponding to a trivial fixed point. If this was the case (to our knowledge nobody has yet worked out a precise formulation and computed the trivial fixed points), the residue of a periodic orbit of type $F_{n} / F_{n+1}$ would go to zero superexponentially fast in $n$, since for the Fibonacci numbers $F_{0}=F_{1}=1, F_{n+1}=F_{n}+F_{n-1}$, one has $\left|\omega_{0}-F_{n} / F_{n+1}\right|^{-1} \approx C \omega_{0}^{-2 n}$.

Remark. In higher dimensions, under the nondegeneracy hypotheses of the KAM theorem-which are weaker than twist hypothesis - an argument similar to the one given above has been developed in [T1]. The reduction to integrable normal form up to a very small error can be carried out. Similarly, there is an analogue of Lemma 4.5 that shows that products of sufficiently small perturbations of Jordan blocks with identity in the diagonal, still have characteristic polynomials close to $(t-1)^{2 d}$. Therefore, if there is a periodic orbit in a neighborhood of the torus, not only the trace but all the other coefficients of the characteristic polynomial have to converge to those of the Jordan normal form. One important element from our present argument that does not generalize to higher dimensions is the application of the twist mapping theorem to conclude that the distance of the periodic orbits to the invariant circle is bounded by the difference of the rotation numbers. Nevertheless, it is possible to show that if there is an invariant torus, there are periodic orbits that approximate it well and that the characteristic polynomial of the derivative converges to $(t-1)^{2 d}$. It has been arguedand implemented numerically in [T2]-that this convergence of the coefficients of the characteristic polynomial of the derivative can be considered as a test of the presence of a KAM torus.

We think that it should be possible to extend the methods presented here to establish one of the implications of Greene's criterion for some invariant torus that satisfy some hypothesis of nondegeneracy weaker than the twist hypothesis.
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Abstract. The paper deals with the following nonlinear parabolic problem:

$$
\left\{\begin{aligned}
u_{t}-\Delta_{p} u & =\lambda \frac{u^{p-1}}{|x|^{p}} \quad x \in \mathbb{R}^{N}, t>0 \\
u(x, 0) & =u_{0}(x) \geq 0
\end{aligned}\right.
$$

where $1<p<N$ and $\lambda>0$. The existence or nonexistence (blow-up) of global solution is analyzed. Also the finite time extinction for solutions in the case $1<p<2$ in bounded and unbounded domains is studied. This behavior depends on the relationships between $\lambda, N, p$ and the integrability of $u_{0}$.
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1. Introduction. In this work the starting points are the paper by Baras and Goldstein [1] for the heat equation and the paper [12]. In the case of the heat equation the problem considered appears in a natural way by linearizing reaction-diffusion models with convex supercritical nonlinearities at some unbounded, singular solution (see [7], [13], [16], [19], and [20]).

In this paper we deal with the nonnegative solutions of the following Cauchy problem:

$$
\left\{\begin{align*}
u_{t}-\Delta_{p} u & =u_{t}-\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right)=\lambda \frac{u^{p-1}}{|x|^{p}} \quad x \in \mathbb{R}^{N}, t>0,  \tag{1.1}\\
u(x, 0) & =u_{0}(x) \geq 0,
\end{align*}\right.
$$

where $1<p<N$ and $\lambda>0$. If $p=2$ this problem corresponds to the problem studied in the pioneering paper [1].

Our attention will be focused on the role that the potential $|x|^{-p}$ plays. Notice that the integrability is critical since it belongs to $L_{l o c}^{q} \forall q<N / p$ but not for $q=N / p$. Then it is a borderline case in the parabolic quasi-linear theory of regularity and uniqueness (see [8], [18], and [17]).

Before describing the main results in this work, we would like to emphasize the dependence of the results on the relation of $p$ with respect to 2 and the relation of the parameter $\lambda$ with respect to $\lambda_{N, p}=((N-p) / p)^{p}$, inverse of the best constant for the Hardy inequality explained in section 2. (See also [14] and [12] for details on this topic.)

The main contributions in the paper are the following:
(I) For existence results:
(i) If $\lambda \leq \lambda_{N, p}$, the global existence holds $\forall p, 1<p<N$.

[^60](ii) If $1<p<2 N /(N+1)$, the global existence holds $\forall \lambda>0$.
(iii) If $2 N /(N+1)<p<N$ and $\lambda>\lambda_{N, p}$ there is no solution. The case $p=2$ is the previous result in [1] and the case $p>2$ is obtained in [12].
(II) For the behavior of solutions:
(i) For the Dirichlet problem in a bounded domain and if $2 N /(N+1)<$ $p<2,0<\lambda<\lambda_{N, p}$ there exists $T^{*}=T^{*}\left(u_{0}, \Omega\right)<\infty$, finite time of extinction.
(ii) As above for the Dirichlet problem in a bounded domain, if $1<p<$ $2 N /(N+2)$ and $0<\lambda<\mu_{N, p}$, where
$$
\mu_{N, p}=\lambda_{N, p}(s-1)\left(\frac{p}{p+s-2}\right)^{p}, \quad s=N\left(\frac{2-p}{p}\right)
$$
the finite time of extinction $T^{*}=T^{*}\left(u_{0}\right)<\infty$ is independent of $\Omega$. As a consequence under these restrictions on $p$ and $\lambda$ we are able to show finite time of extinction for the Cauchy problem in the whole $\mathbb{R}^{N}$.
(iii) We also prove that for $\lambda$ large (in particular $\lambda>\lambda_{N, p}$ ) no extinction time exists.
We indicate some possible extensions of our results in the last section.
Roughly speaking we can say that for $p \geq 2 N /(N+1)$, the constant $\lambda_{N, p}$ plays an important role for the existence of solutions while, for $1<p<2 N /(N+1)$, only the extinction in finite time depends on the Hardy inequality.

We will look for solutions obtained passing to the limit on solutions to problems in bounded domains and with truncated potential. The uniqueness is, in general, not true.

Concerning the problem about the convergence to the initial data, a complete analysis for data in $L^{1}$ when $\lambda=0$ can be seen in [9], [10], and [21]. This kind of problem is out of the scope of this work: we limit ourselves to see that the data are attained in a weak sense. The optimal integrability condition on $u_{0}$ and the optimal way in which in general the initial data are attained for a given solution, jointly with a more detailed analysis of the blow-up, will be the subject of a future research. (See also Remark 3.6 at the end of section 3.)

The paper is organized as follows. The next section is devoted to introduce the truncated problems, the Hardy inequality, and the application of some general results by [5] in this context. In section 3 we study the existence of solutions to (1.1). The methods that we use are classical results from [8], [11], [18], and [17] in general, and in particular for the case $1<p<2$ we also use a self-similar solution to (1.1) with zero initial data, the above mentioned results in [5], and arguments from [4], [3], [8], and [12]. In section 4 we obtain the above quoted results about the finite extinction time if $1<p<2$ and $\lambda$ are small enough. See [2], [8], and [15] for the case $\lambda=0$. Notice that in our critical problem finite time extinction is a delicate property, depending on the fast diffusion due to the fact that $1<p<2$ and the reaction on the right-hand side through $\lambda$. The results about finite time extinction are (almost) optimal (see section 4). Finally, section 5 contains some remarks about the behavior (existence, uniqueness, and finite time extinction) of the solutions corresponding to more general potentials and nonlinearities. We will mainly consider $1<p<2$ and nonlinearities of asymptotic power type.

To extend the idea of sublinear and superlinear growth in the case $p=2$, hereafter we will call the nonlinearity $f$ subdiffusive (respectively, superdiffusive) in $u \rightarrow a$,
where either $a=0$ or $a=+\infty$, if the following holds:

$$
\lim _{u \rightarrow a} \frac{f(u)}{u^{q-1}}=c_{1} \quad \text { for some } q, \quad 1<q<p, \quad(\text { respectively, } p<q)
$$

2. The truncated problems and compactness arguments. Consider the problems for $1<p<N, \lambda>0, n>0$ :

$$
\left\{\begin{align*}
u_{n t}-\Delta_{p} u_{n} & =\lambda W_{n}(x) u_{n}^{p-1}, & & x \in \Omega, t>0  \tag{2.1}\\
u_{n}(x, 0) & =T_{n}\left(u_{0}(x)\right), & & \\
u_{n}(x, t) & =0, & & x \in \partial \Omega, t>0
\end{align*}\right.
$$

where $W_{n}(x)=T_{n}\left(|x|^{-p}\right), T_{n}$ is the truncature at height $n\left(T_{n}(\zeta)=\min (n, \zeta)\right.$ for $\zeta \geq 0), u_{0}(x) \geq 0, u_{0} \in L^{2}(\Omega)$ and $\Omega$ is a bounded domain in $\mathbb{R}^{N}$. These problems are called the truncated problems since they are obtained from the following initial boundary problem with zero Dirichlet boundary data on $\Omega$ (untruncated problem):

$$
\left\{\begin{align*}
u_{t}-\Delta_{p} u & =\lambda \frac{u^{p-1}}{|x|^{p}}, & & x \in \Omega, t>0  \tag{2.2}\\
u(x, 0) & =u_{0}(x), & & x \in \Omega \\
u(x, t) & =0, & & x \in \partial \Omega, t>0
\end{align*}\right.
$$

by applying the truncature $T_{n}$ to both the potential $|x|^{-p}$ and the initial data. It has to be noted that

$$
W_{n}(x) \leq|x|^{-p} \in L_{l o c}^{r}\left(\mathbb{R}^{N}\right) \quad \text { uniformly, for } 1 \leq r<N / p
$$

In the particular case $1<p<2$ the existence of bounded weak solution $u_{n}$ to (2.1) in $Q=\Omega \times(0, T)$ is shown in the following elementary way. The boundedness of the weak solution to the truncated problem will be important in section 4 to get some convenient estimates.

Lemma 2.1. Let $1<p<2$. For every $n>0$, there exists a weak solution $u_{n}$ to the truncated problem (2.1). These solutions verify $0 \leq u_{1} \leq u_{2} \leq \cdots \leq u_{n} \leq \cdots$; in addition,

$$
u_{n} \in L^{\infty}\left(0, T ; L^{\infty}(\Omega)\right) \cap L^{p}\left(0, T ; W_{0}^{1, p}(\Omega)\right)
$$

for $T>0$ fixed.
Proof. There exists a supersolution to the truncated problem (2.1), namely

$$
\phi_{n}(t)=\left(\lambda n(2-p)\left(t+T_{0}\right)\right)^{1 /(2-p)}, \quad \text { where } T_{0} \geq\left(\lambda n^{p-1}(2-p)\right)^{-1}
$$

It has to be remarked that this supersolution does not depend on the potential; it depends only on the truncature level. Consider the following problems with $k>0$ and $n$ fixed $(n \geq 1)$ :

$$
\left\{\begin{aligned}
\left(v_{n, k}\right)_{t}-\Delta_{p} v_{n, k} & =\lambda W_{n}(x) v_{n, k-1}^{p-1}, & & x \in \Omega, t>0 \\
v_{n, k}(x, 0) & =T_{n}\left(u_{0}(x)\right), & & x \in \Omega \\
v_{n, k}(x, t) & =0, & & x \in \partial \Omega, t>0
\end{aligned}\right.
$$

where $v_{n, 0}=\phi_{n}$; there exists a unique weak solution $v_{n, k} \in C\left([0, T], L^{2}(\Omega)\right) \cap$ $L^{p}\left(0, T ; W_{0}^{1, p}(\Omega)\right)$ (see [8] and [18]). Since $v_{n, 0}=\phi_{n} \leq v_{n+1,0}=\phi_{n+1}$ and the
potential and initial data are both bounded, a recurrence argument using the weak comparison principle implies $v_{n, k} \leq v_{n+1, k}, k>0$, because initially

$$
\lambda W_{n}(x) \phi_{n}^{p-1}(t) \leq \lambda W_{n+1}(x) \phi_{n+1}^{p-1}(t) \quad \text { in } Q
$$

As a consequence, taking the respective limits in each iteration, we conclude that $u_{n} \leq u_{n+1}$. On the other hand, these weak solutions $u_{n}$ of (2.1) are bounded in $Q$, for $T>0$ fixed, since the supersolution $\phi_{n}$ is bounded for $T>0$ fixed.

In the previous result it is not possible to get a uniform $L^{\infty}$-estimate.
One of the main tools is the following Hardy inequality that will be used in a systematic way in this paper.

Lemma 2.2 (Hardy inequality). If $1<p<N$ and $u \in W^{1, p}\left(\mathbb{R}^{N}\right)$, then

$$
\int_{\mathbb{R}^{N}} \frac{|u|^{p}}{|x|^{p}} d x \leq \lambda_{N, p}^{-1} \int_{\mathbb{R}^{N}}|\nabla u|^{p} d x, \quad \quad \lambda_{N, p}=\left(\frac{N-p}{p}\right)^{p}
$$

where $\lambda_{N, p}^{-1}$ is optimal.
A proof of this result can be found in [12]; see also [14] for $N=1$. Notice that the constant is not attained in $W^{1, p}\left(\mathbb{R}^{N}\right)$.

In general, $\forall p, 1<p<N$, we will use a sequence $u_{n}$ as approximate solutions to obtain a solution $u$ of (2.2) as the limit of $u_{n}$ on any fixed bounded domain $\Omega$. To this end, we need some compactness results that allow us to pass to the limit in that sequence. One of these compactness results is shown in [5] for a more general context; we adapt the proof of that result to our case as follows:

Fix $T>0$ and $\Omega \subset \mathbb{R}^{N}$, a bounded domain, and let $Q=\Omega \times(0, T), g_{n}=W_{n} u_{n}^{p-1}$. For $1<p<N$ let us define $p^{*}=N p /(N-p)$, the critical Sobolev exponent. Let us first show the following lemma.

LEMMA 2.3. If $u_{n}, n>0$ is a sequence uniformly bounded in $L^{p}\left(0, T ; W^{1, p}(\Omega)\right)$, with $1<p<N$, then
(a) $W_{n} u_{n}^{p-1} \in L^{p^{\prime}}\left(0, T ; W^{-1, p^{\prime}}(\Omega)\right)$, uniformly.
(b) $W_{n} u_{n}^{p-1} \in L^{q}(Q)$ uniformly for $1 \leq q<\left(p^{*}\right)^{\prime}=(1-(N-p) /(N p))^{-1}$.

Proof. Let $g_{n}=W_{n} u_{n}^{p-1}$. (a) Take $\psi \in L^{p}\left(0, T ; W^{1, p}(\Omega)\right), \psi \geq 0$; using Hölder and Hardy inequalities

$$
\begin{aligned}
& \int_{0}^{T} \int_{\Omega} g_{n} \psi d x d t \leq \int_{0}^{T} \int_{\Omega} \frac{u_{n}^{p-1}}{|x|^{p}} \psi d x d t=\int_{0}^{T} \int_{\Omega} \frac{u_{n}^{p-1}}{|x|^{p-1}} \frac{\psi}{|x|} d x d t \\
& \leq \int_{0}^{T}\left(\int_{\Omega} \frac{u_{n}^{p}}{|x|^{p}} d x\right)^{(p-1) / p}\left(\int_{\Omega} \frac{\psi^{p}}{|x|^{p}} d x\right)^{1 / p} d t \\
& \leq \lambda_{N, p}^{-1}\left(\int_{0}^{T} \int_{\Omega}\left|\nabla u_{n}\right|^{p} d x d t\right)^{(p-1) / p}\left(\int_{0}^{T} \int_{\Omega}|\nabla \psi|^{p} d x d t\right)^{1 / p} \\
& \leq C \lambda_{N, p}^{-1}\|\psi\|_{L^{p}\left(0, T ; W^{1, p}(\Omega)\right)}
\end{aligned}
$$

since $u_{n}$ is uniformly bounded in $L^{p}\left(0, T ; W^{1, p}(\Omega)\right)$, by hypothesis; this means that $g_{n}$ is uniformly bounded as an operator in the space $L^{p^{\prime}}\left(0, T ; W^{-1, p^{\prime}}(\Omega)\right)$.
(b) If $u_{n}$ is uniformly bounded in $L^{p}\left(0, T ; W^{1, p}(\Omega)\right)$, then $u_{n} \in W^{1, p}(\Omega)$ almost everywhere (a.e.) $t \in(0, T)$. By the Rellich-Kondrachov theorem (see, for instance, [6]), $u_{n} \in L^{r}(\Omega)$ a.e. $t \in(0, T)$ for $1 \leq r<N p /(N-p)$. On the other hand, for
$q \geq 1$, Hölder inequality implies that

$$
\int_{0}^{T} \int_{\Omega} g_{n}^{q} d x d t \leq \int_{0}^{T}\left(\int_{\Omega} u_{n}^{q(p-1) \alpha} d x\right)^{1 / \alpha}\left(\int_{\Omega}|x|^{-p q \alpha /(\alpha-1)} d x\right)^{(\alpha-1) / \alpha} d t
$$

where $\alpha>1$ has to be chosen so that $q(p-1) \alpha<N p /(N-p)$ and $q \alpha /(\alpha-1)<N / p$, i.e.,

$$
\frac{N}{N-q p}<\alpha<\frac{N}{N-p} \frac{p}{q(p-1)}
$$

Since

$$
\frac{N}{N-q p}=\frac{N}{N-p} \frac{N-p}{N-q p}
$$

we can always find such an $\alpha$ if the following holds:

$$
\frac{N-p}{N-q p}<\frac{p}{q(p-1)}, \text { i.e., } q<\frac{N p}{N p-(N-p)}=\left(p^{*}\right)^{\prime}
$$

In this case, we get

$$
\begin{aligned}
& \int_{0}^{T} \int_{\Omega} g_{n}^{q} d x d t \leq \int_{0}^{T}\left(\int_{\Omega} u_{n}^{q(p-1) \alpha} d x\right)^{1 / \alpha}\left(\int_{\Omega}|x|^{-p q \alpha /(\alpha-1)} d x\right)^{(\alpha-1) / \alpha} d t \\
& \leq C(\Omega, N, p, q) \int_{0}^{T}\left(\int_{\Omega}\left|\nabla u_{n}\right|^{p} d x\right)^{q(p-1) / p}\left(\int_{\Omega}|x|^{-p q \alpha /(\alpha-1)} d x\right)^{(\alpha-1) / \alpha} d t
\end{aligned}
$$

Since $\Omega$ is a bounded domain and $u_{n}$ is uniformly bounded in $L^{p}\left(0, T ; W^{1, p}(\Omega)\right)$, then the two integrals above are finite. Thus, for $1 \leq q<\left(p^{*}\right)^{\prime}, g_{n}=W_{n} u_{n}^{p-1} \in L^{q}(Q)$ uniformly.

Now consider $u_{n}$ the sequence of solutions to problem (2.1) and $g_{n}$ as in the previous lemma. If we assume that $u_{n}$ is uniformly bounded in $L^{p}\left(0, T ; W^{1, p}(\Omega)\right)$, by Lemma 2.3 we get $g_{n} \in L^{p^{\prime}}\left(0, T ; W^{-1, p^{\prime}}(\Omega)\right)$ and $g_{n}$ is bounded in the space of Radon measures on $Q, \mathcal{M}(Q)$, since $g_{n} \in L^{1}(Q)$ uniformly. In addition, in these hypotheses, there exists $u$ such that $u_{n} \longrightarrow u$ weakly in $L^{p}\left(0, T ; W^{1, p}(\Omega)\right)$ as $n \rightarrow \infty$ (up to a subsequence; see [6, Thm. III.27]). In this way the results by Boccardo and Murat in [5] apply for (2.1), obtaining that $\nabla u_{n} \rightarrow \nabla u$ strongly in $\left(L^{q}(\Omega)\right)^{N}$, for $q<p$, and so we get a solution to (2.2). More precisely, the result by Boccardo and Murat in this context is as follows.

Lemma 2.4. If $\left\{u_{n}\right\}$ is a sequence of solutions to the problems (2.1), $n \in \mathbb{N}$, bounded in $L^{p}\left(0, T ; W^{1, p}(\Omega)\right)$, then there exists a solution $u \in L_{\text {loc }}^{\infty}\left(0, T ; L^{2}(\Omega)\right) \cap$ $L^{p}\left(0, T ; W^{1, p}(\Omega)\right)$ to the problem (2.2) in $\Omega$ that satisfies the equation in the sense of distributions. The initial data is attained in the sense that $u \in \mathcal{C}\left([0, T], W^{-1, p^{\prime}}(\Omega)\right)$.

Proof. It suffices to adapt the proof of Theorem 4.3 in [5] to problem (2.1). $\quad \square$
Moreover, in the hypotheses above, Lemma 2.3 implies that there exists a function $g \in L^{1}(Q)$ such that $g_{n} \rightharpoonup g$ weakly in $L^{1}(Q)$ (up to a subsequence) as $n \rightarrow \infty$. In this way we can apply Theorem 4.1 in [5] for the solutions to (2.1), obtaining for $l>0$ fixed that

$$
\nabla T_{l}\left(u_{n}\right) \rightarrow \nabla T_{l}(u) \quad \text { strongly in }\left(L_{l o c}^{p}(Q)\right)^{N}
$$

This kind of argument will be used in the next section to show the existence of solution to the Cauchy problem for $\lambda<\lambda_{N, p}$ by means of the Hardy inequality.

However, if $\lambda \geq \lambda_{N, p}$ only for $1<p<2 N /(N+1)$ it is possible to get a global weaker solution and it is necessary to follow a different strategy to show the existence of such a weaker solution to the Cauchy problem (1.1) that will be studied in subsection 3.3 following the arguments in [12] for the case of a bounded domain.

In order to solve the Cauchy problem in the case $\lambda>\lambda_{N, p}$ and $1<p<2 N /(N+$ 1) the compactness arguments are more involved. We will use as supersolution a convenient shift in time, $\bar{S}$, of the self-similar solution $S$ to the Cauchy problem that we obtain in the next section for $\lambda$ large. Assume that there exists a sequence $v_{n}$ $(n>0)$ of solutions to the following problems:

$$
\left\{\begin{aligned}
v_{n t}-\Delta_{p} v_{n} & =\lambda W_{n}(x) \tilde{v}_{n-1}^{p-1}, & & x \in \Omega_{n}, t>0 \\
v_{n}(x, 0) & =u_{0}(x), & & x \in \Omega_{n} \\
v_{n}(x, t) & =0, & & x \in \partial \Omega_{n}, t>0
\end{aligned}\right.
$$

where $\tilde{v}_{n-1}^{p-1}$ is the extension by zero of $v_{n-1}$ to $\Omega_{n}$, an increasing nested sequence of bounded domains, $u_{0}$ is a bounded function, and assume that $v_{n}$ is uniformly bounded above by $\bar{S}$ and $u_{0} \leq \bar{S}$, that is, $v_{n} \leq \bar{S} \forall n \geq 0$. In this case we will show in the next section that it is possible to pass to the limit and obtain a solution to the Cauchy problem for $\lambda>0$ and $1<p<2 N /(N+1)$. This critical value $p_{1}=2 N /(N+1)$, as we will see in section 3 , corresponds with the integrability range of the self-similar solution $S$. It has to be remarked that the passage to the limit for $1<p<2 N /(N+2)$ is made using Lemma 2.4. However, the passage to the limit for $2 N /(N+2) \leq p<2 N /(N+1)$ is much more delicate, and needs the following lemmas shown in [12], based on the ideas in [3], [4], and [5].

Lemma 2.5. If $2 N /(N+2) \leq p<2 N /(N+1)$ and $v_{n}$ is a sequence of positive functions defined on $\Omega$, a bounded domain, verifying that $v_{n} \leq \bar{S}$ and

$$
\frac{1}{k} \int_{0}^{T} \int_{\left\{v_{n}<k\right\}}\left|\nabla v_{n}\right|^{p} d x d t \leq M
$$

then the following estimate in the Marcinkiewitz space $\mathcal{M}^{p_{2}}$ holds

$$
\left|\left\{(x, t) \in Q:\left|\nabla v_{n}(x, t)\right|>h\right\}\right| \leq C(p, N, T) h^{-p_{2}}
$$

where $Q=\Omega \times[0, T], 1 \leq q<N(2-p) / p$ and $p_{2}=p q /(q+1)$.
Lemma 2.6. In the hypotheses in Lemma 2.5, we get
(a) $\nabla v_{n} \rightarrow \nabla v$ a.e. and in measure.
(b) $\left|\nabla v_{n}\right|^{p-2} \nabla v_{n} \rightarrow|\nabla v|^{p-2} \nabla v$ in $L^{1}$.
3. Existence results for the Cauchy problem. In this section we show the existence results for the Cauchy problem (1.1). The proofs are based on the compactness results contained in the previous section. We would like to emphasize the different behavior according with the values of $\lambda$ : if $p \geq 2$ the role of $\lambda$ is very important, while the role of the Hardy inequality is less important when $p \rightarrow 1$. To be precise we classify this section in some subsections.
3.1. A self-similar solution to the Cauchy problem for $\boldsymbol{p}<2$. Before introducing the existence results for the Cauchy problem (1.1), we are considering the Cauchy problem with $u_{0} \equiv 0$ for $p<2$ fixed. The existence of a positive self-similar solution to this problem for some values of $\lambda$ and $p$ has to be remarked, obtaining an
example of nonuniqueness since the trivial solution is also a solution to this problem (see [12]). More precisely, we look for positive self-similar solutions to the Cauchy problem in all $\mathbb{R}^{N}$, namely, for solutions like $S(r, t)=t^{\alpha} f\left(t^{\beta} r\right)$, where $r=|x|$; hence,

$$
S_{t}=\alpha t^{\alpha-1} f+\beta t^{\alpha+\beta-1} r f^{\prime}, S_{r}=t^{\alpha+\beta} f^{\prime}, S_{r r}=t^{\alpha+2 \beta} f^{\prime \prime}
$$

Then necessarily
(1) the similarity exponents satisfy $(\alpha-1)=\alpha(p-1)+\beta p$;
(2) the corresponding ordinary differential equation in the variable $\xi=t^{\beta} r$ is

$$
\alpha f+\beta \xi f^{\prime}=(p-1)\left|f^{\prime}\right|^{p-2} f^{\prime \prime}+\frac{N-1}{\xi}\left|f^{\prime}\right|^{p-2} f^{\prime}+\frac{\lambda}{\xi^{p}}|f|^{p-2} f
$$

If we look for solutions of the form $A|\xi|^{\gamma}, A>0$, we get

$$
\text { (1) } \gamma=\frac{-p}{2-p}, \quad \text { (2) } \quad|A|^{p-2}=\frac{\alpha+\beta \gamma}{(p-1)|\gamma|^{p}+(N-p)|\gamma|^{p-2} \gamma+\lambda}
$$

It has been shown in [12] that (2) makes sense if $\lambda>\lambda_{N, p}=((N-p) / p)^{p}$, the inverse of the optimal constant in the Hardy inequality. However, if we assume $\lambda>0$, the values of $\lambda$ corresponding to the existence of such a self-similar solution are given by

$$
\lambda>\mu_{N, p}=\left(\frac{p}{2-p}\right)^{p-1}\left(N-\frac{p}{2-p}\right) .
$$

In particular, this self-similar solution takes the form

$$
S(x, t)=A(\lambda)\left(\frac{t}{|x|^{p}}\right)^{1 /(2-p)}
$$

where $x \in \mathbb{R}^{N}$ and

$$
A(\lambda)=\left(\left(\frac{p}{2-p}\right)^{p-1}(p-N(2-p))+\lambda(2-p)\right)^{1 /(2-p)}
$$

Let us introduce the parameter $s=N(2-p) / p(2-p<s<N$, since $1<p<N)$. Then

$$
\mu_{N, p}=\left(\frac{p}{2-p}\right)^{p}(s-1) \leq \lambda_{N, p}=\left(\frac{p+s-2}{2-p}\right)^{p}
$$

These two critical values are related as follows:

$$
\frac{\mu_{N, p}}{\lambda_{N, p}}=(s-1)\left(\frac{p}{p+s-2}\right)^{p}
$$

It is important to take into account the following facts:

| $\mu_{N, p}<0$ for | $s<1$, i.e., | $2>p>2 N /(N+1)$, |
| :--- | :--- | :--- |
| $\mu_{N, p}=0$ for | $s=1$, i.e., | $p=2 N /(N+1)$ |
| $\mu_{N, p}>0$ for | $1<s<N$, i.e., | $1<p<2 N /(N+1)$, and |
| $\mu_{N, p}=\lambda_{N, p}$ for | $s=2$, i.e., | $p=2 N /(N+2)$. |

Moreover, $\mu_{N, p}$ is tangent to $\lambda_{N, p}$ at $s=2$ or $p=2 N /(N+2)$.

The regularity of $S$ depends only on the value of $s$ and is as follows (cf. [12, sect. 6.2]), where $1 \leq q<s$ :

$$
\begin{array}{lll}
S \in W_{l o c}^{1, p}\left(\mathbb{R}^{N}\right) \cap L_{l o c}^{q}\left(\mathbb{R}^{N}\right), & 2<s<N, \text { i.e., } & 1<p<\frac{2 N}{N+2} \\
S \in L_{l o c}^{q}\left(\mathbb{R}^{N}\right), & 1<s \leq 2, \text { i.e., } & \frac{2 N}{N+2} \leq p<\frac{2 N}{N+1}
\end{array}
$$

Remark 3.1.
(i) Notice that if $1<p<2 N /(N+2)$ the critical Sobolev exponent is less than 2 ; therefore the local integrability properties of $S$ are better than those given by the Sobolev embedding theorem.
(ii) Note that formally there still exists such a self-similar solution in the range $2-p<s<1$, namely, $2 N /(N+1)<p<2$. In particular, $S$ does not belong to $L^{1}$ locally; $S$ is a solution to the equation away from the origin in the sense of distributions and a.e., with an infinite mass concentrate at $(0,0)$ as initial data. If $2 N /(N+1)<p<2$, then $\mu_{N, p}<0$, namely, we have the nonempty interval $\lambda \in\left(\mu_{N, p}, 0\right]$ and for such values of $\lambda$ the term $\lambda|x|^{-p} u^{p-1}$ is an absorption term.
(iii) Note that a positive shift in time of $S$, denoted by $\bar{S}(x, t)=S\left(x, t+t_{0}\right)$, $t_{0}>0$, can be used as a supersolution to the general Cauchy problem (1.1), whenever we can take the shift in time large enough to have $u_{0} \leq \bar{S}$.
3.2. Existence results for $\boldsymbol{\lambda}<\boldsymbol{\lambda}_{\boldsymbol{N}, \boldsymbol{p}}, 1<\boldsymbol{p}<\boldsymbol{N}$. Now consider the Cauchy problem (1.1) where $1<p<N$ and $0<\lambda<\lambda_{N, p}$. We are going to construct a solution to (1.1) as a limit of solutions of approximate problems in bounded domains, where solution in this case means a function

$$
u \in L^{\infty}\left(0, \infty ; L_{l o c}^{2}\left(\mathbb{R}^{N}\right)\right) \cap L^{p}\left(0, T ; W_{l o c}^{1, p}\left(\mathbb{R}^{N}\right)\right) \quad \forall T>0
$$

that verifies the equation in (1.1) in the sense of distributions.
In particular, we are assuming that there exists a ball $B$ in $\mathbb{R}^{N}$ centered at the origin such that $u_{0} \in \mathcal{C}_{0}(\bar{B}), u_{0} \geq 0$ in $B$.

THEOREM 3.2. If $1<p<N, 0<\lambda<\lambda_{N, p}$ and $u_{0} \in \mathcal{C}_{0}(\bar{B}), u_{0} \geq 0$ in $B$, then there exists a global solution to (1.1), u, which is obtained as the limit of the solutions $u_{k}$ of the following problems:

$$
\left\{\begin{align*}
u_{k t}-\Delta_{p} u_{k} & =\lambda \frac{u_{k}^{p-1}}{|x|^{p}}, & & x \in B_{k}, t>0  \tag{3.1}\\
u_{k}(x, 0) & =u_{0}(x), & & x \in B_{k} \\
u_{k}(x, t) & =0, & & x \in \partial B_{k}, t>0
\end{align*}\right.
$$

where $B_{k}$ is the ball of radius $k$ in $\mathbb{R}^{N}$ centered at the origin. Moreover this solution attains the initial data in the sense that

$$
\lim _{t \rightarrow 0} \int_{\mathbb{R}^{N}} u(x, t) \phi(x) d x=\int_{\mathbb{R}^{N}} u_{0}(x) \phi(x) d x \forall \phi \in W_{0}^{1, p}\left(B_{R}\right), R>0
$$

Proof. In these hypotheses, fix $T>0$ and $R>0$ large enough such that $B \subset B_{R}$, and let $Q_{R}=B_{R} \times(0, T)$. We know the following facts:
(a) By Theorem 4.1 in [12], there exists a global solution $u_{k} \geq 0$ for (3.1), verifying

$$
u_{k} \in L^{\infty}\left(0, \infty ; L^{2}\left(B_{k}\right)\right) \cap L^{p}\left(0, T ; W^{1, p}\left(B_{k}\right)\right) \quad \forall T>0
$$

and

$$
u_{k t} \in L^{2}\left((\epsilon, \infty) \times B_{k}\right) \quad \forall \epsilon>0
$$

(b) If we multiply the equation in (3.1) by $u_{k}$ and integrate by parts on $B_{k} \supset B_{R}$ for $k$ large enough, we get by the Hardy inequality

$$
\int_{B_{k}} u_{k}^{2}(x, T) d x+\gamma \int_{0}^{T} \int_{B_{k}}\left|\nabla u_{k}(x, t)\right|^{p} d x d t \leq \int_{B_{k}} u_{0}^{2}(x) d x, \quad \gamma>0
$$

This implies that the sequence $u_{k}$ is uniformly bounded in $L^{p}\left(0, T ; W^{1, p}\left(B_{R}\right)\right)$, and, by Lemma 2.4, we get the existence of $u \in L_{l o c}^{\infty}\left(0, T ; L^{2}\left(Q_{R}\right)\right) \cap L^{p}\left(0, T ; W_{0}^{1, p}\left(Q_{R}\right)\right)$ such that

$$
u_{t}-\Delta_{p} u=\lambda \frac{u^{p-1}}{|x|^{p}}
$$

in $\mathcal{D}^{\prime}\left(Q_{R}\right)$. By a classical argument (see, for instance, [18, p. 156]) we get that $u(x, 0)=u_{0}(x)$ in the sense that

$$
\lim _{t \rightarrow 0} \int_{\mathbb{R}^{N}} u(x, t) \phi(x) d x=\int_{\mathbb{R}^{N}} u_{0}(x) \phi(x) d x \forall \phi \in W_{0}^{1, p}\left(B_{R}\right)
$$

In addition, since $u_{k} \rightarrow u$ strongly in $L_{l o c}^{p}\left(Q_{R}\right), \nabla u_{k} \rightarrow \nabla u$ strongly in $L^{q}\left(Q_{R}\right)$, $1 \leq q<p$, and $\nabla T_{l} u_{k} \rightarrow \nabla T_{l} u$ strongly in $L_{l o c}^{p}\left(Q_{R}\right)$ (see section 2), then we obtain $u_{k} \rightarrow u$ strongly in $W_{l o c}^{1, q}\left(Q_{R}\right), 1 \leq q<p$ and $T_{l} u_{k} \rightarrow T_{l} u$ strongly in $W_{l o c}^{1, p}\left(Q_{R}\right)$.

Remark 3.3. If we take $u_{0} \in L^{r}(B)$, with $r \geq 2$, the result is also true, since $B$ is a bounded domain. This allows us to take $u_{0} \in L^{s}(B)$, where $s \geq 2$ (that is, $1<p \leq 2 N /(N+2))$. Moreover, this result is also true for $u_{0} \in L^{2}\left(\mathbb{R}^{N}\right)$; the proof is obtained in a similar way by taking truncatures of $u_{0}$ on every $B_{k}$.
3.3. Existence results for $\boldsymbol{\lambda}>0,1<p<2 N /(N+1)$. The existence of solution for the Cauchy problem (1.1) with $\lambda>0$ and $1<p<2 N /(N+1)$ is shown in this subsection. The proof relies on an iteration process similar to those in [12], using the self-similar solution $S$ corresponding to $\lambda$ suitably shifted in time as a supersolution.

Let B denote a ball in $\mathbb{R}^{N}$; we have the following result.
Theorem 3.4. If $1<p<2 N /(N+1)$, $\lambda>0$ and $u_{0} \in \mathcal{C}_{0}(\bar{B}), u_{0} \geq 0$ in $B$, then there exists a solution $u$ to (1.1) in the sense of distributions, which is obtained as the limit of the sequence given by the iterations $(n>0)$

$$
\left\{\begin{aligned}
v_{n t}-\Delta_{p} v_{n} & =\lambda W_{n}(x) \tilde{v}_{n-1}^{p-1}, & & x \in B_{n+1}, t>0 \\
v_{n}(x, 0) & =u_{0}(x), & & x \in B_{n+1} \\
v_{n}(x, t) & =0, & & x \in \partial B_{n+1}, t>0
\end{aligned}\right.
$$

with

$$
\left\{\begin{aligned}
v_{0 t}-\Delta_{p} v_{0} & =0, & & x \in B_{1}, t>0 \\
v_{0}(x, 0) & =u_{0}(x), & & x \in B_{1} \\
v_{0}(x, t) & =0, & & x \in \partial B_{1}, t>0
\end{aligned}\right.
$$

where $\tilde{v}_{n-1}=v_{n-1}$ in $B_{n}, \tilde{v}_{n-1}=0$ in $\mathbb{R}^{N} \backslash B_{n}$, and $B_{n}$ is the ball of radius $n$ centered at the origin in $\mathbb{R}^{N}$.

In fact, if $1<p<2 N /(N+2)$ then $u \in L^{\infty}\left(0, \infty ; L_{\text {loc }}^{2}\left(\mathbb{R}^{N}\right)\right) \cap L^{p}\left(0, T ; W_{\text {loc }}^{1, p}\left(\mathbb{R}^{N}\right)\right)$. This solution satisfies the initial data in the sense of distributions.

Proof. Since $\lambda>0$, there exists a self-similar supersolution to the Cauchy problem with zero initial data, $S$. Let $\bar{S}$ denote a shift in time of $S$ so that $u_{0} \leq \bar{S}$ ( $u_{0}$ is bounded). Then we have in $B_{1}$

$$
\begin{array}{rlrl}
v_{0 t}-\Delta_{p} v_{0}=0 & \leq \lambda \frac{\bar{S}^{p-1}}{|x|^{p}}=\bar{S}_{t}-\Delta_{p} \bar{S}, & & x \in B_{1}, t>0 \\
v_{0}(x, 0)=u_{0}(x) & \leq \bar{S}(x, 0), & x \in B_{1} \\
v_{0}(x, t)=0 & \leq \bar{S}(x, t), & x \in \partial B_{1}, t>0
\end{array}
$$

Then we conclude that $\tilde{v}_{1} \leq \bar{S}$. Therefore, by recurrence, it is easy to show that $\tilde{v}_{n} \leq \bar{S} \forall n>0$.

Fix $T>0$ and $R>0$ large enough such that $B \subset B_{R+1}$ and take a cutoff function $\varphi=\varphi(x) \in \mathcal{C}_{0}^{\infty}\left(B_{R+1}\right), \varphi \equiv 1$ in $B_{R}, 0 \leq \varphi \leq 1$ and $|\nabla \varphi| \leq C$ in $A_{R}=B_{R+1} \backslash B_{R}$ (notice that $\varphi$ does not depend on $t$ ). Let $Q_{R}=B_{R} \times(0, T)$ and take $n>R+1$ so that $B_{R+1} \subset B_{n}$.

Case I. Consider $1<p<2 N /(N+2)$; since $v_{n} \in W_{0}^{1, p}\left(B_{n}\right)$ and $\varphi \in \mathcal{C}_{0}^{\infty}\left(B_{R+1}\right)$, then $v_{n} \varphi^{p} \in W_{0}^{1, p}\left(B_{R+1}\right)$; if we multiply by $v_{n} \varphi^{p}$ the equation satisfied by $v_{n}$ and integrate, we obtain

$$
\left.\int_{B_{R+1}} v_{n t} v_{n} \varphi^{p}+\left.\int_{B_{R+1}}\langle | \nabla v_{n}\right|^{p-2} \nabla v_{n}, \nabla\left(v_{n} \varphi^{p}\right)\right\rangle=\lambda \int_{B_{R+1}} W_{n} \tilde{v}_{n-1}^{p-1} v_{n} \varphi^{p}
$$

Since $\tilde{v}_{n-1} \leq \bar{S}$ and $v_{n} \leq \bar{S}$ in $B_{n}$, and integrating on the interval [ $\left.0, T\right]$, we get

$$
\begin{aligned}
& \frac{1}{2} \int_{B_{R+1}} v_{n}^{2}(x, T) \varphi^{p}+\int_{0}^{T} \int_{B_{R+1}}\left|\nabla v_{n}\right|^{p} \varphi^{p} \\
& \left.\quad+\left.p \int_{0}^{T} \int_{A_{R}} v_{n} \varphi^{p-1}\langle | \nabla v_{n}\right|^{p-2} \nabla v_{n}, \nabla \varphi\right\rangle \\
& \quad \leq \frac{1}{2} \int_{B_{R+1}} u_{0}^{2} \varphi^{p}+\lambda \int_{0}^{T} \int_{B_{R+1}} W_{n} \bar{S}^{p}
\end{aligned}
$$

Using Young and Hölder inequalities,

$$
\begin{aligned}
& \frac{1}{2} \int_{B_{R+1}} v_{n}^{2}(x, T) \varphi^{p}+\int_{0}^{T} \int_{B_{R}}\left|\nabla v_{n}\right|^{p} \varphi^{p}+\int_{0}^{T} \int_{A_{R}}\left|\nabla v_{n}\right|^{p} \varphi^{p} \\
&\left.\quad \leq \frac{1}{2} \int_{B_{R+1}} u_{0}^{2} \varphi^{p}-\left.p \int_{0}^{T} \int_{A_{R}} v_{n} \varphi^{p-1}\langle | \nabla v_{n}\right|^{p-2} \nabla v_{n}, \nabla \varphi\right\rangle+\lambda \int_{0}^{T} \int_{B_{R+1}} W_{n} \bar{S}^{p} \\
& \quad \leq \frac{1}{2} \int_{B_{R+1}} u_{0}^{2}+p \int_{0}^{T} \int_{A_{R}}\left(\left|\nabla v_{n}\right| \varphi\right)^{p-1} v_{n}|\nabla \varphi|+\lambda \int_{0}^{T} \int_{B_{R+1}} W_{n} \bar{S}^{p} \\
& \quad \leq \frac{1}{2} \int_{B_{R+1}} u_{0}^{2}+\int_{0}^{T} \int_{A_{R}}\left(\left|\nabla v_{n}\right| \varphi\right)^{p}+C_{1}(p) \int_{0}^{T} \int_{A_{R}} v_{n}^{p} \\
& \quad+\lambda \int_{0}^{T}\left(\int_{B_{R+1}} W_{n}^{2 /(2-p)}\right)^{(2-p) / 2}\left(\int_{B_{R+1}} \bar{S}^{2}\right)^{p / 2} .
\end{aligned}
$$

Since we can simplify the terms involving $\varphi^{p}\left|\nabla v_{n}\right|^{p}$ on $A_{R}$, we obtain, again using

Young inequality and the facts $v_{n} \leq \bar{S}$ in $B_{n}$ and $W_{n} \leq|x|^{-p}$,

$$
\begin{aligned}
& \frac{1}{2} \int_{B_{R}} v_{n}^{2}(x, T)+\int_{0}^{T} \int_{B_{R}}\left|\nabla v_{n}\right|^{p} \\
& \quad \leq \frac{1}{2} \int_{B_{R+1}} u_{0}^{2}+C_{1}(p) \int_{0}^{T} \int_{A_{R}} \bar{S}^{p} \\
& \quad+\lambda\left(\frac{2-p}{2} \int_{0}^{T} \int_{B_{R+1}}|x|^{-2 p /(2-p)}+\frac{p}{2} \int_{0}^{T} \int_{B_{R+1}} \bar{S}^{2}\right)
\end{aligned}
$$

If we define
$\beta(T)=\int_{B_{R+1}} u_{0}^{2}+C_{1}(p) \int_{0}^{T} \int_{A_{R}} \bar{S}^{p}+\lambda(2-p) \int_{0}^{T} \int_{B_{R+1}}|x|^{-2 p /(2-p)}+\lambda p \int_{0}^{T} \int_{B_{R+1}} \bar{S}^{2}$,
then $\beta(T)$ is uniformly bounded, since $1<p<2 N /(N+2)$ and $\bar{S} \in L_{l o c}^{q}\left(\mathbb{R}^{N}\right)$ with $q>2$. Therefore, we get

$$
\int_{B_{R}} v_{n}^{2}(x, T) \leq \beta(T) \leq c\left(\lambda, p, T, R, N,\left\|u_{0}\right\|_{2}\right)
$$

This gives a uniform bound for the norm of $v_{n}$ in $L^{2}\left(B_{R}\right)$; in addition, since

$$
\int_{0}^{T} \int_{B_{R}}\left|\nabla v_{n}\right|^{p} \leq \beta(T) \leq c\left(\lambda, p, T, R, N,\left\|u_{0}\right\|_{2}\right)
$$

we have that the sequence $v_{n}$ is uniformly bounded in the space $L^{p}\left(0, T ; W^{1, p}\left(B_{R}\right)\right)$. In this way we can pass to the limit by Lemma 2.4, obtaining a positive global solution $u$ to (1.1) in $\mathcal{D}^{\prime}\left(Q_{R}\right)$ with $\lambda>0$ and $1<p<2 N /(N+2)$. Here the initial data is attained in the same sense as in Theorem 3.2 because we have the same kind of uniform estimates.

Case II. Now let $2 N /(N+2) \leq p<2 N /(N+1)$; in this range, the regularity of $\bar{S}$ (see section 3.1) implies that the sequence $v_{n}$ converges in $L^{q}$ to some $v \leq \bar{S}$, for $1 \leq q<s \leq 2$; so we cannot follow the previous argument in order to show the existence result. We introduce the sets

$$
C_{R, k}=B_{R} \cap\left\{v_{n} \varphi^{p} \geq k\right\}, \quad \bar{C}_{R, k}=B_{R} \cap\left\{v_{n} \varphi^{p}<k\right\}, \quad A_{R, k}=\bar{C}_{R+1, k} \backslash \bar{C}_{R, k}
$$

If we multiply by $T_{k}\left(v_{n} \varphi^{p}\right)$ the equation satisfied by $v_{n}$ and integrate on $B_{R+1}$, we obtain

$$
\left.\int_{B_{R+1}} v_{n t} T_{k}\left(v_{n} \varphi^{p}\right)+\left.\int_{B_{R+1}}\langle | \nabla v_{n}\right|^{p-2} \nabla v_{n}, \nabla\left(T_{k}\left(v_{n} \varphi^{p}\right)\right)\right\rangle=\lambda \int_{B_{R+1}} W_{n} \tilde{v}_{n-1}^{p-1} T_{k}\left(v_{n} \varphi^{p}\right)
$$

that is (remember that $\varphi$ does not depend on $t$ ),

$$
\begin{aligned}
& \left.\frac{1}{2} \int_{\bar{C}_{R+1, k}}\left(v_{n}^{2}\right)_{t} \varphi^{p}+k \int_{C_{R+1, k}} v_{n t}+\left.\int_{\bar{C}_{R+1, k}}\langle | \nabla v_{n}\right|^{p-2} \nabla v_{n}, \nabla\left(v_{n} \varphi^{p}\right)\right\rangle \\
& =\lambda \int_{B_{R+1}} W_{n} \tilde{v}_{n-1}^{p-1} T_{k}\left(v_{n} \varphi^{p}\right)
\end{aligned}
$$

Integrating on $[0, T]$, we get (note that $\tilde{v}_{n-1} \leq \bar{S}$ and $0 \leq \varphi \leq 1$ )

$$
\begin{aligned}
& \frac{1}{2} \int_{\bar{C}_{R+1, k}} v_{n}^{2}(x, T) \varphi^{p}+ \\
& \left.\int_{0}^{T} \int_{\bar{C}_{R+1, k}} \varphi^{p}\left|\nabla v_{n}\right|^{p}+\left.p \int_{0}^{T} \int_{A_{R, k}} \varphi^{p-1} v_{n}\langle | \nabla v_{n}\right|^{p-2} \nabla v_{n}, \nabla \varphi\right\rangle \\
& \leq \frac{1}{2} \int_{\bar{C}_{R+1, k}} u_{0}^{2} \varphi^{p}+k \int_{C_{R+1, k}} u_{0}+\lambda k \int_{0}^{T} \int_{B_{R+1}} W_{n} \bar{S}^{p-1}
\end{aligned}
$$

This last integral is bounded whenever $2 N /(N+2) \leq p<2 N /(N+1)$ and $u_{0}$ is bounded. On the other hand, note that if $v_{n}<k$, then $v_{n} \varphi^{p}<k$. In other words

$$
B_{R} \cap\left\{v_{n} \varphi^{p}<k\right\} \supset B_{R} \cap\left\{v_{n}<k\right\}
$$

Thus, using the Young inequality in a similar way to the case $1<p<2 N /(N+2)$,

$$
\begin{aligned}
& \frac{1}{2} \int_{B_{R} \cap\left\{v_{n}<k\right\}} v_{n}^{2}(x, T)+\int_{0}^{T} \int_{B_{R} \cap\left\{v_{n}<k\right\}}\left|\nabla v_{n}\right|^{p}+\int_{0}^{T} \int_{A_{R, k}} \varphi^{p}\left|\nabla v_{n}\right|^{p} \\
& \quad \leq \frac{1}{2} \int_{\bar{C}_{R+1, k}} u_{0}^{2} \varphi^{p}+\lambda k C(R)+p \int_{0}^{T} \int_{A_{R, k}}\left(\varphi\left|\nabla v_{n}\right|\right)^{p-1}\left(v_{n}|\nabla \varphi|\right) \\
& \quad \leq \frac{1}{2} \int_{B_{R+1}} u_{0}^{2}+\lambda k C(R)+\int_{0}^{T} \int_{A_{R, k}}\left(\left|\nabla v_{n}\right| \varphi\right)^{p}+C_{1}(p) \int_{0}^{T} \int_{A_{R, k}} v_{n}^{p}
\end{aligned}
$$

So we can simplify the terms involving $\left(\left|\nabla v_{n}\right| \varphi\right)^{p}$ on $A_{R, k}$ and, using the fact that $v_{n} \leq \bar{S}$ in $B_{n+1}$, we obtain

$$
\begin{aligned}
& \frac{1}{2} \int_{B_{R} \cap\left\{v_{n}<k\right\}} v_{n}^{2}(x, T)+\int_{0}^{T} \int_{B_{R} \cap\left\{v_{n}<k\right\}}\left|\nabla v_{n}\right|^{p} \\
& \quad \leq \frac{1}{2} \int_{B_{R+1}} u_{0}^{2}+\lambda k C(R)+C_{1}(p) \int_{0}^{T} \int_{A_{R, k}} \bar{S}^{p} .
\end{aligned}
$$

Though $\bar{S} \in L_{l o c}^{q}$ for $1 \leq q<s$ in the range $2 N /(N+2) \leq p<2 N /(N+1)$, it has to be noted that the last integral is finite, since we are integrating on $A_{R, k}$, which does not contain the origin. Then

$$
\frac{1}{k} \int_{0}^{T} \int_{B_{R} \cap\left\{v_{n}<k\right\}}\left|\nabla v_{n}\right|^{p} d x d t \leq M
$$

where $M$ does not depend on $n$; this inequality allows us to use Lemmas 2.5 and 2.6, obtaining the existence of a solution $u$ to (1.1) in $Q_{R}$ with $\lambda>0$ and $2 N /(N+2) \leq$ $p<2 N /(N+1)$ in the sense of distributions. Moreover, $u \in L_{l o c}^{\infty}\left((0, \infty), L^{q}\left(\mathbb{R}^{N}\right)\right)$ and $|\nabla u| \in \mathcal{M}^{p_{2}}$, where $\mathcal{M}^{p_{2}}$ is the Marcinkiewitz space and $p_{2}=p q /(q+1)$ with $1 \leq q<s=N(2-p) / p$.

The argument to see how the initial data is attained is slightly different in this case. We take into account the integrability of the upper bound $S$. Following the calculations in [21, p. 330] and since $p<2$ we are able to prove that $|\nabla u|^{p-1} \in L_{\text {loc }}^{r}$ with $1<r<p /(2 p-2)$. Then we can say that

$$
\lim _{t \rightarrow 0} \int_{\mathbb{R}^{N}} u(x, t) \phi(x) d x=\int_{\mathbb{R}^{N}} u_{0}(x) \phi(x) d x \forall \phi \in W_{0}^{1, r /(r-1)}\left(B_{R}\right), R>0
$$

3.4. Blow-up for $\boldsymbol{\lambda}>\boldsymbol{\lambda}_{\boldsymbol{N}, \boldsymbol{p}}, \boldsymbol{p}>\mathbf{2}$. Following the ideas in [12], we can show the existence of blow-up for any solution to (1.1) for $p>2$ and $\lambda>\lambda_{N, p}$, with positive initial data. More precisely we have the following result.

Theorem 3.5. Consider the problem

$$
\left\{\begin{align*}
u_{t}-\Delta_{p} u & =\frac{\lambda}{|x|^{p}}|u|^{p-2} u, & & x \in \mathbb{R}^{N}, \quad N>p>2, t>0, \lambda>\lambda_{N, p}  \tag{3.2}\\
u(x, 0) & =f(x), & & x \in \mathbb{R}^{N},
\end{align*}\right.
$$

where $p>2, \lambda>\lambda_{N, p}, f \in L^{\infty}, f \geq 0$, and $f>\delta>0$ in a neighborhood of the origin. Then (3.2) has no local solution, in the sense that for any $\epsilon>0$, there exists $r(\epsilon)>0$ such that $\lim _{n \rightarrow \infty} u_{n}(x, t)=\infty$ if $|x| \leq r(\epsilon)$ and $t \geq \epsilon$, where $u_{n}$ are the solutions to the problems with the truncated potentials $W_{n}(x)$.

See [12] for the proof of a bounded domain and notice that the case $\Omega=\mathbb{R}^{N}$ is an elementary consequence.

Remark 3.6. Some final comments to this section are in order.
(i) With some modifications of the methods in [9], [10], and [21] and taking into account the precise construction, for the solutions founded above it should be possible to get a best result about the convergence to the initial data (for instance in $\left.L_{l o c}^{1}\right)$. Notice that the integrability properties of the upper bound $S$ in the interval $2 N /(N+2)<p<2 N /(N+1)$ suggest the conjecture that this behavior must be true for a wider class of initial data, namely, this problem is connected with the question of the optimal regularity of the initial data, and one of the difficulties is the nonuniqueness.
(ii) We get instantaneous and regionally complete blow-up, in particular in all $L^{r}$-norms, if $p>2$. If $1<p<2 N /(N+1)$, according to the previous section, we have instantaneous blow-up in $L^{\infty}$, but some norms are finite and this fact allows us to construct weaker global solutions. In the linear case $(p=2)$ the representation of the solutions by the Green's function implies infinite speed of propagation and this is the point that makes easy to prove that the blow-up is complete. In our case, if $p>2$, the speed of propagation is finite if $\lambda=0$, and the argument to prove that $\lim _{n \rightarrow \infty} u_{n}(x, t)=\infty \forall(x, t) \in \Omega \times(0, \infty)$ must be different. This seems to be an open question.

## 4. Finite time extinction.

4.1. Extinction results. Let $\Omega$ be a bounded domain in $\mathbb{R}^{N}$. If $\|\cdot\|_{q}$ denotes the norm in the space $L^{q}(\Omega)$, we have the following results.

Proposition 4.1. Let $\Omega$ be a bounded domain in $\mathbb{R}^{N}$; if $u$ is a solution of

$$
\left\{\begin{aligned}
u_{t}-\Delta_{p} u & =\lambda \frac{u^{p-1}}{|x|^{p}}, & & x \in \Omega, t>0 \\
u(x, 0) & =u_{0}(x) \in L^{2}(\Omega), \quad u_{0} \geq 0, & & \\
u(x, t) & =0, & & x \in \partial \Omega, t>0
\end{aligned}\right.
$$

where $2 N /(N+2) \leq p<2$ and $0<\lambda<\lambda_{N, p}$, then there exists a finite time $T^{\star}$ depending on $N, p, \lambda,|\Omega|$ and $\left\|u_{0}\right\|_{2}$ such that

$$
u(\cdot, t) \equiv 0 \quad \forall t \geq T^{\star}
$$

Moreover, $0<T^{\star} \leq \gamma_{1}\left\|u_{0}\right\|_{2}^{2-p}|\Omega|^{\frac{p}{2}+\frac{p}{N}-1}$ where $\gamma_{1}$ is a positive constant depending only on $N, p, \lambda$.

Proof. Notice that $2 N /(N+2) \leq p<2$ implies $s=N(2-p) / p \leq 2$ and $p^{*}>2$. The part (a) of the proof of Theorem 3.2 shows the existence of a solution $u$ to this problem. If we multiply the equation by $u$ and integrate on $\Omega$, we get by the Hardy inequality

$$
\frac{1}{2} \frac{d}{d t}\|u(x, t)\|_{2}^{2}+\int_{\Omega}|\nabla u(x, t)|^{p} d x=\lambda \int_{\Omega} \frac{u^{p}}{|x|^{p}} d x \leq \lambda \lambda_{N, p}^{-1} \int_{\Omega}|\nabla u(x, t)|^{p} d x
$$

Then, if $\lambda<\lambda_{N, p}$, there exists $\gamma=\gamma(N, p, \lambda)>0$ such that

$$
\frac{1}{2} \frac{d}{d t}\|u(x, t)\|_{2}^{2}+\gamma \int_{\Omega}|\nabla u(x, t)|^{p} d x \leq 0
$$

Now, if $2 N /(N+2) \leq p$, then $p^{*}=N p /(N-p) \geq 2$, and

$$
\|u(x, t)\|_{p^{*}} \leq \gamma_{N, p}\|\nabla u(x, t)\|_{p}
$$

Therefore

$$
\frac{1}{2} \frac{d}{d t}\|u(x, t)\|_{2}^{2}+\gamma\|u(x, t)\|_{p^{*}}^{p} \leq 0
$$

Hölder inequality implies that

$$
\int_{\Omega}|u(x, t)|^{2} d x \leq|\Omega|^{\left(p^{*}-2\right) / p^{*}}\left(\int_{\Omega}|u(x, t)|^{p^{*}} d x\right)^{2 / p^{*}}
$$

Thus

$$
\frac{1}{2} \frac{d}{d t}\|u(x, t)\|_{2}^{2}+\gamma|\Omega|^{1-p / 2-p / N}\|u(x, t)\|_{2}^{p} \leq 0
$$

and we obtain

$$
\|u(x, T)\|_{2} \leq\left\|u_{0}\right\|_{2}\left(1-\frac{(2-p) \gamma|\Omega|^{1-p / 2-p / N} T}{\left\|u_{0}\right\|_{2}^{2-p}}\right)_{+}^{1 /(2-p)}
$$

Proposition 4.2. Consider $\Omega \subset \mathbb{R}^{N}$ a bounded domain and let $u$ be the solution of

$$
\left\{\begin{align*}
u_{t}-\Delta_{p} u & =\lambda \frac{u^{p-1}}{|x|^{p}}, & & x \in \Omega, t>0  \tag{4.1}\\
u(x, 0) & =u_{0}(x) \in L^{2}(\Omega) \cap L^{s}(\Omega), \quad u_{0} \geq 0, & & \\
u(x, t) & =0, & & x \in \partial \Omega, t>0
\end{align*}\right.
$$

obtained as the limit of the sequence $u_{n}$ of solutions to the corresponding truncated problem (2.1), where $1<p<2 N /(N+2)(s=N(2-p) / p>2)$ and $0<\lambda<\mu_{N, p}$. Then there exists a finite time $T^{\star}$ depending only upon $N, p, \lambda$ and $\left\|u_{0}\right\|_{s}$, such that

$$
u(\cdot, t) \equiv 0 \quad \forall t \geq T^{\star}
$$

Moreover, $0<T^{\star} \leq \gamma_{2}\left\|u_{0}\right\|_{s}^{2-p}, 1<p<2 N /(N+2)$ where $\gamma_{2}$ is a positive constant depending only upon $N, p, \lambda$.

Proof. Observe that $u_{n} \in L^{\infty}(\Omega) \cap W_{0}^{1, p}(\Omega)$ by Lemma 2.1; then $u_{n}^{s-1}$ is an admissible test function. By multiplying $u_{n}^{s-1}$ by the equation satisfied by $u_{n}$, we get

$$
\begin{align*}
& \frac{1}{s} \frac{d}{d t}\left\|u_{n}(x, t)\right\|_{s}^{s}+\mu_{N, p} \lambda_{N, p}^{-1} \int_{\Omega}\left|\nabla u_{n}^{(p+s-2) / p}(x, t)\right|^{p} d x \\
& \quad=\lambda \int_{\Omega} W_{n}(x) u_{n}^{p+s-2}(x, t) d x \tag{4.2}
\end{align*}
$$

Since

$$
\int_{\Omega}\left|\nabla u_{n}^{(p+s-2) / p}\right|^{p}=(s-1) \frac{\lambda_{N, p}}{\mu_{N, p}} \int_{\Omega} u_{n}^{s-2}\left|\nabla u_{n}\right|^{p}
$$

we can conclude that $u_{n}^{(p+s-2) / p} \in W_{0}^{1, p}(\Omega)$; therefore, using the Hardy inequality in the right-hand side of (4.2), we obtain

$$
\begin{aligned}
& \frac{1}{s} \frac{d}{d t}\left\|u_{n}(x, t)\right\|_{s}^{s}+\mu_{N, p} \lambda_{N, p}^{-1} \int_{\Omega}\left|\nabla u_{n}^{(p+s-2) / p}(x, t)\right|^{p} d x \\
& \quad \leq \lambda \lambda_{N, p}^{-1} \int_{\Omega}\left|\nabla u_{n}^{(p+s-2) / p}(x, t)\right|^{p} d x
\end{aligned}
$$

If $\lambda<\mu_{N, p}$, then there exists $\gamma=\gamma(N, p, \lambda)>0$ such that

$$
\frac{1}{s} \frac{d}{d t}\left\|u_{n}(x, t)\right\|_{s}^{s}+\gamma \int_{\Omega}\left|\nabla u_{n}^{(p+s-2) / p}(x, t)\right|^{p} d x \leq 0
$$

Since, by Sobolev,
$\int_{\Omega} u_{n}^{s}(x, t) d x=\int_{\Omega} u_{n}^{p^{*}(p+s-2) / p}(x, t) d x \leq \gamma_{N, p}\left(\int_{\Omega}\left|\nabla u_{n}^{(p+s-2) / p}(x, t)\right|^{p} d x\right)^{N /(N-p)}$,
we obtain

$$
\frac{1}{s} \frac{d}{d t}\left\|u_{n}(x, t)\right\|_{s}^{s}+\gamma\left\|u_{n}(x, t)\right\|_{s}^{p+s-2} \leq 0
$$

Therefore we conclude that

$$
\left\|u_{n}(x, T)\right\|_{s} \leq\left\|u_{0}\right\|_{s}\left(1-\frac{(2-p) \gamma T}{\left\|u_{0}\right\|_{s}^{2-p}}\right)_{+}^{1 /(2-p)}
$$

That is, there exists a uniform finite extinction time for any solution of the truncated problem corresponding to (4.1). Since $u$ is obtained as the limit of the nondecreasing (see Lemma 2.1) sequence $u_{n}$, then there exists a finite extinction time $T^{\star}$ for $u$ too, namely,

$$
0<T^{\star} \leq \gamma_{2}\left\|u_{0}\right\|_{s}^{2-p}
$$

Remark 4.3. In the hypotheses in the previous result, we also get that the solution $u$ obtained as the limit of the sequence of solutions to the truncated problems belongs to $L^{\infty}\left(0, T^{\star} ; L^{s}(\Omega)\right), s>2$.

Remark 4.4. If $\lambda=0$, that is, in the homogeneous case, similar results have been shown in [2] (see also [15] and [8, Chap. VIII, sections 2 and 3]) which depend only
on $N$ and $p$ (if $\lambda<0$ one obtains similar results). However, if $\lambda>0$, then $\lambda$ must be small enough to obtain finite time extinction.

Remark 4.5. The following question seems to be an open problem: the existence of finite time extinction for some solutions of (4.1) for $\lambda \in\left[\mu_{N, p}, \lambda_{N, p}\right]$ (in bounded domains and in $\mathbb{R}^{N}$ ). In some sense, this is equivalent to a uniqueness result in the regularity class $L^{s}$, since it is possible to find solutions in $\mathbb{R}^{N}$ which do not have finite time extinction in this range of $\lambda$ and do not belong to $L^{s}$ (see subsection 4.2). On the other hand, a similar estimate can be shown for the finite time extinction of the solutions of the truncated problems, $u_{n}$, if $\lambda<\lambda_{1}(n) \mu_{N, p} / \lambda_{N, p}$, where $\lambda_{1}(n)$ is the first eigenvalue associated with the following elliptic problem:

$$
\left\{\begin{aligned}
-\Delta_{p} \phi_{1} & =\lambda_{1}(n) W_{n}(x) \phi_{1}^{p-1}, & & x \in \Omega, \\
\phi_{1} & =0, & & x \in \partial \Omega
\end{aligned}\right.
$$

(see subsection 5.3 for more details). Since $\lambda_{1}(n) \searrow \lambda_{N, p}$ as $n \rightarrow \infty$, we obtain again the bound $\lambda<\mu_{N, p}$ for the finite time extinction of the solutions of the untruncated problem.

We would like to emphasize that the finite extinction time estimate obtained in Proposition 4.2 does not depend on $|\Omega|$ for $\lambda<\mu_{N, p} \leq \lambda_{N, p}$ and $s>2$. This is the main result that we will use in the proof of the finite time extinction for the Cauchy problem with $0<\lambda<\mu_{N, p}$ and $1<p<2 N /(N+2)$.

Theorem 4.6. If $1<p<2 N /(N+2)(s>2), 0<\lambda<\mu_{N, p}$ and $u_{0} \in$ $L^{2}\left(\mathbb{R}^{N}\right) \cap L^{s}\left(\mathbb{R}^{N}\right)$, there exists a finite time extinction $T^{\star}$ (depending only upon $N, p, \lambda$ and $u_{0}$ ) for $u$, the solution of (1.1) obtained in Theorem 3.2, such that

$$
u(\cdot, t) \equiv 0 \forall t \geq T^{\star} \text { and } 0<T^{\star} \leq \gamma_{2}\left\|u_{0}\right\|_{s}^{2-p},
$$

where $\gamma_{2}$ is a positive constant depending only upon $N, p, \lambda$.
Proof. In these hypotheses, we can use Theorem 3.2 to obtain $u$, a solution to (1.1) as the limit of the sequence $u_{k}$, the approximate solutions of (3.1). Each $u_{k}$ has a finite time extinction which does not depend on the domain and is uniformly bounded by Proposition 4.2. Therefore, there exists a finite time extinction for $u$.

Remark 4.7. If we take an unbounded domain $\Omega$ instead of $\mathbb{R}^{N}$, we can use a sequence of approximate nested domains with finite measure in order to get the same conclusions. In particular, it has to be noted that the proofs of Propositions 4.1 and 4.2 are also valid for an unbounded domain with finite measure.
4.2. Nonextinction results. In this subsection we will show that for $\lambda>\lambda_{N, p}$ there is no finite time extinction for the solutions to (2.2) in bounded domains with positive initial data and, as a consequence, for the solutions of the Cauchy problem (1.1). After that, we will show that there exists at least a solution to (1.1) with $\mu_{N, p}<\lambda \leq \lambda_{N, p}$ which does not have finite time extinction; the existence of the self-similar solution $S$ for this range of $\lambda$ plays a fundamental role in the proof of this result.

Proposition 4.8. Let $\Omega \subset \mathbb{R}^{N}$ a bounded domain and consider $u$, a solution of the untruncated problem (2.2) with $\lambda>\lambda_{N, p}$ and $1<p<2$. Then there exists no finite time extinction for $u$.

Proof. In [12, sect. 8], it is shown, following the ideas in [11], that $w(x, t)=$ $c t^{1 /(2-p)} \phi_{1}(x)$ is a subsolution to the problem

$$
\left\{\begin{aligned}
u_{t}-\Delta_{p} u & =\lambda \frac{u^{p-1}}{|x|^{p}}, & & x \in \Omega, t>0 \\
u(x, 0) & =0, & & x \in \Omega, \\
u(x, t) & =0, & & x \in \partial \Omega, t>0
\end{aligned}\right.
$$

for $\lambda>\lambda_{N, p}$, where $\phi_{1}$ verifies

$$
\left\{\begin{aligned}
-\Delta_{p} \phi_{1} & =\lambda_{1}(n) W_{n}(x) \phi_{1}^{p-1}, & & x \in \Omega \\
\phi_{1} & =0, & & x \in \partial \Omega
\end{aligned}\right.
$$

$\lambda_{1}(n)$ being the first eigenvalue of the previous problem, for $n$ large enough such that $\lambda_{1}(n)<\lambda$. Then $w$ is also a subsolution to the problem (2.2). Since $w$ cannot have finite time extinction, there exists no finite time extinction for any solution to (2.2) (observe that $w(x, 0)=0$ ).

Remark 4.9. As a consequence of Proposition 4.8, we conclude that there exists no finite time extinction for any solution to the corresponding Cauchy problem if $\lambda>\lambda_{N, p}$ and $u_{0}(x)>0$ in a ball in $\mathbb{R}^{N}$.

Moreover, if we take $\lambda>\mu_{N, p}$, we know that there exists a self-similar solution $S$ to the Cauchy problem with zero initial data in the range $1<p<2 N /(N+1)$ (see section 3.1). In this way we obtain for the same problem a solution with finite time extinction (the trivial solution) and a solution which does not have finite time extinction ( $S$; observe that $S \notin L_{\text {loc }}^{s}\left(\mathbb{R}^{N}\right)$ ). We are showing that, in this range, there exists at least a solution of the Cauchy problem with positive initial data which does not have finite time extinction.

THEOREM 4.10. If $1<p<2 N /(N+1), \mu_{N, p}<\lambda, u_{0} \geq \delta>0$ on a ball $B$ and there exists a shift in time of $S, \bar{S}$, such that $u_{0} \leq \bar{S}$, then there exists a solution of the Cauchy problem (1.1) with no finite time extinction.

Proof. Assume that $u_{0}$ is bounded (if not, take $T_{k}\left(u_{0}\right)$ ). Consider the following iteration for $k>0$ :

$$
\left\{\begin{aligned}
v_{k t}-\Delta_{p} v_{k} & =\lambda \frac{\tilde{v}_{k-1}^{p-1}}{|x|^{p}}, & & x \in B_{k}, t>0 \\
v_{k}(x, 0) & =u_{0}(x), & & x \in B_{k} \\
v_{k}(x, t) & =S(x, t), & & x \in \partial B_{k}, t>0
\end{aligned}\right.
$$

where $v_{0}=\bar{S}, \tilde{v}_{k}=v_{k}$ in $B_{k}, \tilde{v}_{k}=S$ in $\mathbb{R}^{N} \backslash B_{k}, B_{k}$ being the ball of radius $k$ centered at the origin in $\mathbb{R}^{N}$. For a fixed $T>0$, we make a separate study for the cases $1<p<2 N /(N+2)$ and $2 N /(N+2) \leq p<2 N /(N+1)$ :
(a) Assume $1<p<2 N /(N+2)$; in this range we know that $\bar{S} \in L^{p}\left(0, T ; W^{1, p}\left(B_{1}\right)\right)$ (see section 3.1). In addition, by means of a similar calculation to the one carried out in the proof of Lemma 2.3(a), we have

$$
\frac{\bar{S}^{p-1}}{|x|^{p}} \in L^{p^{\prime}}\left(0, T ; W^{-1, p^{\prime}}\left(B_{1}\right)\right)
$$

Therefore, since $\bar{S}_{t} \in L^{p^{\prime}}\left(0, T ; W^{-1, p^{\prime}}\left(B_{1}\right)\right)$ too, and $v_{1}=S$ on $\partial B_{1}$, we can apply the results in [18], obtaining the existence of a unique solution to the problem corresponding to $k=1$, namely,

$$
v_{1} \in \mathcal{C}\left(0, T ; L^{2}\left(B_{1}\right)\right) \cap L^{p}\left(0, T ; W^{1, p}\left(B_{1}\right)\right)
$$

Hence, $\tilde{v}_{1} \in L^{p}\left(0, T ; W^{1, p}\left(B_{2}\right)\right)$ and $|x|^{-p} \tilde{v}_{1}^{p-1} \in L^{p^{\prime}}\left(0, T ; W^{-1, p^{\prime}}\left(B_{2}\right)\right)$, which in turn implies the existence of $v_{2}$, a solution to the problem corresponding to $k=2$, etc. Moreover,

$$
\begin{aligned}
v_{1 t}-\Delta_{p} v_{1}=\lambda \frac{\bar{S}^{p-1}}{|x|^{p}} & =\bar{S}_{t}-\Delta_{p} \bar{S}, & & x \in B_{1}, t>0 \\
v_{1}(x, 0)=u_{0}(x) & \leq \bar{S}(x, 0), & & x \in B_{1} \\
v_{1}(x, t)=S(x, t) & \leq \bar{S}(x, t), & & x \in \partial B_{1}, t>0
\end{aligned}
$$

and

$$
\begin{array}{rlrl}
v_{1 t}-\Delta_{p} v_{1}=\lambda \frac{\bar{S}^{p-1}}{|x|^{p}} & \geq \lambda \frac{S^{p-1}}{|x|^{p}}=S_{t}-\Delta_{p} S, & & x \in B_{1}, t>0 \\
v_{1}(x, 0)=u_{0}(x) & \geq 0=S(x, 0), & & x \in B_{1} \\
v_{1}(x, t) & & =S(x, t), & \\
x \in \partial B_{1}, t>0
\end{array}
$$

therefore we conclude that

$$
S \leq v_{1} \leq v_{0}=\bar{S} \quad \text { in } B_{1}
$$

In a similar way, if we assume $S \leq v_{k-1} \leq \bar{S}$ in $B_{k-1}$, then $v_{k}$ verifies $S \leq v_{k} \leq \bar{S}$ in $B_{k}$. If we now take a cut function $\varphi$ and proceed as in the proof of Theorem 3.4, we can pass to the limit and obtain a solution $v$ of the Cauchy problem with no finite time extinction, since the approximate solutions $v_{k}$ imply that $v \geq S$.
(b) If $2 N /(N+2) \leq p<2 N /(N+1)$, then $\bar{S} \in L_{l o c}^{q}\left(\mathbb{R}^{N}\right)$ for $1 \leq q<s$ (see section 3.1). Assume $k=1$ and take the approximate problems, for $n>0$,

$$
\left\{\begin{aligned}
w_{n t}-\Delta_{p} w_{n} & =\lambda f_{n}=\lambda T_{n}\left(|x|^{-p} \bar{S}^{p-1}\right), & & x \in B_{1}, t>0 \\
w_{n}(x, 0) & =u_{0}(x), & & x \in B_{1} \\
w_{n}(x, t) & =T_{n}(S(x, t)), & & x \in \partial B_{1}, t>0
\end{aligned}\right.
$$

Since the right-hand side in the previous equation and the boundary data are both bounded, we can apply the results in [18] to obtain the existence of a unique $w_{n} \in$ $L^{p}\left(0, T ; W^{1, p}\left(B_{1}\right)\right)$. Moreover, we can show that $w_{n} \leq \bar{S}$, since $\left(w_{n}-\bar{S}\right)_{+}=0$ on the parabolic boundary of the cylinder $B_{1} \times(0, T)$,

$$
\left(w_{n}-\bar{S}\right)_{t}-\left(\Delta_{p} w_{n}-\Delta_{p} \bar{S}\right)=\lambda\left(T_{n}\left(|x|^{-p} \bar{S}^{p-1}\right)-|x|^{-p} \bar{S}^{p-1}\right) \leq 0
$$

and we can take $\left(w_{n}-\bar{S}\right)_{+}$as a test function to integrate the inequality above, which yields $w_{n} \leq \bar{S}$. In the same way we can show that

$$
w_{1} \leq w_{2} \leq \cdots \leq w_{n} \leq \cdots \leq \bar{S}
$$

That is, we have a monotone sequence in $L^{p}\left(0, T ; W^{1, p}\left(B_{1}\right)\right)$ uniformly bounded by $\bar{S}$. If we define

$$
v_{1}=\lim _{n \rightarrow \infty} w_{n} \leq \bar{S}
$$

we can proceed as in the proof of Theorem 3.4 (multiplying by $T_{l}\left(w_{n} \varphi^{p}\right)$ the equation satisfied by $w_{n}$, where $\varphi$ is a cut function on a ball $B \subset B_{1}$ which does not depend on $t$ ) in order to show

$$
\frac{1}{l} \int_{0}^{T} \int_{B \cap\left\{w_{n}<l\right\}}\left|\nabla w_{n}\right|^{p} d x d t \leq M
$$

where $M$ does not depend on $l$.
Therefore there exists $v_{1} \leq \bar{S}$ verifying the equation corresponding to $k=1$ in $\mathcal{D}^{\prime}(B \times(0, T))$, for any ball $B \subset B_{1}$ and $v_{1}(x, 0)=u_{0}(x)$ in $B_{1}, v_{1}(x, t)=S(x, t)$ on $\partial B_{1}$, since $v_{1}$ is the pointwise limit of the approximate solutions $w_{n}$. By repeating this procedure for each $k>1$, we obtain a solution $v_{k}$ of the equation corresponding to $k$ in $\mathcal{D}^{\prime}\left(B_{R} \times(0, T)\right)$, where $B_{R}$ is any ball in $\mathbb{R}^{N}$, for $k$ large enough.

In this way, we have found for $2 N /(N+2) \leq p<2 N /(N+1)$ a sequence of functions uniformly bounded from above by $\bar{S}$ and, by recurrence, bounded from below by $S \leq v_{k}$ in $B_{k}$. Thus, using the same arguments as those in the proof of Theorem 3.4, we can find a solution $v$ of the Cauchy problem (1.1) as the limit of $v_{k}$ as $k \rightarrow \infty$, where $\mu_{N, p}<\lambda$ and $2 N /(N+2) \leq p<2 N /(N+1)$, with no finite time extinction, since the lower bounds for the approximate solutions $v_{k}$ imply that $v \geq S$.
5. Further results. Let $\Omega \subset \mathbb{R}^{N}$ be a bounded domain and take $1<p<2$ and $p<N$. Consider the problem

$$
\left\{\begin{array}{l}
u_{t}-\Delta_{p} u=\lambda V(x) u^{p-1}, \quad x \in \Omega \subset \mathbb{R}^{N}, t>0, \lambda>0  \tag{5.1}\\
u(x, 0)=u_{0}(x) \in L^{2}(\Omega), \quad u_{0}(x) \geq 0 \\
u(x, t)=0, x \in \partial \Omega, t>0,
\end{array}\right.
$$

with $V \in L^{q}(\Omega), q>1$, and $V(x) \geq 0$. One can show the existence of a solution to (5.1) for $\lambda$ small enough and $q$ large enough, respectively, by means of the techniques used in section 3. This is a particular case of the following general problem:

$$
\left\{\begin{array}{l}
u_{t}-\Delta_{p} u=\lambda V(x) f(u), \quad x \in \Omega \subset \mathbb{R}^{N}, t>0  \tag{5.2}\\
u(x, 0)=u_{0}(x) \in L^{2}(\Omega), \quad u_{0}(x) \geq 0 \\
u(x, t)=0, x \in \partial \Omega, t>0
\end{array}\right.
$$

where we are assuming that $f(\sigma)$ is a continuous nondecreasing function for $\sigma \geq 0$, $f(0)=0$, and $f(\sigma)>0$ for $\sigma \in(0, M]$. In some cases, we can show the existence of a solution to (5.2) (the proofs of the following results only deal with the main estimates needed to pass to the limit in the way shown in section 3 ).

### 5.1. Global existence with unbounded initial data.

Theorem 5.1.
(A) If there exists some $\eta \in[0,2]$ such that $V \in L^{2 /(2-\eta)}(\Omega)$ and

$$
\frac{f(\sigma)}{\sigma^{\eta-1}} \rightarrow C \geq 0 \quad \text { as } \sigma \rightarrow \infty
$$

then there exists a global solution to (5.2) such that

$$
u \in L_{l o c}^{\infty}\left([0, \infty) ; L^{2}(\Omega)\right) \cap L_{l o c}^{p}\left((0, \infty) ; W_{0}^{1, p}(\Omega)\right)
$$

(B) If $1<p<2 N /(N+2)$, $(s=N(2-p) / p>2)$, $V \in L^{s /(2-\eta)}(\Omega)$ for some $\eta \in[0,2]$ and

$$
\frac{f(\sigma)}{\sigma^{\eta-1}} \rightarrow C \geq 0 \quad \text { as } \sigma \rightarrow \infty
$$

then there exists a global solution to (5.2) verifying

$$
u \in L_{l o c}^{\infty}\left([0, \infty) ; L^{s}(\Omega)\right) \quad u^{(p+s-2) / p} \in L_{l o c}^{p}\left((0, \infty) ; W_{0}^{1, p}(\Omega)\right)
$$

Proof. (A) Let $u$ be a solution to problem (5.2). For $T>0$, we get, using Hölder and Young inequalities and integrating in $[0, T]$,

$$
\begin{aligned}
& \frac{1}{2} \int_{\Omega} u^{2}(x, T) d x+\int_{0}^{T} \int_{\Omega}|\nabla u(x, t)|^{p} d x d t \\
& \quad \leq \frac{1}{2} \int_{\Omega} u_{0}^{2}(x) d x+C_{q} T \int_{\Omega} V^{q}(x) d x+\int_{0}^{T} \int_{\Omega}(f(u(x, t)) u(x, t))^{q^{\prime}} d x d t
\end{aligned}
$$

By hypothesis, there exists some $\eta \in[0,2]$ such that $V \in L^{q}(\Omega)$, with $q=2 /(2-\eta)$; this implies that

$$
\frac{(f(\sigma) \sigma)^{q^{\prime}}}{\sigma^{2}}=\left(\frac{f(\sigma)}{\sigma^{(q-2) / q}}\right)^{q^{\prime}}=\left(\frac{f(\sigma)}{\sigma^{\eta-1}}\right)^{q^{\prime}} \rightarrow C \quad \text { as } \sigma \rightarrow \infty
$$

Hence $(f(u) u)^{q^{\prime}} \leq C u^{2} ;$ in other words,

$$
\begin{aligned}
\frac{1}{2} \int_{\Omega} u^{2}(x, T) d x & +\int_{0}^{T} \int_{\Omega}|\nabla u(x, t)|^{p} d x d t \\
& \leq \frac{1}{2} \int_{\Omega} u_{0}^{2}(x) d x+C_{q} T \int_{\Omega} V^{q}(x) d x+C \int_{0}^{T} \int_{\Omega} u^{2}(x, t) d x d t
\end{aligned}
$$

Gronwall inequality implies that

$$
\int_{\Omega} u^{2}(x, T) d x \leq e^{C T} \int_{\Omega}\left(u_{0}^{2}(x)+C_{q} T V^{q}(x)\right) d x d t
$$

That is, $u(\cdot, T) \in L^{2}(\Omega)$, and so $u \in L_{\text {loc }}^{\infty}\left([0, \infty) ; L^{2}(\Omega)\right)$. Moreover, we also get

$$
\int_{0}^{T} \int_{\Omega}|\nabla u(x, t)|^{p} d x d t<\infty
$$

hence $u \in L_{l o c}^{p}\left([0, \infty): W_{0}^{1, p}(\Omega)\right)$.
(B) By multiplying the equations satisfied by the solutions $u_{n}$ of the truncated problems corresponding to (5.2) (they are bounded by Lemma 2.1) by $u_{n}^{s-1}$ and integrating in $[0, T]$ for $T>0$ we have, using Hölder and Young inequalities,

$$
\begin{aligned}
& \frac{1}{s} \int_{\Omega} u_{n}^{s}(x, T) d x+\frac{\mu_{N, p}}{\lambda_{N, p}} \int_{0}^{T} \int_{\Omega}\left|\nabla u_{n}^{(p+s-2) / p}(x, t)\right|^{p} d x d t \\
& \quad \leq \frac{1}{s} \int_{\Omega} u_{0}^{s}(x) d x+C_{q} T \int_{\Omega} V^{q}(x) d x+\int_{0}^{T} \int_{\Omega}\left(f(u(x, t)) u_{n}^{s-1}(x, t)\right)^{q^{\prime}} d x d t
\end{aligned}
$$

By hypothesis, there exists some $\eta \in[0,2]$ such that $q=s /(2-\eta)$; this implies that

$$
\frac{\left(f(\sigma) \sigma^{s-1}\right)^{q^{\prime}}}{\sigma^{s}}=\left(\frac{f(\sigma)}{\sigma^{(q-s) / q}}\right)^{q^{\prime}}=\left(\frac{f(\sigma)}{\sigma^{\eta-1}}\right)^{q^{\prime}} \rightarrow C \quad \text { as } \sigma \rightarrow \infty
$$

Hence $\left(f\left(u_{n}\right) u_{n}^{s-1}\right)^{q^{\prime}} \leq C u_{n}^{s}$; in other words,

$$
\begin{aligned}
\frac{1}{s} \int_{\Omega} u_{n}^{s}(x, T) d x & +\frac{\mu_{N, p}}{\lambda_{N, p}} \int_{0}^{T} \int_{\Omega}\left|\nabla u_{n}^{(p+s-2) / p}(x, t)\right|^{p} d x d t \\
& \leq \frac{1}{s} \int_{\Omega} u_{0}^{s}(x) d x+C_{q} T \int_{\Omega} V^{q}(x) d x+C \int_{0}^{T} \int_{\Omega} u_{n}^{s}(x, t) d x d t
\end{aligned}
$$

Gronwall inequality implies that

$$
\int_{\Omega} u_{n}^{s}(x, T) d x \leq e^{C T} \int_{\Omega}\left(u_{0}^{s}(x)+C_{q} T V^{q}(x)\right) d x
$$

That is, passing to the limit in the nondecreasing sequence $u_{n}$, we get $u(x, T) \in$ $L^{s}(\Omega)$, and so $u \in L_{l o c}^{\infty}\left([0, \infty) ; L^{s}(\Omega)\right)$. On the other hand, we also have $u^{(p+s-2) / p} \in$ $L_{l o c}^{p}\left((0, \infty) ; W_{0}^{1, p}(\Omega)\right)$.

Remark 5.2. If $1<p<2 N /(N+2)$, then there exists $\eta$ such that $p<\eta<2$ and $2 /(2-\eta)<N / p$. Therefore, Theorem 5.1 implies the existence of a global solution to (5.2) for supercritical $V$ and superdiffusive $\eta$.

### 5.2. Some remarks about uniqueness.

Lemma 5.3. Consider the problem

$$
\left\{\begin{align*}
u_{t}-\Delta_{p} u & =\lambda f(u), & & x \in \Omega \subset \mathbb{R}^{N}, t>0  \tag{5.3}\\
u(x, 0) & =0, & & \\
u(x, t) & =0, & & x \in \partial \Omega, t>0 .
\end{align*}\right.
$$

If there exists some $\eta$ such that $1<p<\eta \leq 2$ and

$$
\frac{f(\sigma)}{\sigma^{\eta-1}} \rightarrow C \quad \text { as } \sigma \rightarrow 0
$$

then the unique solution $u \in C\left([0, T] ; L^{s}(\Omega)\right) \cap L^{p}\left([0, T], W_{0}^{1, p}(\Omega)\right)$ is $u \equiv 0$, where $s=2$ if $2 N /(N+2) \leq p<2$ and $s=N(2-p) / p$ if $1<p<2 N /(N+2)$.

Proof. The case $2 N /(N+2) \leq p<2$ was essentially covered in [12, Lemma 8.6].
If $1<p<2 N /(N+2)$, we follow a similar argument multiplying the equation by $u^{s-1}$. Then

$$
\begin{aligned}
& \frac{1}{s} \int_{\Omega} u^{s}(x, T) d x+\frac{\mu_{N, p}}{\lambda_{N, p}} \int_{0}^{T} \int_{\Omega}\left|\nabla u^{(p+s-2) / p}(x, t)\right|^{p} d x d t \\
& \quad=\lambda \int_{0}^{T} \int_{\Omega} f(u(x, t)) u^{s-1}(x, t) d x d t
\end{aligned}
$$

By Sobolev, we get

$$
\begin{aligned}
& \frac{1}{s} \int_{\Omega} u^{s}(x, T) d x+C_{N, p} \int_{0}^{T}\left(\int_{\Omega} u^{s}(x, t) d x\right)^{(N-p) / N} d t \\
& \quad \leq \lambda \int_{0}^{T} \int_{\Omega} f(u(x, t)) u^{s-1}(x, t) d x d t
\end{aligned}
$$

Calling now $y(t) \equiv\left(\int_{\Omega} u^{s}(x, t) d x\right)^{1 / s}$, for $T>0$ small enough, we obtain

$$
0 \leq y^{s}(T) \leq \int_{0}^{T}\left(C_{|\Omega|} \lambda y^{\eta+s-2}(t)-C_{N, p} y^{p+s-2}(t)\right) d t
$$

Since $\eta>p$, this implies that $y(T) \equiv 0$ for every $T>0$, that is, $u \equiv 0$, and hence the limit verifies $u \equiv 0$.

With respect to the nonuniqueness, assume $f$ is concave in $[0, M]$ with

$$
\int_{0}^{M} \frac{d \sigma}{f^{-1}(\sigma)}<\infty
$$

It may be checked that, in these hypotheses, $h(\sigma)=\sigma / f(\sigma)$ is an increasing function and $h(\sigma) \rightarrow 0$ as $\sigma \rightarrow 0$. In addition, if $\mu=\mu(t)$ is given by

$$
\int_{0}^{\mu} \frac{d \sigma}{f(\sigma)}=t, \quad t \geq 0
$$

then $\mu$ is well-defined, it is continuous, and nonnegative in $\left[0, t_{0}\right]$, where

$$
t_{0}=\int_{0}^{M} \frac{d \sigma}{f(\sigma)}
$$

and $\mu$ solves (see [11])

$$
\left\{\begin{array}{rl}
\frac{d \mu}{d t} & =f(\mu), \\
\mu(0) & =0
\end{array} \quad 0 \leq t \leq t_{0}\right.
$$

Take $\lambda_{1}$, the first eigenvalue of $-\Delta_{p}$, in the bounded domain $\Omega$ with zero boundary data and the corresponding normalized eigenfunction $\phi_{1} \leq 1$ (see [11]). Then we can show the following lemma.

Lemma 5.4. Consider the problem (5.2) where $1<p<2, V \equiv 1, u_{0} \equiv 0$. If $f$ is concave in $[0, M]$ with

$$
\int_{0}^{M} \frac{d \sigma}{f^{-1}(\sigma)}<\infty
$$

and

$$
\frac{\sigma^{p-1}}{f(\sigma)}=\frac{h(\sigma)}{\sigma^{2-p}} \rightarrow C \quad \text { as } \sigma \rightarrow 0
$$

where $C \in\left[0, \lambda_{1}^{-1}\right)$, then there exists $\tau>0$ such that the solution of (5.2) is not unique in $0 \leq t \leq \tau, 0 \leq u \leq M$.

Remark 5.5. For instance, we can apply Lemmas 5.3 and 5.4 to the following particular cases:

1. If $f(\sigma)=\lambda \sigma^{\eta-1}$, where $p<\eta \leq 2$, we have uniqueness.
2. If $f(\sigma)=\lambda \sigma^{\eta-1}$, where $1<\eta<p$ or $f(\sigma)=\lambda \sigma^{p-1}$ with $\lambda>\lambda_{1}$, then we have nonuniqueness.
It has to be noted that nonuniqueness for zero initial data implies nonexistence of finite time extinction for the solutions of the corresponding problems with nonnegative initial data (see next subsection).
5.3. Finite time extinction. If $u$ is a solution of (5.1), using the Hölder inequality and following the proof of Proposition 4.1, we get

$$
\|u(x, T)\|_{2} \leq\left\|u_{0}\right\|_{2}\left(1-\frac{(2-p) \gamma|\Omega|^{1-p / 2-p / N} T}{\left\|u_{0}\right\|_{2}^{2-p}}\right)_{+}^{1 /(2-p)}
$$

for $2 N /(N+2) \leq p<2, q>N / p, \lambda<\left(C\|V\|_{q}\right)^{-1}$ and $\gamma=\gamma(N, p, \Omega, \lambda)>0$. For instance, in the particular case $V(x)=|x|^{-\beta}$, we obtain the result for $\beta<p$.

On the other hand, let $\mu_{N, p}, s$ be defined as in section 3.1. If $1<p<2 N /(N+2)$ $(s>2)$, then we can multiply the equation in the truncated problem corresponding
to (5.1) (see section 2) by $u_{n}^{s-1}$, where $u_{n}$ is the weak solution of the truncated problem. Then we get, using again the Hölder inequality and following the proof of Proposition 4.2, since the supersolution $\phi_{n}$ introduced in section 2 does not depend on the potential $V$,

$$
\left\|u_{n}(x, T)\right\|_{s} \leq\left\|u_{0}\right\|_{s}\left(1-\frac{(2-p) \gamma T}{\left\|u_{0}\right\|_{s}^{2-p}}\right)_{+}^{1 /(2-p)}
$$

where $\lambda<C_{N, p}\|V\|_{q}^{-1}$ (the smaller $\|V\|_{q}$ is, the larger the range for $\lambda$ again), and $\gamma$ depends on $N, p, \lambda$ and $\|V\|_{q}$ with $q=N / p$. Therefore, we get the result for the solution $u$ to (5.1) obtained as the limit of the nondecreasing sequence $u_{n}$.

In this way we can see that there exists a finite extinction time for the solutions of (5.1) if $\lambda$ is small enough.

Now consider $\phi_{1}$, a solution to the eigenvalue elliptic problem

$$
\left\{\begin{align*}
-\Delta_{p} \phi_{1} & =\lambda_{1} V(x) \phi_{1}^{p-1}, & & x \in \Omega \subset \mathbb{R}^{N}  \tag{5.4}\\
\phi & =0, & & x \in \partial \Omega
\end{align*}\right.
$$

where $V \in L^{q}(\Omega)$, with $q>N / p$, and $\lambda_{1}$ is the first eigenvalue for $-\Delta_{p}$ with the weight $V$ in $\Omega$ and zero boundary data, that is,

$$
\lambda_{1}=\inf _{\phi \in W_{0}^{1, p}(\Omega)} \frac{\int_{\Omega}|\nabla \phi|^{p}}{\int_{\Omega} V(x) \phi^{p}}
$$

Then, multiplying the equation in (5.1) by $u$, we get, for $\lambda<\lambda_{1}$,

$$
\frac{1}{2} \frac{d}{d t}\|u(x, t)\|_{2}^{2}+\gamma \int_{\Omega}|\nabla u(x, t)|^{p} d x \leq 0
$$

with $\gamma>0$, so that we get again the estimate above for the finite extinction time of $u$ if $2 N /(N+2) \leq p<2$ (cf. proof of Proposition 4.1).

If we multiply the equation satisfied by the weak solution $u_{n}$ of the truncated problem corresponding to (5.1) by $u_{n}^{s-1}$, and $\lambda \ll \lambda_{1}$, there exists $\gamma>0$ such that

$$
\frac{1}{s} \frac{d}{d t}\left\|u_{n}(x, t)\right\|_{s}^{s}+\gamma \int_{\Omega}\left|\nabla u_{n}^{(p+s-2) / p}(x, t)\right|^{p} d x \leq 0
$$

and we obtain again finite time extinction for the solutions of (5.1) obtained as the limit of the sequence $u_{n}, 1<p<2 N /(N+2)$, independently on the domain (cf. proof of Proposition 4.2).

In particular, if we are dealing with $V \in L^{q}\left(\mathbb{R}^{N}\right), q>N / p$, and $\lambda<\lambda_{1} \mu_{N, p} / \lambda_{N, p}$, then there exists a finite extinction time for the solutions of the corresponding Cauchy problem which are obtained as the limit as $k \rightarrow \infty$ of the solutions $u_{k}$ of the Dirichlet problems (5.1) on $\Omega=B_{k}$, the ball of radius $k$ centered at the origin in $\mathbb{R}^{N}$.

However, if $\lambda>\lambda_{1}$, then any solution to (5.1) cannot have finite time extinction, since $w(x, t)=c t^{1 /(2-p)} \phi_{1}(x)$ is a positive subsolution of (5.1), for $c$ small enough (see proof of Proposition 4.8). Hence there is a gap for the values of $\lambda$ (the interval $\left.\left[\lambda_{1} \mu_{N, p} / \lambda_{N, p}, \lambda_{1}\right]\right)$ in which the question of the existence of a finite extinction time remains open.

Therefore we can summarize the results obtained in the following statement.

Proposition 5.6. If $1<p<2$ and $u$ is a solution of (5.1) then there exists a finite time $T^{\star}$ depending only upon $N, p, \lambda, u_{0}$ and $\|V\|_{q}$ such that

$$
u(\cdot, t) \equiv 0 \quad \forall t \geq T^{\star}
$$

Moreover,

$$
\begin{gathered}
0<T^{\star} \leq \gamma_{1}\left\|u_{0}\right\|_{2}^{2-p}|\Omega|^{\frac{p}{2}+\frac{p}{N-1}}, 2 N /(N+2) \leq p<2, q>N / p, \lambda<\lambda_{1}, \\
0<T^{\star} \leq \gamma_{2}\left\|u_{0}\right\|_{s}^{2-p}, 1<p<2 N /(N+2), q>N / p, \lambda<\lambda_{1} \frac{\mu_{N, p}}{\lambda_{N, p}} \\
0<T^{\star} \leq \gamma_{2}\left\|u_{0}\right\|_{s}^{2-p}, 1<p<2 N /(N+2), q=N / p, \lambda<\gamma_{N, p}^{-\frac{(N-p)}{N}}\|V\|_{q}^{-1} \frac{\mu_{N, p}}{\lambda_{N, p}},
\end{gathered}
$$

where $\gamma_{1}$ and $\gamma_{2}$ are positive constants depending only upon $N, p, \lambda$ and $\|V\|_{q}$. Note that $|x|^{-p} \in \cap L_{l o c}^{q}\left(\mathbb{R}^{N}\right)$ for every $q<N / p$.

Remark 5.7. A similar result is obtained for a solution of (5.2) where the general nonlinearity $f(\sigma)$ verifies $f(\sigma) \leq C \sigma^{p-1}$, for $1<p<2$, namely, there exists a finite extinction time if

1. $\lambda<\lambda_{1} / C$ for $2 N /(N+2) \leq p \leq 2$.
2. $\lambda<\lambda_{1} \mu_{N, p} /\left(C \lambda_{N, p}\right)$ for $1<p \leq 2 N /(N+2)$.
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# IDENTIFICATION OF TWO-PHASE FREE BOUNDARY ARISING IN PLASMA PHYSICS* 
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#### Abstract

We try to estimate the shape and the location of two-phase free boundary which has been studied in [A. Friedman and Y. Liu, Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4), 22 (1995), pp. 375-448] to model a stationary magnetohydrodynamics system. A sufficient condition is obtained to check whether a test disk is included in the plasma region $D$ surrounded by a twophase free boundary. In the test disk technique, only two simply verifiable conditions are used and indispensableness of the conditions is demonstrated using an example. The technique is applicable to select some of test disks placed in the domain $\Omega$, which gives a rough guess on the shape of plasma region. Next we draw some geometrical properties of plasma region $D$ when the domain $\Omega$ possesses a kind of convexity. It is proved that if $\Omega$ itself contains the mirror image of the right portion $\{x \in \Omega: x \cdot \xi>t\}$ of the domain with respect to a line $\{x: x \cdot \xi=t\}$ for all $t>t_{0}$, then so does the plasma region.
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1. Introduction. A two-phase free boundary problem is a mathematical model to find an interface between two disjoint domains on which solutions satisfy different types of governing equations. Such problems arise in various physical and engineering systems and an example we consider originates from a magnetohydrodynamics system which consists of vacuum and plasma region $[6,8]$. During the last 20 years, significant progress in the study of free boundary problems has been made and many results regarding existence and regularity of the solutions have been obtained $[2,3,4,5]$. However, information about global shape of the interfaces is more desired in many practical situations than regularity results.

Our main interest is to develop new techniques to estimate the size, the location, and some geometric properties of the region $D$ surrounded by a two-phase free boundary. In particular, we consider a free boundary problem in a toroidally symmetric tokamak machine with two-dimensional cross section $\Omega$. Not much has been known in this direction and many fundamental questions are still yet to be answered. For example, we still don't know whether $D$ is convex provided $\Omega$ is convex. Though this particular question in the case of one-phase free boundary has been studied in several papers $[1,7,10]$, the arguments cannot be directly applicable to our two-phase problem. Identifying the exact shape of the free boundary is not an easy task and it is partially due to the global dependency on the geometry of $\Omega$ and counterexamples of uniqueness of the plasma region.

We start with mathematical description of our free boundary problem and readers interested in the derivation of this problem and its physical meaning may consult our

[^61]previous paper [8], the paper by Friedman and Liu [6], and its references. Suppose $\Omega$ is a bounded domain in $\mathbf{R}^{n}$ with $\mathcal{C}^{2}$ boundary $\partial \Omega$ and $c, \mu$ are given positive and nonnegative constants, respectively. In [6], Friedman and Liu considered a free boundary problem to find a solution $u$, a positive constant $\lambda$, and an interface between the plasma region $D$ and the vacuum region satisfying the following equations:
\[

$$
\begin{align*}
& \Delta u=0 \text { in }\{x: u(x)>0\} \text { with }\left.u\right|_{\partial \Omega}=c,  \tag{1.1}\\
& \Delta u+\lambda u=0 \text { in }\{x: u(x) \leq 0\} \text { with } \int_{\{u \leq 0\}} u^{2}=1,  \tag{1.2}\\
& \left|\nabla u^{+}\right|^{2}-\left|\nabla u^{-}\right|^{2}=\mu^{2} \text { along the interface } \partial D, \tag{1.3}
\end{align*}
$$
\]

where the plasma region $D$ is the interior of the set $\{x \in \Omega: u(x) \leq 0\}$ and where $\nabla u^{-}$and $\nabla u^{+}$denote the nontangential limits of $\nabla u$ from $D$ and from the vacuum region $\Omega \backslash D$, respectively. It is proved that there exists a minimizer $u_{\mu}$ of the following minimizing problem:
where $|D|$ denotes Lebesgue measure of set $D$. It is also proved that the minimizer $u_{\mu}^{\Omega}$ satisfies (1.1)-(1.3) and for $n=2$ the boundary of the plasma region $\partial D_{\mu}^{\Omega}$ is smooth. Throughout this paper, $u_{\mu}^{\Omega}$ denotes a minimizer of $\mathcal{M}_{\mu}^{\Omega}$ and $D_{\mu}^{\Omega}=\operatorname{interior}\left\{u_{\mu}^{\Omega} \leq 0\right\}$ denotes the corresponding plasma region. The subscript ${ }_{\mu}$ or the superscript ${ }^{\Omega}$ will be omitted when there is not confusion. Note that the plasma region $D_{\mu}^{\Omega}$ is not a single valued function with respect to $\mu$ and $\Omega$ but depends on the choice of $u_{\mu}^{\Omega}$ since there might exist many minimizers $u_{\mu}$ for given $\mu$ and $\Omega$.

We present in Lemma 2.1 that $\left|D_{\mu}\right|$ increases as $\mu$ increases, regardless of the choices of $u_{\mu}$, and the energy functional $J_{\mu}$ is differentiable almost everywhere as shown below,

$$
J_{\mu}\left(u_{\mu}\right):=J_{0}\left(u_{0}\right)-\int_{0}^{\mu} 2 \lambda\left|D_{\lambda}\right| d \lambda .
$$

In order to investigate the location and the size of $D_{\mu}$, it is natural to check if a test ball in the domain is included in $D_{\mu}$. Our main result in Theorem 2.2 is about a sufficient condition for a ball $B$ to be included in the plasma region $D_{\mu}$. We state the theorem in two-dimensional case although the arguments could be easily extended on higher dimension provided that the free boundary is sufficiently smooth. Let $B$ be an open disk contained in $\Omega$ of size large enough to satisfy $\frac{|\partial B|}{|B|} \leq \mu$. Suppose the solution $h_{B}$ of the Dirichlet-Laplace problem, $\Delta h_{B}=0$ in $\Omega \backslash B$ with the boundary data $h_{B}=1$ on $\partial \Omega$ and $h_{B}=0$ on $\partial B$, satisfies a testing condition

$$
\left|\nabla h_{B}\right| \leq \mu \text { on } \partial B
$$

then the test disk $B$ is included in the plasma region $D_{\mu}$

$$
B \subset D_{\mu}
$$

Two brief comments can be made regarding the theorem. First, the theorem contains useful tools to guess the plasma region by placing many test disks on the domain and
selecting some of them. Second, the size limit condition $\frac{|\partial B|}{|B|} \leq \mu$ in the theorem is indispensable and a theorem conjecture without this condition has a counterexample which is shown in Example 2.3.

In section 3, we investigate some geometrical properties of plasma region $D^{\Omega}$. This kind of work is possible when there is some limitation on the domain $\Omega$ and two natural domain properties are maybe symmetry and convexity. Our previous paper [8] gives some results on symmetric convex domains. In order to improve such results, we introduce a new concept which is named mirror covering domain. A domain $\Omega$ is called a mirror covering domain with respect to a line $T_{\xi}\left(t_{0}\right)$ if $\Omega$ itself contains the mirror image of the right portion $\{x \in \Omega: x \cdot \xi>t\}$ of the domain with respect to a line $\{x: x \cdot \xi=t\}$ for all $t>t_{0}$. In Theorem 3.1, we obtain mirror image covering properties which says that if the domain $\Omega$ is a mirror covering domain with respect to $T_{\xi}\left(t_{0}\right)$, then so does the plasma region. Our previous result in [8] proves a similar theorem, that is, if $\Omega$ is symmetric and convex with respect to $x_{2}$-axis, then so is $D_{\mu}$. Our new theorem significantly improves our old result and is also applicable to more general domains which need not to be symmetric. The proof of the theorem is based on the moving plane method which was used in the paper by J. Serrin [11] who deals with one-phase free boundary.
2. The size and the location of the plasma region. The problem $\mathcal{M}_{\mu}^{\Omega}$ might have more than one solution (see [8]) and, in such a case, $u_{\mu}$ denotes any possible minimizers and $D_{\mu}$ denotes corresponding plasma region.

Lemma 2.1. For $\mu_{1}<\mu_{2}, J(\mu):=J_{\mu}\left(u_{\mu}\right)$ and the corresponding energy $\int_{\Omega}\left|\nabla u_{\mu}\right|^{2}$ satisfies the following inequalities:

$$
\begin{gather*}
\left(\mu_{2}^{2}-\mu_{1}^{2}\right)\left|D_{\mu_{1}}\right|<J\left(\mu_{1}\right)-J\left(\mu_{2}\right)<\left(\mu_{2}^{2}-\mu_{1}^{2}\right)\left|D_{\mu_{2}}\right|,  \tag{2.1}\\
\int_{\Omega}\left|\nabla u_{\mu_{1}}\right|^{2}<\int_{\Omega}\left|\nabla u_{\mu_{2}}\right|^{2}, \tag{2.2}
\end{gather*}
$$

and the energy functional $J$ is uniquely characterized by

$$
\begin{equation*}
J(\mu)=J(0)-\int_{0}^{\mu} 2 \lambda\left|D_{\lambda}\right| d \lambda . \tag{2.3}
\end{equation*}
$$

Proof. It is obvious that $J_{\mu_{2}}\left(u_{\mu_{1}}\right) \neq J_{\mu_{2}}\left(u_{\mu_{2}}\right)$. Suppose not; $u_{\mu_{1}}$ is also a minimizer of the problem $\mathcal{M}_{\mu_{2}}^{\Omega}$ and therefore from (1.3), $u_{\mu_{1}}$ has to satisfy

$$
\left|\nabla u_{\mu_{1}}^{+}\right|^{2}-\left|\nabla u_{\mu_{1}}^{-}\right|^{2}=\mu_{2}^{2} \quad \text { on } \partial D_{\mu_{1}},
$$

which is a contradiction since a minimizer $u_{\mu_{1}}$ for $\mathcal{M}_{\mu_{1}}^{\Omega}$ has $\mu_{1}^{2}$ gradient square jump. Similarly, $J_{\mu_{1}}\left(u_{\mu_{1}}\right) \neq J_{\mu_{1}}\left(u_{\mu_{2}}\right)$. Since $u_{\mu_{1}}$ and $u_{\mu_{2}}$ are minimizers of $\mathcal{M}_{\mu_{1}}^{\Omega}$ and $\mathcal{M}_{\mu_{2}}^{\Omega}$, respectively,

$$
\begin{align*}
& J_{\mu_{1}}\left(u_{\mu_{1}}\right)<J_{\mu_{1}}\left(u_{\mu_{2}}\right)=J_{\mu_{2}}\left(u_{\mu_{2}}\right)+\left(\mu_{2}^{2}-\mu_{1}^{2}\right)\left|D_{\mu_{2}}\right|,  \tag{2.4}\\
& J_{\mu_{2}}\left(u_{\mu_{2}}\right)<J_{\mu_{2}}\left(u_{\mu_{1}}\right)=J_{\mu_{1}}\left(u_{\mu_{1}}\right)-\left(\mu_{2}^{2}-\mu_{1}^{2}\right)\left|D_{\mu_{1}}\right| . \tag{2.5}
\end{align*}
$$

These inequalities give the lower and the upper bounds of $J\left(\mu_{1}\right)-J\left(\mu_{2}\right)$ in (2.1) which states that $J(\mu)$ is monotone decreasing and Lipschitz continuous and $D_{\mu}$ is increasing with respect to $\mu$. (Note: $\left|D_{\mu}\right|$ could depend on the choice of a minimizer.)

To prove (2.2), we rewrite (2.4) in terms of $\int_{\Omega}\left|\nabla u_{\mu_{1}}\right|^{2}$ and $\int_{\Omega}\left|\nabla u_{\mu_{2}}\right|^{2}$.

$$
\begin{equation*}
\int_{\Omega}\left|\nabla u_{\mu_{1}}\right|^{2}-\mu_{1}^{2}\left|D_{\mu_{1}}\right|<\int_{\Omega}\left|\nabla u_{\mu_{2}}\right|^{2}-\mu_{1}^{2}\left|D_{\mu_{2}}\right| \tag{2.6}
\end{equation*}
$$

and $\left|D_{\mu_{1}}\right|<\left|D_{\mu_{2}}\right|$ proves (2.2).
Since $\left|D_{\mu}\right|$ is monotone increasing and $\lim _{\mu \rightarrow \infty}\left|D_{\mu}\right|=\Omega,\left|D_{\mu}\right|$ as a function of $\mu$ is continuous except on countably many points. Therefore, $(2.1)$ proves that $J(\mu)$ is differentiable almost everywhere and $J(\mu)=J(0)-\int_{0}^{\mu} 2 \lambda\left|D_{\lambda}\right| d \lambda$.

We assume $c=1$ and $n=2$ for simplicity in the later part of the section. For a given open subset $F$ of $\Omega$ with smooth boundary, let $h_{F}$ be the solution of the Dirichlet problem

$$
\begin{gathered}
\Delta h_{F}=0 \quad \text { in } \quad \Omega \backslash \bar{F}, \\
\left.h_{F}\right|_{F} \equiv 0,\left.\quad h_{F}\right|_{\partial \Omega}=1
\end{gathered}
$$

and $\lambda(F)$ be the smallest eigenvalue of $\Delta$ for the Dirichlet problem in the domain $F$.
Theorem 2.2. Let $B$ be an open disk contained in $\Omega$ with $\frac{|\partial B|}{|B|} \leq \mu$. Suppose that the harmonic function $h_{B}$ satisfies the estimate

$$
\left|\nabla h_{B}^{+}\right| \leq \mu \text { on } \partial B
$$

where $\nabla h_{B}^{+}$denotes the gradient of $h_{B}$ from the outside of $B$. Then

$$
B \subset D_{\mu}
$$

Proof. For simplicity of the notation, let $u:=u_{\mu}$ and $D:=D_{\mu}$. To derive a contradiction, assume $D^{*}:=D \cup B \neq D$. Let $\tilde{u}$ be a function defined as the normalized first eigenfunction of $\Delta$ with Dirichlet boundary condition in $D^{*}$ and the harmonic function $h_{D^{*}}$ in $\Omega \backslash \bar{D}^{*}$; then it satisfies

$$
\begin{equation*}
J_{\mu}(\tilde{u})=J_{\mu}\left(h_{D^{*}}\right)+\lambda\left(D^{*}\right) . \tag{2.7}
\end{equation*}
$$

Therefore, the fact that $u$ is a minimizer of $J_{\mu}$ leads

$$
J_{\mu}(\tilde{u})-J_{\mu}(u)=J_{\mu}\left(h_{D^{*}}\right)+\lambda\left(D^{*}\right)-J_{\mu}\left(h_{D}\right)-\lambda(D) \geq 0 .
$$

Since $\lambda\left(D^{*}\right)<\lambda(D)$,

$$
\begin{equation*}
J_{\mu}\left(h_{D^{*}}\right)-J_{\mu}\left(h_{D}\right)>0 \tag{2.8}
\end{equation*}
$$

On the other hand, it is easy to derive the following inequalities from the assumption $\left|\nabla h_{B}^{+}\right| \leq \mu$ on $\partial B$ using the maximum principle and the Hopf lemma,

$$
\begin{equation*}
\left|\nabla h_{D^{*}}^{+}\right|<\mu \quad \text { on } \partial B \cap \partial D^{*} \quad \text { and } \quad\left|\nabla h_{D^{*}}^{+}\right|<\left|\nabla u^{+}\right| \quad \text { on } \partial D \cap \partial D^{*} \tag{2.9}
\end{equation*}
$$

Using integration by parts over the region where $u$ is harmonic,

$$
\begin{equation*}
\int_{\Omega \backslash \bar{D}}|\nabla u|^{2}=\int_{\partial \Omega} \frac{\partial u}{\partial \nu}=\int_{\partial D}\left|\nabla u^{+}\right| \tag{2.10}
\end{equation*}
$$

where $\nu$ denotes the unit out normal vector to the boundary. Similarly, we obtain

$$
\begin{equation*}
\int_{\Omega \backslash \bar{D}^{*}}\left|\nabla h_{D^{*}}\right|^{2}=\int_{\partial D^{*}}\left|\nabla h_{D^{*}}^{+}\right| . \tag{2.11}
\end{equation*}
$$

Using (2.9), (2.10), and (2.11),
(2.12) $J_{\mu}\left(h_{D^{*}}\right)-J_{\mu}\left(h_{D}\right)$

$$
\begin{aligned}
& =\int_{\partial D^{*}}\left|\nabla h_{D^{*}}^{+}\right|-\int_{\partial D}\left|\nabla u^{+}\right|+\mu^{2}|D|-\mu^{2}\left|D^{*}\right| \\
& =\int_{\partial D \cap \partial D^{*}}\left(\left|\nabla h_{D^{*}}^{+}\right|-\left|\nabla u^{+}\right|\right)+\int_{\partial B \backslash \bar{D}}\left|\nabla h_{D^{*}}^{+}\right|-\int_{\partial D \cap B}\left|\nabla u^{+}\right|-\mu^{2}|E| \\
& <\int_{\partial D \cap \partial D^{*}}\left(\left|\nabla h_{D^{*}}^{+}\right|-\left|\nabla u^{+}\right|\right)+\mu(|\partial B \backslash \bar{D}|-|\partial D \cap B|-\mu|E|) \\
& \leq \mu(|\partial B \backslash \bar{D}|-|\partial D \cap B|-\mu|E|)
\end{aligned}
$$

where $E=B \backslash D \neq \emptyset$.
In order to derive a contradiction using (2.8) and (2.12), it suffices to prove the following inequality:

$$
I:=|\partial B \backslash \bar{D}|-|\partial D \cap B|-\mu|E| \leq 0
$$

This quantity is purely geometric and we can, without loss of generality, assume that the arc $\Gamma=\partial B \backslash \bar{D}$ has only one connected component since we can estimate total $I$ by adding the values of $I$ for each components in the case of multicomponent $\Gamma$. For simplicity, we assume that $B$ is centered at the origin with radius $\rho$ and the arc $\Gamma$ is in the range $\theta=0$ and $\theta=\alpha$. Let $L(t, \theta)$ be the ray joining $(t \cos \theta, t \sin \theta)$ to $(\rho \cos \theta, \rho \sin \theta)$ and $r(\theta)$ be the smallest nonnegative number such that $L(t, \theta)$ does not intersect $D$ for all $r(\theta)<t<\rho$. It is easy to see that the $(r(\theta) \cos \theta, r(\theta) \sin \theta)$ lies on the set $\partial D \cap B$ and

$$
\begin{aligned}
|\partial D \cap B| & \geq \int_{0}^{\alpha} r(\theta) d \theta \\
|E| & \geq \int_{0}^{\alpha} \frac{1}{2}\left[\rho^{2}-r^{2}(\theta)\right] d \theta
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
I & \leq \alpha \rho-\int_{0}^{\alpha} r(\theta) d \theta-\mu \int_{0}^{\alpha} \frac{1}{2}\left[\rho^{2}-r^{2}(\theta)\right] d \theta \\
& =\int_{0}^{\alpha}[\rho-r(\theta)]\left[1-\mu \frac{\rho+r(\theta)}{2}\right] d \theta \\
& \leq 0
\end{aligned}
$$

The last inequality is true since the assumption $\frac{|\partial B|}{|B|}=\frac{2}{\rho} \leq \mu$ implies $\frac{1}{2} \mu \rho \geq 1$. This completes the proof.

In Theorem 2.2, the condition $\frac{|\partial B|}{|B|} \leq \mu$ is quite unusual and one might think this condition should be removed. We will, however, show that the condition is indispensable in the theorem by constructing a disk $B$ such that $B \cap D_{\mu}=\emptyset$ even though $\left|\nabla h_{B}\right| \leq \mu$ on $\partial B$ for given $\Omega, \mu=1$. ( $\mu$ is set to be 1 for simplicity of the description.)

Let $u^{\Omega}$ denote a minimizer of the problem $\mathcal{M}_{\mu}^{\Omega}$ as usual and let $\tilde{u}^{\Omega}$ denote a minimizer of the functional

$$
\begin{equation*}
\tilde{J}^{\Omega}(\phi)=\int_{\Omega}|\nabla \phi|^{2}-\mu^{2}|\{\phi=0\}| \tag{2.13}
\end{equation*}
$$

within the class $\tilde{\mathcal{K}}=\left\{\phi \in H^{1}(\Omega): \phi=1\right.$ on $\left.\partial \Omega\right\}$. This new problem is identical to $\mathcal{M}_{\mu}^{\Omega}$ except that $\int_{\{u \leq 0\}} u^{2}=1$ condition is missing. Note that the solutions of these problems are known when $\Omega$ is a disk $B_{a}$ of radius $a$. (Detailed computation can be found in [8].) In summary, the minimizers $u^{B_{a}}$ and $\tilde{u}^{B_{a}}$ are positive outside of a disk of radius $r_{c}$ and the corresponding energy functional values can be explicitly computed as follows:

$$
J_{\mu=1}^{B_{a}}\left(u^{B_{a}}\right)=\inf _{0<r<a}\left(\frac{2 \pi}{\log a / r}+\frac{\lambda\left(B_{1}\right)}{r^{2}}-\pi r^{2}\right)
$$

and

$$
\tilde{J}_{\mu=1}^{B_{a}}\left(\tilde{u}^{B_{a}}\right)=\inf _{0<r<a}\left(\frac{2 \pi}{\log a / r}-\pi r^{2}\right) .
$$

For example, $J_{1}^{B_{e}} \approx 6.045$ with $r_{c} \approx 1.550, \tilde{J}_{1}^{B_{e}}=0$ with $\tilde{u}^{B_{e}} \equiv 1$ for $a=e \approx 2.718$ and $J_{1}^{B_{2 e}} \approx-30.989$ with $r_{c} \approx 4.315, \tilde{J}_{1}^{B_{2 e}} \approx-31.300$ with $r_{c} \approx 4.311$ for $a=2 e \approx$ 5.437.

EXAMPLE 2.3. Let $\Omega$ be a dumbbell shaped domain consists of two disks and a narrow connecting bridge:

$$
\begin{equation*}
\Omega=B_{L} \cup B_{R} \cup T_{\epsilon}, \tag{2.14}
\end{equation*}
$$

where $B_{L}=B_{e}(0,0)$ is a disk centered at the origin and of radius e, $B_{R}=B_{2 e}(4 e, 0)$ of radius $2 e$, and $T_{\epsilon}$ is a narrow bridge $\left\{\left(x_{1}, x_{2}\right): e-\epsilon<x_{1}<2 e+\epsilon,\left|x_{2}\right|<\epsilon\right\}$. If $\epsilon$ is sufficiently small, a test disk $B=B_{1}(0,0)$ satisfies

$$
\begin{equation*}
\left|\nabla h_{B}\right| \leq \mu=1 \tag{2.15}
\end{equation*}
$$

However, the intersection of the plasma region $D_{\mu}$ and the test disk $B$ is empty

$$
\begin{equation*}
D_{\mu} \cap B=\emptyset \tag{2.16}
\end{equation*}
$$

Proof. It is easy to show that the gradient of $h_{B}$ on $\partial B$ is bounded by $\mu=1$. Define $w(x)=\log |x|$ in $1 \leq|x| \leq e$. Then $\Delta w=0$ in $B_{L} \backslash B$ and $\left.w\right|_{\partial B_{L}}=1,\left.w\right|_{\partial B}=0$. From the maximum principle, $h_{B} \leq w$ in $B_{L} \backslash \bar{B}$, therefore, $\left|\nabla h_{B}(x)\right| \leq|\nabla w(x)|=1$ on $|x|=1$ by the Hopf lemma. Hence the disk $B$ satisfies the condition $\left|\nabla h_{B}\right| \leq \mu=1$.

Next we want to show that $B$ does not intersect with $D_{\mu}$. Note that this may happen since one of two conditions in Theorem 2.2 is missing; $\frac{|\partial B|}{|B|}=2 \not 又 \mu=1$. For sufficiently small $\epsilon$, it is possible to prove that

$$
\begin{equation*}
D_{\mu} \subseteq B_{e-\epsilon}(0,0) \cup B_{2 e-\epsilon}(4 e, 0) \tag{2.17}
\end{equation*}
$$

Here we will just give a brief sketch of the proof of (2.17). Suppose that there exists a point $p \in \partial D_{\mu}$ in the $\epsilon$-neighborhood of $\partial \Omega$, distance $(p, \partial \Omega) \leq \epsilon$; then $\left|\nabla u_{\mu}^{+}(p)\right|>\frac{C}{\epsilon}$ for some fixed constant $C$ and $\left|\nabla u_{\mu}^{-}(p)\right|>\frac{C}{\epsilon}-\mu^{2}$ from the interface condition (1.3). Therefore, for $\epsilon \leq \frac{C}{\mu^{2}}, p$ must lie on the boundary of the negative part of the plasma region, $p \in \partial\left\{u_{\mu}<0\right\}$. Recall that $D_{\mu}$ has exactly one connected negative set and the negative set has finite measure bounded below since the smallest eigenvalue of the Laplacian operator on the negative set is bounded, $\lambda\left(\left\{u_{\mu}<0\right\}\right)<J^{\Omega}(\mu)+\mu^{2}|\Omega|$. So there exists a nonzero measure connected negative set near the $\epsilon$-neighborhood of the boundary $\partial \Omega$. It draws a contradiction to the fact that $J^{\Omega}(\mu)$ is bounded since
$\left|\nabla u^{+}\right|$is of order $\frac{1}{\epsilon}$ along the boundary of the negative set with nonzero length and the harmonic function defined on $\Omega \backslash \bar{D}$ generates unbounded energy near the point $p$ as $\epsilon$ approaches 0 .

Hence the plasma region $D_{\mu}$ is away from $\epsilon$-neighbor of $\partial \Omega$, that is, $D_{\mu}=D_{L} \cup D_{R}$ where $D_{L}=D_{\mu} \cap B_{L}$ and $D_{R}=D_{\mu} \cap B_{R}$. Also, $u_{\mu}<0$ on either $D_{L}$ or $D_{R}$ and $u_{\mu} \equiv 0$ in the other set, if it is not empty. Let $u_{\mu}^{\epsilon}$ be defined as follows: $u_{\mu}^{\epsilon}=u_{\mu}$ in $D_{\mu}, u_{\mu}^{\epsilon}=1$ in $\Omega \backslash B_{R} \cup B_{L}$, and $u_{\mu}^{\epsilon}$ is the harmonic function in $B_{R} \cup B_{L} \backslash D_{\mu}$ with boundary data $u_{\mu}^{\epsilon}=1$ on $\partial\left(B_{L} \cup B_{R}\right)$ and $u_{\mu}^{\epsilon}=0$ on $\partial D_{\mu}$. Then the energy difference is quite small:

$$
\begin{equation*}
J_{\mu}^{\Omega}\left(u_{\mu}^{\epsilon}\right)=J_{\mu}^{\Omega}\left(u_{\mu}\right)+O(\epsilon) \tag{2.18}
\end{equation*}
$$

and we can view $J_{\mu}^{\Omega}\left(u_{\mu}^{\epsilon}\right)$ as a sum of contributions from $B_{L}$ and from $B_{R}$, separately. Two possible cases exist. First, $B_{L}$ contains $u_{\mu}<0$ set and $B_{R}$ does not. Second, $B_{R}$ does and $B_{L}$ does not.

$$
\begin{aligned}
& \text { Case 1. } J_{\mu}^{\Omega}\left(u_{\mu}^{\epsilon}\right) \geq J_{\mu}^{B_{L}}\left(u_{\mu}^{B_{L}}\right)+\tilde{J}_{\mu}^{B_{R}}\left(\tilde{u}_{\mu}^{B_{R}}\right) \approx 6.045-31.300=-25.255 . \\
& \text { Case 2. } J_{\mu}^{\Omega}\left(u_{\mu}^{\epsilon}\right) \geq \tilde{J}_{\mu}^{B_{L}}\left(\tilde{u}_{\mu}^{B_{L}}\right)+J_{\mu}^{B_{R}}\left(u_{\mu}^{B_{R}}\right) \approx 0.000-30.989=-30.989 .
\end{aligned}
$$

Since $J_{\mu}^{\Omega}\left(u_{\mu}^{\epsilon}\right) \geq J_{\mu}^{\Omega}\left(u_{\mu}\right)=J_{\mu}^{\Omega}\left(u_{\mu}^{\epsilon}\right)-O(\epsilon)$, we can conclude that the second case gives the minimal energy. Thus, $\left\{u_{\mu}<0\right\} \subset B_{R}$ and

$$
\begin{equation*}
\tilde{J}_{\mu}^{B_{L}}\left(u_{\mu}\right) \leq O(\epsilon) \tag{2.19}
\end{equation*}
$$

Now we want to prove $D_{L}=\emptyset$. At a glance over (2.19), one may guess that it must be $u_{\mu} \approx 1$ in $B_{L}$; however, there exists a counterexample of such a conclusion. To avoid such a mistake, the radius of $B_{L}$ and $\mu$ should be taken into account. Suppose $D_{L}$ is not an empty set; then $u_{\mu} \equiv 0$ in $D_{L}$ and the interface condition (1.3) gives $\left|\nabla u_{\mu}\right|=\mu=1$ on $\partial D_{L}$. Since $u_{\mu}=1+O(\epsilon)$ on $\partial B_{L}$, we have

$$
\begin{aligned}
\tilde{J}_{\mu}^{B_{L}}\left(u_{\mu}\right) & =\int_{B_{L}}\left|\nabla u_{\mu}\right|^{2}-\left|D_{L}\right| \\
& =\int_{\partial B_{L}} \frac{\partial u_{\mu}}{\partial \nu} u_{\mu}-\left|D_{L}\right| \\
& =\int_{\partial B_{L}} \frac{\partial u_{\mu}}{\partial \nu}-\left|D_{L}\right|+O(\epsilon) \\
& =\int_{\partial D_{L}}\left|\nabla u_{\mu}\right|-\left|D_{L}\right|+O(\epsilon) \\
& =\left|\partial D_{L}\right|-\left|D_{L}\right|+O(\epsilon)
\end{aligned}
$$

Therefore it follows from (2.19) that

$$
\left|\partial D_{L}\right|-\left|D_{L}\right| \leq O(\epsilon)
$$

that is,

$$
\frac{\left|\partial D_{L}\right|}{\left|D_{L}\right|} \leq 1+O(\epsilon)
$$

It follows from an elementary geometry that $\left|D_{L}\right| \geq 4 \pi+O(\epsilon)$ to satisfy the above perimeter to area ratio. Let $r_{0}=\sup \left\{|x|: x \in D_{L}\right\}$ and $x_{0}$ be a point on $\partial D_{L}$ such
that $\left|x_{0}\right|_{\bar{B}}=r_{0}$. Then it must be $r_{0} \geq 2+O(\epsilon)$. Let $H$ be the harmonic function in $B_{L} \backslash \bar{B}_{r_{0}}$ with the boundary condition $H=u_{\mu}$ on $\partial B_{L}$ and $H=0$ on $\partial B_{r_{0}}$. By maximum principle,

$$
\begin{aligned}
1=\mu=\left|\nabla u_{\mu}\left(x_{0}\right)\right| & \geq\left|\nabla H\left(x_{0}\right)\right|=\frac{1}{r_{0}\left(1-\log r_{0}\right)}+O(\epsilon) \\
& \geq \frac{1}{2(1-\log 2)}+O(\epsilon)>1.629+O(\epsilon)
\end{aligned}
$$

which is not possible. This proves $D_{L}=\emptyset$.
This example shows that the condition $\frac{|\partial B|}{|B|} \leq \mu$ is indispensable in the disk covering theorem. $D_{\mu}$ can be exactly found if the disk covering technique method is able to check whether a point (or a disk with arbitrary small radius) is included inside of $D_{\mu}$; however, this is not possible. As $\mu$ gets larger, the radius of the test disk can be chosen smaller, so the technique allows us to find a better approximation of the shape of the free boundary. It seems reasonable that detection of the interface with large jump of the normal derivatives along the interface is easier than that with small jump corresponding to small $\mu$.
3. The mirror image covering properties. In this section we want to find geometric properties of the plasma region $D$ in some class of domains $\Omega$. Our basic motivation is derived from the idea of the moving plane method used by Serrin [11]. We now introduce a new concept of mirror covering domain to describe our results. For a real number $t \in \mathbf{R}$ and a unit vector $\xi \in \mathbf{R}^{2}$, let us denote the hyperplane with normal vector $\xi$ passing through $t \xi$ by $T_{\xi}(t)=\{x: x \cdot \xi=t\}$, the right-hand side portion of the domain by $\Sigma_{\xi}^{\Omega}(a)=\{x \in \Omega: x \cdot \xi>a\}=\Omega \cap \cup_{t>a} T_{\xi}(t)$, and the reflected image of $\Sigma_{\xi}^{\Omega}(a)$ with respect to $T_{\xi}(a)$ by $\tilde{\Sigma}_{\xi}^{\Omega}(a)=\left\{x^{\prime}: x^{\prime}=x+2(\xi \cdot x-a) \xi, x \in \Sigma_{\xi}^{\Omega}(a)\right\}$. Then a domain $\Omega$ is called a mirror covering domain with respect to a line $T_{\xi}\left(t_{0}\right)$ if $\tilde{\Sigma}_{\xi}^{\Omega}(t) \subset \Omega$ for all $t>t_{0}$.

Theorem 3.1. For given $\mu \geq 0$, let $u$ be a minimizer of $\mathcal{M}_{\mu}^{\Omega}$ and $D$ be the corresponding plasma region. Suppose $\Omega$ is a mirror covering with respect to $T_{\xi}(a)$,

$$
\begin{equation*}
\tilde{\Sigma}_{\xi}^{\Omega}(t) \subset \Omega \text { for all } t>a \tag{3.1}
\end{equation*}
$$

Then so is the plasma region $D$,

$$
\begin{equation*}
\tilde{\Sigma}_{\xi}^{D}(a) \subset D \tag{3.2}
\end{equation*}
$$

Proof. Let

$$
t_{0}:=\inf \left\{t \geq a: \tilde{\Sigma}_{\xi}^{D}(t) \subset D\right\}
$$

It suffices to prove $t_{0}=a$. Suppose not, that is, $t_{0}>a$. Then, as in the proof of Serrin [11], the following two events may occur: (i) $\tilde{\Sigma}_{\xi}^{D}\left(t_{0}\right)$ becomes internally tangent to the boundary of $D$ at some point $P$ not on $T_{\xi}\left(t_{0}\right)$. (ii) $T_{\xi}\left(t_{0}\right)$ is orthogonal to the boundary of $D$.

Let us introduce the reflected function $v$ defined as follows:

$$
\begin{equation*}
v\left(x^{\prime}\right):=u(x) \quad \text { for } x^{\prime} \in \tilde{\Sigma}_{\xi}^{\Omega}\left(t_{0}\right) \tag{3.3}
\end{equation*}
$$

where $x^{\prime}$ is the reflected point of $x \operatorname{across} T_{\xi}\left(t_{0}\right)$. Let $w:=v-u$ in $\tilde{\Sigma}_{\xi}^{\Omega}\left(t_{0}\right)$. Then $w$ satisfies

$$
\begin{aligned}
(\Delta+\lambda) w=0 & \text { in } \tilde{\Sigma}_{\xi}^{D}\left(t_{0}\right) \\
\Delta w=0 & \text { in } \tilde{\Sigma}_{\xi}^{\Omega}\left(t_{0}\right) \backslash \bar{D} \\
w \geq 0 & \text { on } \partial \tilde{\Sigma}_{\xi}^{D}\left(t_{0}\right) \text { and } \partial \tilde{\Sigma}_{\xi}^{\Omega}\left(t_{0}\right)
\end{aligned}
$$

Hence, using the monotonicity property of the first eigenvalue $\lambda$ of the domain $D$ and the maximum principle,

$$
\begin{align*}
& w>0 \text { in } \tilde{\Sigma}_{\xi}^{D}\left(t_{0}\right)  \tag{3.4}\\
& w>0 \text { in } \tilde{\Sigma}_{\xi}^{\Omega}\left(t_{0}\right) \backslash \bar{D} \tag{3.5}
\end{align*}
$$

Using these inequality properties, we want to draw a contradiction to case (i) and case (ii), respectively. The proof is rather technical and the proof for the second case requires quite tedious computation.

Case (i). Since $w=0$ at the contact point $P \in \partial \tilde{\Sigma}_{\xi}^{D}\left(t_{0}\right)$, by the Hopf lemma

$$
\nabla w^{+}(P) \cdot \nu(P)>0 \quad \text { and } \quad \nabla w^{-}(P) \cdot \nu(P)<0
$$

where $\nabla w^{+}$and $\nabla w^{-}$denote the gradients of $w$ from outside and inside of $\tilde{\Sigma}_{\xi}^{D}\left(t_{0}\right)$, respectively, and $\nu(P)$ denotes the outer normal vector of $\partial \tilde{\Sigma}_{\xi}^{D}\left(t_{0}\right)$. Therefore,

$$
\left|\nabla v^{+}(P)\right|=\nabla v^{+}(P) \cdot \nu(P)>\nabla u^{+}(P) \cdot \nu(P)=\left|\nabla u^{+}(P)\right|
$$

and similarly,

$$
\left|\nabla v^{-}(P)\right|<\left|\nabla u^{-}(P)\right| .
$$

Hence by the inequalities above and the transmission condition (1.3) on the free boundary, we obtain a contradiction,

$$
\mu^{2}=\left|\nabla v^{+}(P)\right|^{2}-\left|\nabla v^{-}(P)\right|^{2}>\left|\nabla u^{+}(P)\right|^{2}-\left|\nabla u^{-}(P)\right|^{2}=\mu^{2}
$$

Case (ii). Let $P$ be an orthogonal intersection point of $T_{\xi}\left(t_{0}\right)$ and $D$. We may assume $\nu(P)=e_{2}$ without loss of generality. Let $X_{ \pm h}:=P \pm h e_{1}+h e_{2}$ and $Y_{ \pm h}:=$ $P \pm h e_{1}-h e_{2}$. For sufficiently small $h>0, X_{ \pm h}$ are in the vacuum region and $Y_{ \pm h}$ are in the plasma region since the free boundary in two dimensions is smooth. Thus, we can derive two Taylor expansions for $u$ near $X_{ \pm h}$ and $Y_{ \pm h}$, separately. Using the fact that $u^{+}$is harmonic in $\Omega \backslash \bar{D}$,

$$
\begin{align*}
u\left(X_{ \pm h}\right) & =\partial_{2} u^{+}(P) h \pm \partial_{12} u^{+}(P) h^{2}+\frac{1}{2}\left(\partial_{1}^{2}+\partial_{2}^{2}\right) u^{+}(P) h^{2}+O\left(h^{3}\right) \\
& =\partial_{2} u^{+}(P) h \pm \partial_{12} u^{+}(P) h^{2}+O\left(h^{3}\right) \tag{3.6}
\end{align*}
$$

Similarly, since $\Delta u^{-}+\lambda u^{-}=0$ in $D$, we obtain

$$
\begin{align*}
u\left(Y_{ \pm h}\right) & =-\partial_{2} u^{-}(P) h \mp \partial_{12} u^{-}(P) h^{2}+\frac{1}{2}\left(\partial_{1}^{2}+\partial_{2}^{2}\right) u^{-}(P) h^{2}+O\left(h^{3}\right) \\
& =-\partial_{2} u^{-}(P) h \mp \partial_{12} u^{-}(P) h^{2}+O\left(h^{3}\right) . \tag{3.7}
\end{align*}
$$

The transmission condition (1.3) gives

$$
\begin{equation*}
\left(\partial_{2} u^{+}(P)\right)^{2}-\left(\partial_{2} u^{-}(P)\right)^{2}=\mu^{2} \tag{3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\partial_{2} u^{+}(P) \partial_{12} u^{+}(P)=\partial_{2} u^{-}(P) \partial_{12} u^{-}(P) \tag{3.9}
\end{equation*}
$$

From (3.6), (3.7), (3.8), and (3.9), we obtain

$$
\left|u\left(X_{ \pm h}\right)\right|^{2}-\left|u\left(Y_{ \pm h}\right)\right|^{2}=\mu^{2} h^{2}+O\left(h^{4}\right)
$$

Therefore,

$$
\begin{equation*}
\left|u\left(X_{h}\right)\right|^{2}-\left|u\left(Y_{h}\right)\right|^{2}-\left(\left|u\left(X_{-h}\right)\right|^{2}-\left|u\left(Y_{-h}\right)\right|^{2}\right)=O\left(h^{4}\right) \tag{3.10}
\end{equation*}
$$

On the other hand, it follows from the maximum principle on $w$ in (3.4), (3.5) that, for sufficiently small $h>0$,

$$
\begin{equation*}
0<\left|u\left(X_{h}\right)\right|^{2}-\left|u\left(X_{-h}\right)\right|^{2} \quad \text { and } \quad 0<\left|u\left(Y_{-h}\right)\right|^{2}-\left|u\left(Y_{h}\right)\right|^{2} \tag{3.11}
\end{equation*}
$$

Therefore, (3.10), (3.11) implies

$$
\left|u\left(X_{h}\right)\right|^{2}-\left|u\left(X_{-h}\right)\right|^{2}=O\left(h^{4}\right)
$$

The same computation using (3.6) gives

$$
\left|u\left(X_{h}\right)\right|^{2}-\left|u\left(X_{-h}\right)\right|^{2}=4 h^{3} \partial_{2} u^{+}(P) \partial_{12} u^{+}(P)+O\left(h^{4}\right)
$$

and we obtain $\partial_{12} u^{+}(P)=0$ by comparing these two expressions. Therefore,

$$
w\left(X_{-h}\right)=u\left(X_{h}\right)-u\left(X_{-h}\right)=O\left(h^{3}\right) .
$$

Hence, to derive a contradiction, it suffices to prove that

$$
\lim _{h \rightarrow 0^{+}} \frac{w\left(X_{-h}\right)}{h^{3-\delta}}=\infty \text { for some } \delta>0
$$

To do this, let us estimate $w$ near $P$ in a different way. We may assume $P=0$ without loss of generality. Let us start with a truncated cone $A$ with vertex $P$ :

$$
A:=\left\{(r, \theta): 0<r<r_{0}, \frac{1.1}{2} \pi<\theta<\frac{1.9}{2} \pi\right\}
$$

where $r_{0}>0$ is chosen so small that $A$ is contained in $\tilde{\Sigma}_{\xi}^{\Omega}\left(t_{0}\right) \backslash \bar{D}$.
Define a bounded harmonic function $\phi$ on $A$ as follows:

$$
\phi(r, \theta):=r^{\frac{2}{0.8}} \sin \left(\frac{2}{0.8} \theta-\frac{1.1}{0.8} \pi\right) .
$$

Then

$$
\phi\left(r, \frac{1.1}{2} \pi\right)=\phi\left(r, \frac{1.9}{2} \pi\right)=0 \quad\left(0<r<r_{0}\right) .
$$

Since $w>0$ in $\tilde{\Sigma}_{\xi}^{\Omega}\left(t_{0}\right) \backslash \bar{D}, w>0$ on $\partial A \backslash\{P\}$. Therefore, there is a positive constant $C$ by the maximum principle so that

$$
\phi(r, \theta) \leq C w(r, \theta) \quad \text { for all } x \in A
$$

Hence, if $0<\delta<3-\frac{2}{0.8}$, then

$$
\infty=\lim _{r \rightarrow 0} \frac{\phi(r, \theta)}{|r|^{3-\delta}} \leq C \lim _{r \rightarrow 0} \frac{w(r, \theta)}{|r|^{3-\delta}}
$$

This completes the proof.
An open set $\Omega$ is said to be convex in $\xi$-direction if the intersection of $\Omega$ and any straight line with the direction $\xi$ is an interval.

Corollary 3.2. Let $\Omega$ be symmetric with respect to $x_{2}$-axis and convex in $e_{1}$ direction where $e_{i}$ refers to a unit vector in the positive $x_{i}$ direction. Then $D$ is also symmetric with respect to $x_{2}$-axis and convex in $e_{1}$-direction.

The mirror covering theorem tells us that the plasma region on each of two disks in a dumbbell shaped domain with thin and long connecting bridge is connected using mirrors passing the center points of the disks. However, the theorem does not tell us whether the number of plasma components is one or more. In fact, in some dumbbell shaped domain case presented in the paper [6], the plasma region consists of two or more components. Therefore, it is interesting to know the condition under which $D$ is assured to be connected. We still do not know whether $D$ is connected even in convex domain $\Omega$; however, the following corollary provides a sufficient condition for a plasma region $D$ to be connected.

Corollary 3.3. Let $B$ be a disk satisfying the requirements in Theorem 2.2. Suppose $\bigcup_{t>a} \tilde{\Sigma}_{\xi}^{\Omega}(t) \subset \Omega$ whenever $T_{\xi}(a)$ is a tangent line of $\partial B$. Then $D$ is connected.
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#### Abstract

We consider a standard "higher-gradient" model for forced phase transitions in one-dimensional, shape-memory solids. We prescribe a parameter-dependent body forcing. The component of the potential energy corresponding to conventional elasticity is characterized by a nonconvex stored energy function of the strain. Our main goal is to show that global solution branches of the regularized problem converge to a global branch of weak solutions in the limit of vanishing "capillarity" (the coefficient of the higher-gradient term). The existence of global branches for the regularized, semilinear problem is routine, based upon the Leray-Schauder degree. In the physically meaningful case when the body force is everywhere nonnegative, we obtain uniform a priori bounds via a subtle maximum principle. This together with topological connectivity arguments yields the existence of global branches of weak solutions to the zero-capillarity problem. Moreover, by examining the singular limits of various supplementary conservation laws (satisfied by all solutions of the regularized problem), we show that the above-mentioned weak solutions also minimize the potential energy of the zero-capillarity problem.
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1. Introduction. Since the influential paper of Ericksen [13], the use of nonconvex stored energy functions in nonlinear elasticity as a model for martensitic phase transformations in solids is well known. In the context of one-dimensional problems, Ericksen constructed global energy minimizers possessing an arbitrary number of "phase boundaries," i.e., singular points of the associated Euler-Lagrange ordinary differential equation. In higher-dimensional models, the analogous stored energy function is allowed to violate rank-one convexity, i.e., the resulting Euler-Lagrange equations can lose ellipticity (e.g., cf. [5], [29]). Consequently, such problems are ostensibly beyond the reach of many well-known methods of nonlinear analysis-in particular, degree-theoretic methods.

Generalized degree-theoretic methods [19] were recently employed to obtain global continuation results in problems of three-dimensional nonlinear elastostatics [18]. However, the resulting solution continua are characterized not only by the usual two Rabinowitz alternatives [28], but also by the possibility that the solution branch may "terminate" due to loss of local injectivity, ellipticity, and/or the complementing condition (cf. [18, Theorem 4.1]). Physically meaningful constitutive hypotheses ruling out loss of local injectivity along global solution continua have been recently obtained in [17]. However, the potential loss of ellipticity and/or violation of the complementing condition are direct consequences of the construction of the degree. On the other

[^62]hand, explicit examples involving homogeneous families of deformations (e.g., cf. [6], [27]) suggest that solution continua do not terminate along solution branches at the first occurrence of loss of ellipticity or failure of the complementing condition. In other words, it should be possible to obtain global branches of genuinely weak solutions in boundary value problems of nonlinear elastostatics.

In recent years many investigators have returned to original ideas of Van Der Waals [33] and Cahn and Hilliard [9] for overcoming the difficulties associated with "sharp-interface" models (loss of ellipticity). Specifically, a small term, usually quadratic in the next highest gradient of the dependent variable, is added to the energy density, which penalizes the formation of interfaces. The resulting higher-order, semilinear Euler-Lagrange equations are nonsingular, and there are many examples in the literature demonstrating the smoothening effects of small "capillarity" (the strength of the penalty term); e.g., cf. [8], [23], [26], [31], [32]. A fruitful method of analysis in such models, usually in the absence of loading, combines singular-perturbation analysis with direct methods in the calculus of variations to obtain information about energy minimizers and minimizing sequences for vanishing capillarity; cf. [8], [22], [25].

In this work we propose a different method for such problems in the presence of loading, which is complementary to the above-mentioned approach, and which potentially addresses the limitations of the global results in [18]. Namely, for parameterdependent problems, the semilinear Euler-Lagrange equations (for small capillarity) are amenable to standard global continuation methods; cf. [28]. Our idea is to analyze the global solution continuum in the limit of vanishing capillarity, with the ultimate goal of extracting (global branches of) weak solutions of the original, zero-capillarity problem. In some sense, this is tacitly carried out in [8], [26], [23], [32] for a onedimensional Van Der Waals problem (Ericksen's model with capillarity), where the existence of one-parameter families of solutions is obtained via phase-plane analyses. Degree-theoretic continuation methods furnish a much more general and versatile approach to existence in such problems. Finally, we mention that existence results (via the phase plane) combined with direct methods in the calculus of variations provide very detailed results in [8].

In this paper we present a model problem for which we are able to carry out the above-mentioned program in detail. The outline of the work is as follows. In section 2 we formulate a one-dimensional problem, characterized by a nonconvex stored energy function and small capillarity and subjected to a one-parameter family of body forces, the presence of the latter of which rules out the possibility of a phase-plane analysis. We then perform a standard continuation analysis via the Leray-Schauder degree (cf. [28]) to obtain global branches of solutions.

In section 3 we make the physically reasonable assumption that the body force is everywhere nonnegative. For problems characterized by single-well stored energy functions (nonconvex, with one global minimum and no other local extrema), we then show that the global solution branch of section 2 is unbounded in the Cartesian product of parameter space and an appropriate function space. Moreover, from a subtle version of the maximum principle, we deduce that every nontrivial solution on the branch is a decreasing function on its domain $[0,1]$, which in turn enables a uniform a priori bound. In section 4 we investigate problems incorporating a double-well stored energy function (nonconvex, with precisely two local minima and one local maximum). The approach of section 3 fails in this case, since we are not able to show that the branch is unbounded, with monotonicity properties of solutions possibly being lost.

Instead, we introduce another homotopy parameter, connecting a given single-well problem to a double-well problem. We then perform a delicate continuation analysis from the single-well problem, to obtain unbounded solution branches for the doublewell problem. From here the maximum principle is again employed to show that the solutions are decreasing, and we obtain a uniform a priori bound on solutions.

In section 5 we study the singular limit of solutions for vanishing capillarity. Specifically, we fix the loading parameter and consider sequences of solutions as the small penalty term goes to zero. The uniform a priori bounds and the monotonicity properties obtained in sections 3 and 4 yield detailed pointwise convergence properties (via Helly's theorem [24]) from which we can extract weak solutions of the zerocapillarity problem. Any such limiting solution is shown to possess one discontinuity in strain for large enough loading. More surprisingly, we are also able to show that the first and second Erdmann-Weierstrass corner conditions [14] (which are necessary for a strong minimum of the potential energy) are fulfilled at such a discontinuity. Together these dictate that the jump in strain occurs in accordance with the Maxwell condition. The first corner condition follows from an easy argument. The proof for the second corner condition is much more delicate; we argue via pointwise convergence of two conservation laws (identities) that are satisfied by all classical solutions of the problem with nonzero capillarity. Finally, using topological tools introduced in [1], we show that the set of all such limiting solutions (letting the loading parameter vary) comprises an unbounded branch of weak solutions-thus going beyond the limitations of [18]-albeit in this one-dimensional setting.

In section 6 we specialize to the case of dead loading and consider the stability of the limiting solutions obtained in section 5 (i.e., energy minimization properties of solutions). In this case weak solutions satisfy an algebraic equation, and for sufficiently large loading, we are able to show that the limiting continuum contains truly weak solutions. A standard application of the relaxation theorem, combined with the Maxwell condition obtained in section 5 , shows that for fixed loading, each such weak solution on the limiting curve is a global energy minimizer for the zero-capillarity problem. The stability of our solutions for small, nonzero capillarity is unclear. However, in the dead-load case one can obtain global energy minimizers to the small-capillarity problem directly and show by methods similar to those of sections 4 and 5 that sequences of such minimizers also converge to the global energy minimizer of the zero-capillarity problem; cf. [3]. Whence, for sufficiently small capillarity and fixed loading, solutions from our global continua are arbitrarily "close" to the global energy minimizer.
2. Global analysis of the regularized problem. We consider the potential energy functional

$$
\begin{equation*}
V_{\varepsilon}(\lambda, u) \equiv \int_{0}^{1}\left[\frac{\varepsilon}{2}\left(u^{\prime \prime}\right)^{2}+W\left(u^{\prime}\right)+B(\lambda, u, x)\right] d x \tag{2.1}
\end{equation*}
$$

associated with a one-dimensional elastic medium. Here $u(x) \in \mathbb{R}$ is the displacement of the material point $x \in[0,1], B$ is the loading potential, $W$ is the stored energy function of classical nonlinear elasticity, $\varepsilon>0$ is the capillarity (or higher-gradient elasticity) coefficient, and $\lambda \in \mathbb{R}$ is a loading parameter. We impose zero displacement at $x=0$ :

$$
\begin{equation*}
u(0)=0 . \tag{2.2}
\end{equation*}
$$
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The Euler-Lagrange equation of equilibrium is

$$
\begin{equation*}
-\varepsilon u^{\prime \prime \prime \prime}+\frac{d}{d x}\left[W^{\prime}\left(u^{\prime}\right)\right]+b(\lambda, u, x)=0, \quad 0<x<1 \tag{2.3}
\end{equation*}
$$

with natural boundary conditions

$$
\begin{equation*}
u^{\prime \prime}(0)=u^{\prime \prime}(1)=0, \quad \varepsilon u^{\prime \prime \prime}(1)=W^{\prime}\left(u^{\prime}(1)\right) \tag{2.4}
\end{equation*}
$$

where $b(\lambda, u, x)=-B_{u}(\lambda, u, x)$ is the "live" loading.
We assume that

$$
\begin{align*}
& b \text { is continuous, } b(0, \cdot, \cdot) \equiv 0  \tag{2.5}\\
& \text { and } W \text { is of class } C^{2} \text { and nonconvex. }
\end{align*}
$$

More precisely, we suppose that there are numbers $0<\nu_{1}<\nu_{2}$ such that

$$
\begin{align*}
& W(\nu) \geq W(0)=0 \quad \text { for all } \quad \nu \in \mathbb{R} \\
& \lim _{\nu \rightarrow \pm \infty} W(\nu) \rightarrow \infty \\
& W^{\prime}(0)=0, \quad W^{\prime}(\nu)<0, \quad \nu \in(-\infty, 0)  \tag{2.6}\\
& W^{\prime \prime}(\nu)>0, \quad \nu \in\left(-\infty, \nu_{1}\right) \cup\left(\nu_{2}, \infty\right) \\
& W^{\prime \prime}(\nu)<0, \quad \nu \in\left(\nu_{1}, \nu_{2}\right)
\end{align*}
$$

A typical graph of $W$ is depicted in Figure 2.1. We frequently denote the "stress" by $\sigma(\nu) \equiv W^{\prime}(\nu)$. It is easy to see that our boundary value problem $(2.2),(2.3),(2.4)$ is equivalent to

$$
\begin{align*}
& u^{\prime}=z \\
& -\varepsilon z^{\prime \prime}+\sigma(z)=\int_{x}^{1} b(\lambda, u(\tau), \tau) d \tau, \quad 0<x<1 \\
& u(0)=z^{\prime}(0)=z^{\prime}(1)=0  \tag{2.7}\\
& \int_{0}^{1} \sigma(z(x)) d x=\int_{0}^{1}\left[\int_{x}^{1} b(\lambda, u(\tau), \tau) d \tau\right] d x
\end{align*}
$$

We now convert (2.7) into an operator form more convenient for global analysis.

We first define linear operators $S, T$ as follows:

$$
\begin{align*}
& w=S f \quad \text { is the unique solution of } \\
& w^{\prime}=f, 0<x<1, w(0)=0  \tag{2.8}\\
& \text { for } f \in C^{0}([0,1])
\end{align*}
$$

$$
\begin{align*}
& v=T g \quad \text { is the unique solution of } \\
& v^{\prime \prime}=g, 0<x<1 \\
& v^{\prime}(0)=v^{\prime}(1)=0, \quad \int_{0}^{1} v d x=0 \quad \text { for } g \in\left\{y \in C^{0}([0,1]): \int_{0}^{1} y d x=0\right\} \tag{2.9}
\end{align*}
$$

Then $S: Y \rightarrow X$ and $T: Y_{1} \rightarrow Z$ are bounded, where $Y, Y_{1}, X, Z$ denote the Banach spaces of continuous (continuously differentiable) functions $Y=C^{0}([0,1])$,

$$
\begin{aligned}
Y_{1} & =\left\{y \in C^{0}([0,1]): \int_{0}^{1} y d x=0\right\}, X=\left\{y \in C^{1}([0,1]): y(0)=0\right\} \\
Z & =\left\{y \in C^{2}([0,1]): y^{\prime}(0)=y^{\prime}(1)=0, \int_{0}^{1} y d x=0\right\}
\end{aligned}
$$

each of which is equipped with the usual supremum norm on $C^{k}([0,1]), k=0,1,2$, denoted by $\|\cdot\|_{\infty},\|\cdot\|_{X},\|\cdot\|_{Z}$, respectively. We further define $Y_{0}=\left\{y \in C^{0}[(0,1)]\right.$ : $y(0)=0\}$ with norm $\|\cdot\|_{\infty}$.

Next we set

$$
\begin{equation*}
\mu=\int_{0}^{1} z d x, v=z-\mu \tag{2.10}
\end{equation*}
$$

Finally we define the triple

$$
\begin{equation*}
\mathbf{w} \equiv(u, v, \mu) \in \mathcal{W} \equiv Y_{0} \times Y_{1} \times \mathbb{R} \tag{2.11}
\end{equation*}
$$

where $\mathcal{W}$ is endowed with the norm $\|\mathbf{w}\|_{\mathcal{W}}=\|u\|_{\infty}+\|v\|_{\infty}+|\mu|$. Then (2.7) is equivalent to

$$
\begin{equation*}
\mathbf{w}-H_{\varepsilon}(\lambda, \mathbf{w})=\mathbf{0} \tag{2.12}
\end{equation*}
$$

where $H_{\varepsilon}: \mathbb{R} \times \mathcal{W} \rightarrow \mathcal{W}$ is defined by

$$
\begin{aligned}
H_{\varepsilon}(\lambda, \mathbf{w}) \equiv\left(S(v+\mu), \frac{1}{\varepsilon} T\{ \right. & \sigma(v+\mu) \\
& \left.-\int_{x}^{1} b(\lambda, u, \tau) d \tau-\int_{0}^{1}\left[\sigma(v+\mu)-\int_{x}^{1} b(\lambda, u, \tau) d \tau\right] d x\right\} \\
& \left.\int_{0}^{1}\left[\sigma(v+\mu)-\int_{x}^{1} b(\lambda, u, \tau) d \tau\right] d x+\mu\right)
\end{aligned}
$$

Since $S: Y \rightarrow Y_{0}$ and $T: Y_{1} \rightarrow Y_{1}$ are compact, it readily follows that $\mathbf{w} \mapsto H_{\varepsilon}(\lambda, \mathbf{w})$ is compact.

From $(2.5),(2.7)-(2.10)$, it is straightforward to verify that any solution $(\lambda, \mathbf{w})=$
$(\lambda, u, v, \mu)$ delivers a classical solution $(\lambda, u, z)=(\lambda, u, v+\mu)$ of (2.7) and a classical solution $(\lambda, u)$ of (2.2)-(2.4). Note that (2.7) and (2.10) give $\mu=u(1)$.

In view of (2.5), (2.6), we have

$$
\begin{equation*}
H_{\varepsilon}(0, \mathbf{0})=\mathbf{0} \tag{2.14}
\end{equation*}
$$

and the Fréchet derivative of $\mathbf{w} \mapsto H_{\varepsilon}(\lambda, \mathbf{w})$ at $(0, \mathbf{0})$ is readily calculated:

$$
\begin{equation*}
D_{\mathbf{w}} H_{\varepsilon}(0, \mathbf{0})[\mathbf{h}]=\left(S\left(h_{2}+h_{3}\right), \frac{1}{\varepsilon} W^{\prime \prime}(0) T h_{2},\left(1+W^{\prime \prime}(0)\right) h_{3}\right) \tag{2.15}
\end{equation*}
$$

for all $\mathbf{h}=\left(h_{1}, h_{2}, h_{3}\right) \in Y_{0} \times Y_{1} \times \mathbb{R}$. Using $W^{\prime \prime}(0)>0$ (cf. (2.6)), it is easy to show that $\left[I-D_{\mathbf{w}} H_{\varepsilon}(0, \mathbf{0})\right]: \mathcal{W} \rightarrow \mathcal{W}$ is injective and thus bijective by the Riesz-Schauder theory (where "I" denotes the identity map).

Accordingly, from the implicit function theorem we have the following.
Proposition 2.1. Equation (2.12) has a local curve of solutions

$$
\begin{equation*}
(\lambda, \mathbf{w})=(\lambda, \tilde{\mathbf{w}}(\lambda)), \quad|\lambda|<\delta \tag{2.16}
\end{equation*}
$$

where $\tilde{\mathbf{w}}(0)=\mathbf{0}$. Moreover, (2.16) yields all solutions of (2.12) in a sufficiently small neighborhood of $(0, \mathbf{0})$.

The Leray-Schauder degree is well defined for $\mathbf{w} \mapsto \mathbf{w}-H_{\varepsilon}(\lambda, \mathbf{w})$, and from Proposition 2.1 we have

$$
\begin{equation*}
\operatorname{deg}\left(I-H_{\varepsilon}(0, \cdot), B(\mathbf{0}), 0\right)= \pm 1 \tag{2.17}
\end{equation*}
$$

where $B(\mathbf{0}) \subset \mathcal{W}$ denotes a sufficiently small ball centered at $\mathbf{w}=\mathbf{0}$.
A well-known argument [28], employing the homotopy invariance of the LeraySchauder degree, yields the following.

Proposition 2.2. Equation (2.12) admits a global branch of solution continua, denoted by $\mathcal{C}_{\varepsilon} \subset \mathbb{R} \times \mathcal{W}$, containing the local curve (2.16) and characterized by at least one of the following alternatives:
(i) $\mathcal{C}_{\varepsilon}$ is unbounded in $\mathbb{R} \times \mathcal{W}$,
(ii) $\mathcal{C}_{\varepsilon}-\{(0, \mathbf{0})\}$ is connected.

Remark 2.3. From (2.5) and (2.7), we note that our formulation (2.12), (2.13) implies $\mathcal{C}_{\varepsilon}$ is also a continuum in $\mathbb{R} \times \tilde{Y}_{o} \times \tilde{Y}_{1} \times \mathbb{R}$, where $\tilde{Y}_{i}=Y_{i} \cap C^{1}([0,1]), i=0,1$, each of which is endowed with the usual supremum norm on $C^{1}([0,1])$.
3. Detailed solution properties for single-well-potential problems. The second alternative of Proposition (2.2) implies that problem (2.12) at $\lambda=0$, viz., $\mathbf{w}=H_{\varepsilon}(0, \mathbf{w})$, admits at least one nontrivial solution $\mathbf{w} \neq \mathbf{0}$, which in turn, from (2.5), (2.9) means that the boundary value problem

$$
\begin{align*}
\varepsilon z^{\prime \prime}-\sigma(z) & =0, \quad 0<x<1 \\
z^{\prime}(0)=z^{\prime}(1) & =0 \tag{3.1}
\end{align*}
$$

has at least one solution $z \not \equiv 0$ in $[0,1]$. However, if we assume that $W$ is a single-well potential, i.e., in addition to (2.6), impose

$$
\begin{equation*}
\sigma(\nu)=W^{\prime}(\nu)>0, \quad \nu \in(0, \infty) \tag{3.2}
\end{equation*}
$$

then a standard phase-plane analysis shows that $z \equiv 0$ is the only solution of (3.1); cf. [8]. Accordingly, we have the following.

Proposition 3.1. Under the additional hypothesis (3.2), the global continuum $\mathcal{C}_{\varepsilon}$ of Proposition 2.2 is characterized solely by alternative (i), i.e., $\mathcal{C}_{\varepsilon}$ is unbounded. Moreover, if we define

$$
\begin{align*}
\mathcal{C}_{\varepsilon}^{+(-)}= & \text {component of } \mathcal{C}_{\varepsilon}-\{(0, \mathbf{0})\}  \tag{3.3}\\
& \text { containing }\{(\lambda, \tilde{\mathbf{w}}(\lambda)): 0<\lambda<\delta(-\delta<\lambda<0)\}
\end{align*}
$$

we then have the disjoint union $\mathcal{C}_{\varepsilon}=\mathcal{C}_{\varepsilon}^{+} \cup\{(0, \mathbf{0})\} \cup \mathcal{C}_{\varepsilon}^{-}$, where $\mathcal{C}_{\varepsilon}^{+}$and $\mathcal{C}_{\varepsilon}^{-}$are each unbounded in $\mathbb{R} \times \mathcal{W}$.

Remark 3.2. We suspend hypothesis (3.2) later in section 4.
Next we define

$$
\begin{equation*}
P \equiv\left\{h \in C^{1}([0,1]): h<0 \text { in }(0,1), h(0)=h(1)=0, h^{\prime}(0)<0, h^{\prime}(1)>0\right\} . \tag{3.4}
\end{equation*}
$$

Throughout the remainder of this work, we further assume that the body force satisfies the following physically realistic assumption (e.g., gravitation):

$$
\begin{align*}
& b(\lambda, u(x), x) \geq 0, \quad 0 \leq x \leq 1, \quad \text { and }  \tag{3.5}\\
& b(\lambda, \cdot) \not \equiv 0 \quad \text { for all } \lambda>0, u \in Y_{0}
\end{align*}
$$

We then obtain the following.
THEOREM 3.3. Under the hypotheses of section 1 and the additional assumptions (3.2) and (3.5), it follows that $(\lambda, u, v, \mu) \in \mathcal{C}_{\varepsilon}^{+}$implies

$$
z^{\prime}=v^{\prime} \in P
$$

Proof. First we show that $\frac{d}{d x} \tilde{z}(\lambda)=\frac{d}{d x}(\tilde{v}(\lambda)+\tilde{\mu}(\lambda)) \in P$ for all $0<\lambda<\delta$, for $\delta$ sufficiently small; cf. (2.16) and (3.3). Indeed, for $0<\lambda<\delta$, we have $\|\tilde{z}(\lambda)\|_{\infty} \leq$ $\|\tilde{v}(\lambda)\|_{\infty}+|\tilde{\mu}(\lambda)|<\gamma(\delta)$, with $\gamma(\delta) \searrow 0$ as $\delta \searrow 0$. Hence, from $(2.6)_{4}$ we find

$$
\begin{equation*}
\sigma^{\prime}(\tilde{z}(\lambda))=W^{\prime \prime}(\tilde{z}(\lambda))>0 \quad \text { for all } x \in[0,1] \tag{3.6}
\end{equation*}
$$

with $\delta$ sufficiently small. Differentiation of $(2.7)_{2}$ and $(2.7)_{3}$ shows that $h=\frac{d}{d x} \tilde{z}(\lambda)$ is a solution of

$$
\begin{aligned}
\varepsilon h^{\prime \prime}-\left[\sigma^{\prime}(\tilde{z}(\lambda))\right] h & =b(\lambda, \tilde{u}(\lambda), \cdot), \quad 0<x<1 \\
h(0)=h(1) & =0
\end{aligned}
$$

In view of (3.5), (3.6), and the maximum principle, we conclude that $\frac{d}{d x} \tilde{z}(\lambda) \in P$ for all $0<\lambda<\delta$.

Since $P$ is open in $C^{1}([0,1])$, and $\frac{d}{d x} \tilde{z}(\lambda) \in P, 0<\lambda<\delta$, it follows that if $z^{\prime}=v^{\prime} \notin P$ for $(\lambda, u, v, \mu) \in \mathcal{C}_{\varepsilon}^{+}$, then there is a sequence $\left\{\left(\lambda_{j}, u_{j}, v_{j}, \mu_{j}\right)\right\} \subset \mathcal{C}_{\varepsilon}^{+}$such that $\left(\lambda_{j}, u_{j}, v_{j}, \mu_{j}\right) \rightarrow(\lambda, u, v, \mu)$ in $\mathbb{R} \times \tilde{Y}_{0} \times \tilde{Y}_{1} \times \mathbb{R}\left(\right.$ cf. Remark 2.3), with $z_{j}^{\prime}=v_{j}^{\prime} \in P$ and $z^{\prime}=v^{\prime} \in \partial P$, i.e.,

$$
\begin{equation*}
z^{\prime} \leq 0 \text { in }(0,1) \text { and/or } z^{\prime \prime}(0)=0 \text { and/or } z^{\prime \prime}(1)=0 \tag{3.7}
\end{equation*}
$$

But again by (2.7), we see that $h=z^{\prime}$ is a solution of

$$
\begin{align*}
\varepsilon h^{\prime \prime}-\left[\sigma^{\prime}(z)\right]^{+} h & =b(\lambda, u, \cdot)+\left[\sigma^{\prime}(z)\right]^{-} z^{\prime}, \quad 0<x<1  \tag{3.8}\\
h(0) & =h(1)=0
\end{align*}
$$

where for any continuous function $p(x)$ on $[0,1]$,

$$
p(x)^{+(-)} \equiv\left\{\begin{aligned}
p(x) & \text { for all } x \in[0,1] \text { such that } p(x) \geq(\leq) 0 \\
0 & \text { otherwise }
\end{aligned}\right.
$$

In particular, the right-hand side of (3.8) is nonnegative and does not vanish identically; cf. (3.5), (3.7). Accordingly, (3.7) contradicts the maximum principle ( $z^{\prime} \equiv 0$ is not possible, due to (3.5)), and thus $z^{\prime} \in P$.

With Theorem 3.3 in hand, we can now obtain an a priori bound on $\mathcal{C}_{\varepsilon}^{+}$that is crucial to our forthcoming limit analysis in section 5, provided that we make a final assumption on the loading:

$$
\begin{equation*}
b(\lambda, u(x), x) \leq \tilde{b}(\lambda, x) \tag{3.9}
\end{equation*}
$$

for all $\lambda>0, u \in Y_{0}$, where $\tilde{b}$ is some continuous, nonnegative function; cf. (3.5).
Remark 3.4. Note that (3.9) is automatic in the case of "dead loading," i.e., when $b$ is independent of $u$. We return to this special case in section 6 .

THEOREM 3.5. Given the hypotheses of Theorem 3.3 and assumption (3.9), then for any $(\lambda, u, v, \mu) \in \mathcal{C}_{\varepsilon}^{+}$, with $z=v+\mu$, there is a positive constant $M(\lambda)$, independent of $\varepsilon$, such that

$$
\begin{equation*}
\|z\|_{\infty} \leq M(\lambda) \tag{3.10}
\end{equation*}
$$

where $M(\lambda)$ depends upon $\lambda$ through $F(\lambda)=\int_{0}^{1} \tilde{b}(\lambda, x) d x$ and the graph of $\sigma=W^{\prime}$. Moreover,

$$
\begin{equation*}
\|u\|_{C^{1}([0,1])} \leq 2 M(\lambda) \tag{3.11}
\end{equation*}
$$

Accordingly, the projection of $\mathcal{C}_{\varepsilon}^{+}$on the $\lambda$-axis is $(0, \infty)$, i.e., (2.12) (and thus, (2.2)(2.4) or (2.7)) has at least one solution for each $\lambda \in(0, \infty)$.

Proof. From (2.4), (2.7), and Theorem 3.3, we see that

$$
\begin{align*}
& z^{\prime}<0, \quad 0<x<1 \\
& \sigma(z(1))=\varepsilon z^{\prime \prime}(1)>0  \tag{3.12}\\
& -\varepsilon z^{\prime \prime}(0)>0
\end{align*}
$$

In view of (2.6) and (3.2), a typical graph of $\sigma$ is depicted in Figure 3.1. In particular, $(3.12)_{2}$ implies that $z(1)>0$, and thus $(3.12)_{1}$ yields

$$
\begin{equation*}
\|z\|_{\infty}=z(0) \tag{3.13}
\end{equation*}
$$

Finally, $(2.7)_{2}$ combined with $(3.9)$ and $(3.12)_{3}$ gives

$$
\begin{equation*}
\sigma(z(0))<\int_{0}^{1} b(\lambda, u(x), x) d x \leq \int_{0}^{1} \tilde{b}(\lambda, x) d x=F(\lambda) \tag{3.14}
\end{equation*}
$$

where $F(\lambda)>0$. Then (3.10) follows from (3.13) and (3.14) with $M(\lambda) \equiv \max \{\nu$ : $\sigma(\nu)=F(\lambda)\}$; cf, Figure 3.1. Inequality (3.11) is an easy consequence of $(2.7)_{1},(2.7)_{3}$, and (3.10). From the development above, we have $z>0$ and monotone decreasing on $[0,1]$. Then by virtue of (2.10) and (3.13), we see that the positive numbers $v(0),|v(1)|$ and $\mu$ are each bounded above by $\|z\|_{\infty}$. Thus, by (2.7) and (3.10), we conclude

$$
\begin{equation*}
\|\mathbf{w}\|_{\mathcal{W}}=\|u\|_{\infty}+\|v\|_{\infty}+|\mu| \leq 3 M(\lambda) \tag{3.15}
\end{equation*}
$$
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for all $(\lambda, \mathbf{w}) \in \mathcal{C}_{\varepsilon}^{+}$. Since $\mathcal{C}_{\varepsilon}^{+}$is unbounded, the last claim follows directly from (3.15).

REMARK 3.6. Note that $b(0, \cdot, \cdot) \equiv 0$ implies $M(0)=0$, which is consistent with the fact that $z \equiv 0$ is the only solution of (3.1).
4. Detailed solution properties for double-well-potential problems. In the absence of assumption (3.2), in which case we call $W(\nu)$ a double-well potential (cf. Figure 2.1), we cannot directly obtain Theorems 3.3 and 3.5 as in section 3. Indeed, without (3.2), we do not have Proposition 3.1, in which case the solution continuum $\mathcal{C}_{\varepsilon}$ could form a bounded "loop," cf. Proposition 2.2 (ii). Moreover, $\mathcal{C}_{\varepsilon}^{+}$(cf. (3.3)) may have components in the "half-space" $(-\infty, 0) \times \mathcal{W}$. Thus the positivity of $b$ could be lost (cf. (3.5)), in which case the maximum principle arguments in the proof of Theorem 3.3 fail. Of course the results of Theorem 3.3 and Theorem 3.5 still hold along part of $\mathcal{C}_{\varepsilon}^{+}$, which we record now for convenience. Define $\mathcal{L}_{\varepsilon}^{+} \subset \mathcal{C}_{\varepsilon}^{+} \cap((0, \infty) \times \mathcal{W})$ to be the connected subset such that $\overline{\mathcal{L}}_{\varepsilon}^{+}$contains the point $(\lambda, \mathbf{w})=(0, \mathbf{0})$. We then have the following.

Corollary 4.1. Assume that $W(\nu)$ is a double-well potential (i.e., suspend assumption (3.2)). Then the results of Theorem 3.3 and Theorem 3.5 hold for all $(\lambda, \mathbf{w}) \in \mathcal{L}_{\varepsilon}^{+}$.

REMARK 4.2. Returning to the proof of Theorem 3.5, note that in this case the graph of $\sigma=W^{\prime}$ intersects the positive $\nu$-axis; cf. Figure 4.1. Whence, $M(0)>0$ for double-well potentials; in particular, (3.1) has more than one constant solution. Consequently, $\mathcal{L}_{\varepsilon}^{+}$could be bounded. Thus, in contrast to the results of section 3, we do not yet know if problem (2.7) has a solution for a given $\lambda>0$ when $W(\nu)$ is a two-well potential; cf. Theorem 3.5.

In the remainder of this section we establish the existence of an unbounded solution set for (2.7) ( $\lambda>0$ ), with properties similar to those given in Theorems 3.3 and 3.5 , in the absence of assumption (3.2). To begin, let $W_{1}(\nu)$ be a potential satisfying (2.6) and (3.2), while $W_{2}(\nu)$ is another potential that satisfies conditions (2.6) but not (3.2); i.e., $W_{1}(\nu)$ has a "single well," while $W_{2}(\nu)$ has a "double well." We then define the homotopy

$$
\begin{equation*}
\tilde{W}(\nu, \tau) \equiv(1-\tau) W_{1}(\nu)+\tau W_{2}(\nu), \quad 0 \leq \tau \leq 1 \tag{4.1}
\end{equation*}
$$

The basic idea is to substitute $\tilde{W}(\nu, \tau)$ into our formulation from section 2 . At $\tau=0$,
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we then have the results of section 3 ; we now show that continuation in " $\tau$ " yields solutions with similar properties at $\tau=1$.

Substitution of $\tilde{\sigma}(\nu, \tau)=\tilde{W}_{\nu}(\nu, \tau)$ into (2.12), (2.13) yields a two-parameter problem, which we henceforth denote by

$$
\begin{equation*}
\mathbf{w}-\tilde{H}_{\varepsilon}(\tau, \lambda, \mathbf{w})=0 \tag{4.2}
\end{equation*}
$$

where $\tilde{H}_{\varepsilon}: \mathbb{R} \times \mathbb{R} \times \mathcal{W} \rightarrow \mathcal{W}$; cf. (2.11). Clearly

$$
\begin{equation*}
\tilde{H}_{\varepsilon}(0, \lambda, \mathbf{w}) \equiv H_{\varepsilon}(\lambda, \mathbf{w}) \tag{4.3}
\end{equation*}
$$

(cf. (2.13), (4.1)), while (4.3) at $\tau=1$ represents a given two-well-potential problem, solutions of which we hope to construct.

First we define a continuous mapping $\hat{H}_{\varepsilon}: \mathbb{R} \times \mathcal{W} \rightarrow \mathcal{W}$, as follows:

$$
\hat{H}_{\varepsilon}(\theta, \mathbf{w}) \equiv \begin{cases}\tilde{H}_{\varepsilon}(0, \theta, \mathbf{w}), & \theta \leq \lambda_{0}  \tag{4.4}\\ \tilde{H}_{\varepsilon}\left(\theta-\lambda_{0}, \lambda_{0}, \mathbf{w}\right), & \lambda_{0} \leq \theta \leq \lambda_{0}+1 \\ \tilde{H}_{\varepsilon}(1, \theta-1, \mathbf{w}), & \theta \geq \lambda_{0}+1\end{cases}
$$

where $\lambda_{0}>0$ is fixed. We then consider the problem

$$
\begin{equation*}
\mathbf{w}-\hat{H}_{\varepsilon}(\theta, \mathbf{w})=\mathbf{0} \tag{4.5}
\end{equation*}
$$

It is easy to check that the mapping $\hat{H}_{\varepsilon}$ and problem (4.5) fulfill the hypotheses of Propositions 2.2 and 3.1. Accordingly, we have the following.

Proposition 4.3. Equation (4.5) admits an unbounded branch of solutions containing the point $(0, \mathbf{0})$, denoted $\hat{\mathcal{C}}_{\varepsilon, \lambda_{0}} \subset \mathbb{R} \times \mathcal{W}$. In addition, if we define $\hat{\mathcal{C}}_{\varepsilon, \lambda_{0}}^{+(-)}$as in (3.3), then we have the disjoint union $\hat{\mathcal{C}}_{\varepsilon, \lambda_{0}}=\hat{\mathcal{C}}_{\varepsilon, \lambda_{0}}^{+} \cup\{(0, \mathbf{0})\} \cup \hat{\mathcal{C}}_{\varepsilon, \lambda_{0}}^{-}$, where $\hat{\mathcal{C}}_{\varepsilon, \lambda_{0}}^{+}$and $\hat{\mathcal{C}}_{\varepsilon, \lambda_{0}}^{-}$are each unbounded.

Next we continue to retrace our steps from section 3 .
THEOREM 4.4. Given assumptions (3.2) (for $\left.\tilde{W}_{\nu}(\nu, 0)=\tilde{\sigma}(\nu, 0)\right)$ and (3.5), it follows that $(\theta, u, v, \mu) \in \hat{\mathcal{C}}_{\varepsilon, \lambda_{0}}^{+}$, with $z=v+\mu$, implies $z^{\prime}=v^{\prime} \in P ;$ cf. (3.4). Moreover, we again have uniform (independent of $\varepsilon$ ) bounds
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$$
\begin{align*}
& \quad\|z\|_{\infty} \leq M(\lambda) \\
& \text { and }  \tag{4.6}\\
& \quad\|u\|_{C^{1}([0,1])} \leq 2 M(\lambda)
\end{align*}
$$

where $M(\lambda)$ is defined as in the proof of Theorem 3.5 for $0<\lambda=\theta \leq \lambda_{0}$ (with $\tau=0$ ) and also for $\lambda=\theta-1 \geq \lambda_{0}$ (with $\tau=1$ ). For $\lambda=\lambda_{0}$, and $\lambda_{0} \leq \theta \leq \lambda_{0}+1, M$ depends upon $\theta$ via

$$
M(\theta)=\max _{\nu}\left\{\nu: \tilde{\sigma}\left(\nu, \theta-\lambda_{0}\right)=F\left(\lambda_{0}\right)\right\}, \quad \text { where } F(\lambda) \text { is as defined in }(3.14)
$$

Proof. The proof is identical to the combined proofs of Theorem 3.3 and 3.5, except that the analogue of (3.14) now reads

$$
\begin{array}{ll}
\sigma(z(0), 0)<F(\lambda), & 0<\lambda=\theta \leq \lambda_{0} \\
\sigma\left(z(0), \theta-\lambda_{0}\right)<F\left(\lambda_{0}\right), & \lambda_{0} \leq \theta \leq \lambda_{0}+1 \\
\sigma(z(0), 1)<F(\lambda), & \lambda=\theta-1 \geq \lambda_{0}
\end{array}
$$

Estimates (4.6) then follow as before from the graph of $\tilde{\sigma}$; cf. Figure 3.1.
By construction, the solution sets

$$
\Gamma_{\varepsilon, \lambda_{0}}^{-} \equiv \hat{\mathcal{C}}_{\varepsilon, \lambda_{0}} \cap\left(\left(-\infty, \lambda_{0}\right] \times \mathcal{W}\right) \equiv \mathcal{C}_{\varepsilon} \cap\left(\left(-\infty, \lambda_{0}\right] \times \mathcal{W}\right)
$$

and

$$
\begin{equation*}
\Gamma_{\varepsilon, \lambda_{0}}^{+} \equiv \hat{\mathcal{C}}_{\varepsilon, \lambda_{0}}^{+} \cap\left(\left[\lambda_{0}+1, \infty\right) \times \mathcal{W}\right) \tag{4.7}
\end{equation*}
$$

which solve (4.2) at $\tau=0$ and at $\tau=1$, respectively, are unbounded. In particular, the estimates (4.6) insure that the double-well problem $(\tau=1)$ has at least one
solution for every value of $\lambda \geq \lambda_{0}$.
REMARK 4.5. $\Gamma_{\varepsilon, \lambda_{0}}^{+}$need not be a continuum; it could comprise a union of disjoint continua. To see this, suppose that $\mathcal{L}_{\varepsilon}^{+}$is bounded, and choose $\lambda_{0}>0$ sufficiently small. An easy argument via the implicit function theorem shows that $\mathcal{L}_{\varepsilon}^{+} \cap\left(\left[\lambda_{0}, \infty\right) \times\right.$ $\mathcal{W}) \subset \Gamma_{\varepsilon, \lambda_{0}}^{+}$. Since $\Gamma_{\varepsilon, \lambda_{0}}^{+}$is unbounded, it must have an unbounded disjoint component. We illustrate this schematically in Figure 4.2.
5. Singular limit analysis. In this section we demonstrate that the classical solutions of $(2.2)-(2.4)(\varepsilon>0)$ obtained in the previous sections converge to a global continuum of weak solutions of $(2.3)(\varepsilon=0)$ in the limit as $\varepsilon \searrow 0$. For the one-well problem of section 3 , we fix $\lambda \in(0, \infty)$ with $\varepsilon=\varepsilon_{k}, \varepsilon_{k} \searrow 0$, we denote a classical solution of $(2.2)-(2.4)$ from $\mathcal{C}_{\varepsilon_{k}}^{+}$by $u_{k}$, and we consider sequences $\left\{u_{k}\right\} \subset C^{1}([0,1])$ and $\left\{z_{k}\right\}=\left\{u_{k}^{\prime}\right\} \subset C^{0}([0,1])$. For double-well problems (cf. section 4), we fix $\theta \in(0, \infty)$ and consider sequences of solutions from $\hat{\mathcal{C}}_{\varepsilon_{k}, \lambda_{0}}^{+}$as above.

By virtue of either (3.10), (3.11), or (4.6), we have the uniform bounds

$$
\left\|z_{k}\right\|_{\infty} \quad \leq M(\lambda)
$$

and

$$
\begin{equation*}
\left\|u_{k}\right\|_{C^{1}([0,1])} \leq 2 M(\lambda) \quad \text { for all } k \in \mathbb{N} \tag{5.1}
\end{equation*}
$$

From the latter and compact embedding, we conclude immediately that

$$
\begin{equation*}
u_{k} \rightarrow u_{*} \quad \text { in } \quad C^{0}([0,1]) \tag{5.2}
\end{equation*}
$$

In addition to $(5.1)_{1}$, we have from either Theorem 3.3 or Theorem 4.4 the monotonicity property

$$
\begin{equation*}
z_{k}^{\prime}<0, \quad 0<x<1 \quad \text { for all } k \in \mathbb{N} \tag{5.3}
\end{equation*}
$$

By Helly's (selection principle) theorem (cf. [24, section 24]), it then follows that $\left\{z_{k}\right\}$ has a subsequence that converges pointwise on $[0,1]$ to a nonincreasing function, denoted

$$
\begin{equation*}
z_{k} \rightarrow z_{*} \tag{5.4}
\end{equation*}
$$

where $z_{*}$ has at most a countable number of discontinuities on $[0,1]$. Moreover, by Lebesgue's differentiation theorem [30], it follows that $z_{*}$ possesses a classical derivative almost everywhere (a.e.); in particular

$$
\begin{equation*}
z_{*}^{\prime} \leq 0 \quad \text { a.e. in } \quad[0,1] \tag{5.5}
\end{equation*}
$$

We also note from (2.7), (5.1), and Lebesgue's dominated convergence theorem that

$$
\begin{align*}
u_{*}(x) & =\int_{0}^{x} z_{*}(\tau) d \tau, \quad \text { and hence }  \tag{5.6}\\
u_{*}^{\prime} & =z_{*} \quad \text { a.e. }
\end{align*}
$$

Next we show that $u_{*}$ satisfies (2.3) with $\varepsilon=0$.
Theorem 5.1. The limit $u_{*}$ is a weak solution of (2.3) for $\varepsilon=0$ (with $\lambda \in(0, \infty)$ fixed). Moreover, $u_{*}^{\prime}=z_{*}$ has at most one "jump" discontinuity at, say, $x=a$ and possesses a classical derivative for all $x \neq a$. In particular, (5.5) holds pointwise on $[0, a) \cup(a, 1]$.

Proof. We evaluate (2.7) at $\varepsilon_{k}, u_{k}, z_{k}$, multiply by a test function $\varphi$, and integrate by parts to obtain

$$
\begin{equation*}
-\int_{0}^{1} \varepsilon_{k} z_{k} \varphi^{\prime \prime}=\int_{0}^{1}\left[-\sigma\left(z_{k}\right)+\int_{x}^{1} b\left(\lambda, u_{k}(\tau), \tau\right) d \tau\right] \varphi d x \tag{5.7}
\end{equation*}
$$

for all $\varphi \in C_{0}^{\infty}(0,1)$. In view of (5.1), the continuity of $\sigma$ and $b$, and the dominated convergence theorem, the limit of (5.7) as $k \rightarrow \infty$ yields

$$
\begin{equation*}
0=\int_{0}^{1}\left[-\sigma\left(z_{*}\right)+\int_{x}^{1} b\left(\lambda, u_{*}(\tau), \tau\right) d \tau\right] \varphi d x \tag{5.8}
\end{equation*}
$$

for all test functions $\varphi$, which proves

$$
\begin{equation*}
\sigma\left(z_{*}(x)\right)=\int_{x}^{1} b\left(\lambda, u_{*}(\tau), \tau\right) d \tau \quad \text { for all } \quad x \in[0,1] \tag{5.9}
\end{equation*}
$$

Then $(5.6)_{1},(5.9)$ and the continuity of $b$ yield

$$
\begin{equation*}
\sigma \circ z_{*} \in C^{1}[0,1] . \tag{5.10}
\end{equation*}
$$

Moreover, (3.5) and (5.9) show that $\sigma \circ z_{*}$ is monotone decreasing on $[0,1]$. Hence, (5.5) and the graph of $\sigma$ (cf. Figures 3.1, 4.1) then show that $z_{*}$ can suffer at most one jump discontinuity. Finally, if we "invert" $\sigma$ in (5.9) (on the two branches of $z_{*}$, for which $\sigma$ is monotone increasing), we conclude that $z_{*}$ is $C^{1}$ on $[0, a) \cup(a, 1]$. $\square$

Corollary 5.2. The limit $u_{*}$ satisfies the Euler-Lagrange equation (for (2.1) with $\varepsilon=0$ );

$$
\begin{equation*}
W^{\prime \prime}\left(u_{*}^{\prime}\right) u_{*}^{\prime \prime}+b\left(\lambda, u_{*}, x\right)=0 \quad \text { a.e. in }[0,1] . \tag{5.11}
\end{equation*}
$$

Proof. Differentiation of (5.9) (cf. (5.10)), using (5.6) and the differentiability of $z_{*}$ (cf. (5.5)), yields (5.11).

Our calculations thus far leave the location of a possible jump, say, at $x=a$, indeterminate. This is easy to see, e.g., for dead loading, in which case (5.9) reduces to

$$
\begin{equation*}
\sigma\left(z_{*}(x)\right)=\int_{x}^{1} b(\lambda, \tau) d \tau \equiv F(\lambda, x) \tag{5.12}
\end{equation*}
$$

Referring to Figure 3.1, we see that $z_{*}$ can have at most one jump (again by monotonicity) but that there are infinitely many choices for $\sigma\left(z_{*}\left(a^{+}\right)\right)=\sigma\left(z_{*}\left(a^{-}\right)\right)$.
(In this case, any value between the local minimum value and the local maximum value of $\sigma$ will do.) We now provide an additional argument to show that the jump in $z_{*}$ must occur in accordance with the second Erdmann-Weierstrass corner condition.

TheOrem 5.3. The limiting strain $u_{*}^{\prime}=z_{*}$ satisfies the second corner condition:

$$
\begin{equation*}
W\left(z_{*}\right)-z_{*} \sigma\left(z_{*}\right) \quad \text { is continuous on }[0,1] . \tag{5.13}
\end{equation*}
$$

Proof. If $z_{*}$ is continuous on $[0,1]$, then (5.13) is obvious. Accordingly, we assume that $z_{*}$ has a single "jump" discontinuity at $x=a$, where $0<a \leq 1$. (Note that $a=1$ is possible only for double-well potentials, since in that case $\sigma$ is no longer positive on all of $(0, \infty)$; cf. Figure 4.1.) Consider the sequences $\left\{u_{k}\right\},\left\{z_{k}=u_{k}^{\prime}\right\}$ for fixed $\lambda \in(0, \infty)$ or fixed $\theta \in(0, \infty)$ as before. Observe that any classical solution $u_{k}$ of (2.3) with $\varepsilon=\varepsilon_{k}$ satisfies the Noether-type conservation law

$$
\begin{align*}
W\left(z_{k}\right)-z_{k} \sigma\left(z_{k}\right)= & \frac{1}{2} \varepsilon_{k}\left(z_{k}^{\prime}\right)^{2}-\varepsilon_{k} z_{k}^{\prime \prime} z_{k} \\
& +\int_{0}^{x} b\left(\lambda, u_{k}(\tau), \tau\right) z_{k}(\tau) d \tau+c_{k} \tag{5.14}
\end{align*}
$$

where $c_{k}=W\left(z_{k}(0)\right)-z_{k}(0) \sigma\left(z_{k}(0)\right)+\varepsilon_{k} z_{k}^{\prime \prime}(0) z_{k}(0)$. (One can easily verify (5.14) via direct differentiation. In the absence of the inhomogneous body force, one obtains (5.14) from the invariance of (2.3) under $x \rightarrow x-\alpha$ via Noether's theorem.) The idea is to take the pointwise limit of $(5.14)$ and show that the left-hand side is continuous as $k \rightarrow \infty$. We now split a large part of the proof into the following two lemmas.

LEMMA 5.4. $\lim _{k \rightarrow \infty} \varepsilon_{k} z_{k}^{\prime \prime} z_{k}=0$ for every $x \in[0,1]$.
Proof. From $(2.7)_{2}$ we have

$$
\begin{equation*}
\varepsilon_{k} z_{k}^{\prime \prime} z_{k}=\left[\sigma\left(z_{k}\right)-\int_{x}^{1} b\left(\lambda, u_{k}(\tau), \tau\right) d \tau\right] z_{k} \tag{5.15}
\end{equation*}
$$

Using (5.1), (5.2), (5.4), and the dominated convergence theorem, we find that the right-hand side of (5.15) converges pointwise to $\left[\sigma\left(z_{*}\right)-\int_{x}^{1} b\left(\lambda, u_{*}(\tau), \tau\right) d \tau\right] z_{*}$ on $[0,1]$. Hence (5.9) gives the desired result.

Lemma 5.5.

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \varepsilon_{k}\left(z_{k}^{\prime}\right)^{2}=0 \text { a.e. on }[0,1] . \tag{5.16}
\end{equation*}
$$

Proof. We first establish (5.16) on $[0, a)$. From $(2.7)_{2}$ we note that any classical solution pair $\left(u_{k}, z_{k}\right)$ satisfies the Hamiltonian-type conservation law

$$
\begin{align*}
\frac{1}{2} \varepsilon_{k}\left(z_{k}^{\prime}\right)^{2}= & {\left.\left[W\left(z_{k}(\cdot)\right)-\left(\int_{(\cdot)}^{1} b\left(\lambda, u_{k}(\tau), \tau\right) d \tau\right) z_{k}\right]\right|_{0} ^{x} }  \tag{5.17}\\
& -\int_{0}^{x} b\left(\lambda, u_{k}(\tau), \tau\right) z_{k}(\tau) d \tau
\end{align*}
$$

(Equation (5.17) is readily verified from $(2.7)_{2}$ via direct integration. If one views " $x$ " as a time-like variable in $(2.7)_{2}$, then (5.17) expresses balance of "energy".) By the dominated convergence theorem, the right-hand side of (5.17) converges pointwise on $[0, a)$ to

$$
\begin{align*}
& {\left.\left[W\left(z_{*}(\cdot)\right)-\left(\int_{(\cdot)}^{1} b\left(\lambda, u_{*}(\tau), \tau\right) d \tau\right) z_{*}\right]\right|_{0} ^{x}}  \tag{5.18}\\
& -\int_{0}^{x} b\left(\lambda, u_{*}(\tau), \tau\right) z_{*}(\tau) d \tau
\end{align*}
$$

On the other hand, (5.9) and the properties of $z_{*}$ imply that

$$
\begin{equation*}
\sigma\left(z_{*}\right) z_{*}^{\prime}=\left(\int_{x}^{1} b\left(\lambda, u_{*}(\tau), \tau\right) d \tau\right) z_{*}^{\prime} \quad \text { pointwise on }[0, a) \cup(a, 1] \tag{5.19}
\end{equation*}
$$

Integration of (5.19) from 0 to $x(x<a)$ and integration by parts shows that (5.18) vanishes identically on $[0, a)$; i.e., (5.16) holds pointwise on $[0, a)$. If $a=1$, then we are finished. If $a<1$, then we consider a different version of (5.17), viz.,

$$
\begin{align*}
\frac{1}{2} \varepsilon_{k}\left(z_{k}^{\prime}\right)^{2}= & -\left.\left[W\left(z_{k}(\cdot)\right)-\left(\int_{(\cdot)}^{1} b\left(\lambda, u_{k}(\tau), \tau\right) d \tau\right) z_{k}\right]\right|_{x} ^{1}  \tag{5.20}\\
& +\int_{x}^{1} b\left(\lambda, u_{k}(\tau), \tau\right) z_{k}(\tau) d \tau
\end{align*}
$$

In the limit as $k \rightarrow \infty$ of (5.20), the right-hand side converges pointwise on $(a, 1]$ to the same terms with "*" in place of " $k$." On the other hand, integration of (5.19) from $x$ to $1(x>a)$ and integration by parts shows that the right-hand side of (5.20) with " $k=*$ " vanishes identically on $(a, 1]$.

Proof of Theorem 5.3 (continued). By (5.1) the proof of Lemma 5.4 shows also that the sequence $\left(\varepsilon_{k} z_{k}^{\prime \prime} z_{k}\right)$ is pointwise bounded on $[0,1]$. We now take the pointwise limit $k \rightarrow \infty$ of (5.14) (passing, if necessary, to a subsequence such that $\varepsilon_{k} z_{k}^{\prime \prime}(0) z_{k}(0)$ converges), using Lemmas 5.4 and 5.5, which yields

$$
\begin{equation*}
W\left(z_{*}\right)-z_{*} \sigma\left(z_{*}\right)=\int_{0}^{x} b\left(\lambda, u_{*}(\tau), \tau\right) d \tau+c_{*} \tag{5.21}
\end{equation*}
$$

where $c_{*}=W\left(z_{*}(0)\right)-z_{*}(0) \sigma\left(z_{*}(0)\right)$.
The continuity of $\sigma\left(z_{*}\right)$ (cf. (5.10)), often referred to as the first ErdmannWeierstrass corner condition, combined with (5.13) yields the Maxwell "equal-area" rule for $\sigma\left(z_{*}\left(a^{+}\right)\right)=\sigma\left(z_{*}\left(a^{-}\right)\right)$:

$$
\begin{equation*}
W\left(z_{*}\left(a^{-}\right)\right)-W\left(z_{*}\left(a^{+}\right)\right)=\sigma\left(z_{*}\left(a^{-}\right)\right)\left[z_{*}\left(a^{-}\right)-z_{*}\left(a^{+}\right)\right] . \tag{5.22}
\end{equation*}
$$

The two corner conditions are both necessary for $V_{0}(\lambda, u)$ (cf. (2.1)) to have a minimum at $u_{*}$. We return to this issue in section 6 in the context of dead loading.

Our last result in this section is to show that the limiting set of weak solutions of $(2.3)(\varepsilon=0)$ for $\lambda \geq 0$ is a continuum. Here we directly employ the point-set topological arguments of [1]. We first observe that (5.1) and (5.4) imply $\left\|z_{*}\right\|_{\infty} \leq$ $M(\lambda)$, and thus, in view of (5.6), we conclude (for fixed $\lambda>0$ or fixed $\theta>0$ )

$$
\begin{align*}
& z_{k} \rightarrow z_{*}=u_{*}^{\prime} \quad \text { in } L^{p}(0,1) \text { and } \\
& u_{k} \rightarrow u_{*} \quad \text { in } W^{1, p}(0,1)(p \geq 1) \tag{5.23}
\end{align*}
$$

where $\varepsilon=\varepsilon_{k} \searrow 0$ as before. Accordingly, for single-well problems we define

$$
\begin{gather*}
\Sigma_{0}^{+}=\left\{(\lambda, u) \in \mathbb{R} \times W^{1, p}(0,1):\left(\lambda_{k}, u_{k}, v_{k}, \mu_{k}\right) \in \overline{\mathcal{C}_{\varepsilon_{k}}^{+}},\right. \\
\left.\lambda_{k} \rightarrow \lambda, u_{k} \rightarrow u \text { in } W^{1, p}(0,1) \text { as } \varepsilon_{k} \searrow 0\right\} . \tag{5.24}
\end{gather*}
$$

For double-well problems, we define

$$
\begin{align*}
\Sigma_{0, \lambda_{0}}^{+}=\{ & (\theta, u) \in \mathbb{R} \times W^{1, p}(0,1):\left(\theta_{k}, \nu_{k}, \mu_{k}\right) \in \overline{\hat{\mathcal{C}}_{\varepsilon_{k} \lambda_{0}}^{+}}, \\
& \left.\theta_{k} \rightarrow \theta, u_{k} \rightarrow u \text { in } W^{1, p}(0,1) \text { as } \varepsilon_{k} \rightarrow \infty\right\} \tag{5.25}
\end{align*}
$$

For $\varepsilon>0$, it is convenient to introduce the solution sets

$$
\begin{align*}
& \Sigma_{\varepsilon}^{+}=\left\{(\lambda, u):(\lambda, u, v, \mu) \in \overline{\mathcal{C}_{\varepsilon}^{+}}\right\},  \tag{b}\\
& \Sigma_{\varepsilon, \lambda_{0}}^{+}=\left\{(\theta, u):(\theta, u, v, \mu) \in \overline{\mathcal{C}_{\varepsilon, \lambda_{0}}^{+}}\right\}, \tag{5.26}
\end{align*}
$$

which like $\overline{\mathcal{C}_{\varepsilon}^{+}}$and $\overline{\hat{\mathcal{C}}_{\varepsilon, \lambda_{0}}^{+}}$, respectively, comprise continua; i.e., $\Sigma_{\varepsilon}^{+}$and $\Sigma_{\varepsilon, \lambda_{0}}^{+}$are each connected and (locally) compact.

Next let $B_{R} \subset W^{1, p}(0,1)$ denote the closed ball of radius "R," centered at the origin. For any number $\gamma_{0}>0$, we consider the sets

$$
\begin{equation*}
A=\{0\} \times B_{2 M(0)} \quad \text { and } \quad B=\left\{\gamma_{0}\right\} \times B_{2 M\left(\gamma_{0}\right)} \tag{5.27}
\end{equation*}
$$

where " M " is the constant (independent of $\varepsilon$ ) in the estimates (5.1). Both $A$ and $B$ are closed subsets of the Banach space $\mathbb{R} \times W^{1, p}(0,1)$. Henceforth we define the subsets $\Upsilon_{\varepsilon, \gamma_{0}}$ via either

$$
\Upsilon_{\varepsilon, \gamma_{0}}^{+} \equiv \Sigma_{\varepsilon}^{+} \cap\left(\left[0, \gamma_{0}\right] \times W^{1, p}(0,1)\right)
$$

or

$$
\begin{equation*}
\Upsilon_{\varepsilon, \gamma_{0}}^{+} \equiv \Sigma_{\varepsilon, \lambda_{0}}^{+} \cap\left(\left[0, \gamma_{0}\right] \times W^{1, p}(0,1)\right) \tag{5.28}
\end{equation*}
$$

depending on whether we are interested in solutions from $\mathcal{C}_{\varepsilon}^{+}$or $\hat{\mathcal{C}}_{\varepsilon, \lambda_{0}}^{+}$, respectively. The following construction is valid in either case. By (5.1) we have

$$
\begin{align*}
& A \cap \Upsilon_{\varepsilon_{k}, \gamma_{0}}^{+} \neq \emptyset \text { and } B \cap \Upsilon_{\varepsilon_{k}, \gamma_{0}}^{+} \neq \emptyset \\
& \text { are not separated in } \Upsilon_{\varepsilon_{k}, \gamma_{0}}^{+} \text {for any } \varepsilon_{k} \searrow 0 \tag{5.29}
\end{align*}
$$

To complete the argument, we need the following.
LEMMA 5.6. For each neighborhood $N$ of $\Sigma_{0}^{+} \cap\left(\left[0, \gamma_{0}\right] \times W^{1, p}(0,1)\right)$ (or of $\Sigma_{0, \lambda_{0}}^{+} \cap$ $\left(\left[0, \gamma_{0}\right] \times W^{1, p}(0,1)\right)$, there is a $k \in \mathbb{N}$ such that $\Upsilon_{\varepsilon_{k}, \gamma_{0}}^{+} \subset N$.

Proof. We give an argument for $\Sigma_{0}^{+}$-the generalization to $\Sigma_{0, \lambda_{0}}^{+}$is obvious.
We argue by contradiction; i.e., assume there is a neighborhood $N_{0}$ of $\Sigma_{0}^{+} \cap$ $\left(\left[0, \gamma_{0}\right] \times W^{1, p}(0,1)\right)$ such that $\left(\lambda_{k}, u_{k}\right) \in \Upsilon_{\varepsilon_{k}, \gamma_{0}}^{+}$and $\left(\lambda_{k}, u_{k}\right) \notin N_{0}$ for all $k \in \mathbb{N}$. But for some subsequence, then we have $\lambda_{k} \rightarrow \lambda \in\left[0, \gamma_{0}\right]$ and $u_{k} \rightarrow u \in B_{2 M_{0}}$ in $W^{1, p}(0,1)$. The latter follows from the fact that the uniform estimates (5.1) now hold with the constant $M_{0}=\max \left\{M(\lambda): 0 \leq \lambda \leq \gamma_{0}\right\}$ in place of $M(\lambda)$, and from a repetition of the arguments in this section. In particular, $(\lambda, u) \in \Sigma_{0}^{+} \cap\left(\left[0, \gamma_{0}\right] \times W^{1, p}(0,1)\right)$, i.e., $\left(\lambda_{k}, u_{k}\right) \in N_{0}$ for all $k \geq k_{0}\left(N_{0}\right) \in \mathbb{N}$, which is a contradiction.

In view of properties $(5.29)$ and Lemma 5.6 , the main theorem of [1, section 3] yields that $\Sigma_{0}^{+} \cap\left(\left[0, \gamma_{0}\right] \times W^{1, p}(0,1)\right)$ and $\Sigma_{0, \lambda_{0}}^{+} \cap\left(\left[0, \gamma_{0}\right] \times W^{1, p}(0,1)\right)$ are each connected and compact. Since this construction holds for any $\gamma_{0}>0$, we may conclude the following.

THEOREM 5.7. $\Sigma_{0}^{+}$and $\Sigma_{0, \lambda_{0}}^{+} \subset \mathbb{R} \times W^{1, p}(0,1)$ are each continua having projection $[0, \infty)$ on the parameter axis.

Finally, in keeping with the notation of section 3, we define

$$
\begin{equation*}
\Gamma_{0, \lambda_{0}}^{+} \equiv \Sigma_{0, \lambda_{0}}^{+} \cap\left(\left[\lambda_{0}+1, \infty\right) \times W^{1, p}(0,1)\right) \tag{5.30}
\end{equation*}
$$

which is the portion of the limiting continuum containing solutions of the double-well problem.
6. Minimizing properties of solutions for dead loading. For any weak solution of (2.3) with $\varepsilon=0$ on the limiting continuum, $\left(\lambda, u_{*}\right) \in \Sigma_{0}^{+}$or $\Gamma_{0, \lambda_{0}}^{+}$, we have from section 4 that the strain $z_{*}=u_{*}^{\prime}$ suffers (at most) a single jump at some location $x=a(\lambda)$, where the Maxwell condition is satisfied; cf. (5.22). As mentioned in section 5 , the latter is a necessary condition for $u_{*}$ to minimize (2.1) for $\varepsilon=0$ (at a given value of $\lambda$ ). In fact, given the nonconvexity of $W(\nu)$, the minimization of the functional (2.1) $\varepsilon=0$ depends delicately upon the behavior of the loading potential $u \mapsto B(\lambda, u, x)[7]$, [12]; the minimum need not be attained in general. Accordingly, we focus in this section on the important case of "dead loading," viz.,

$$
\begin{equation*}
B(\lambda, u, x) \equiv-b(\lambda, x) u \tag{6.1}
\end{equation*}
$$

where the loading, $b=-B_{u}$, is now independent of $u$ but otherwise satisfies condition (3.5) (note that (3.9) is now automatic).

We first observe that for a given value of $\lambda>0$, a limiting strain $z_{*}(\lambda)=\frac{d}{d x} u_{*}(\lambda)$ satisfies the algebraic equation (5.12), which can be solved analytically as follows. We first consider single-well potential problems, i.e., we impose (3.2). For a given stress function $\sigma=W^{\prime}(\nu)$, let $0<\nu_{1}<\nu_{2}$ denote the strains corresponding to the local maximum, $\sigma_{m}=\sigma\left(\nu_{1}\right)$, and local minimum, $\sigma\left(\nu_{2}\right)$, and let $\sigma_{M}$ denote the Maxwell stress, as defined by the "equal-area" rule (5.22), cf. Figure 6.1. Since $x \mapsto z_{*}(x)$ and $x \mapsto F(\lambda, x)$ are each monotone decreasing, we can characterize solutions of (5.12) in terms of the magnitude of $F(\lambda, 0)$. In particular, for $F(\lambda, 0)$ sufficiently large, there are solutions such that $z_{*}(\lambda)$ has a single jump, where (5.22) now determines the location of the jump, $0<a(\lambda)<1$; cf. Figure 6.1. A typical profile corresponding to Figure 6.1 is depicted in Figure 6.2.

Finally, if we let $\sigma_{ \pm}^{-1}$ denote the unique inverses of $\sigma$ on $\left[0, \nu_{1}\right],\left[\nu_{2}, \infty\right)$, respectively, we can express solutions of (5.12) analytically and hence, characterize $\Sigma_{0}^{+}$.

Proposition 6.1. If $0<F\left(\lambda_{*}, 0\right)<\sigma_{M}$, then at $\lambda=\lambda_{*}$ there is only one (lower) solution $\left(\lambda_{*}, u_{*}\right) \in \Sigma_{0}^{+}$, where $z_{*}=u_{*}^{\prime}$ is given by

$$
\begin{equation*}
z_{*}\left(x, \lambda_{*}\right)=\sigma_{+}^{-1}\left(F\left(\lambda_{*}, x\right)\right) . \tag{6.2}
\end{equation*}
$$

If $F\left(\lambda_{*}, 0\right)>\sigma_{m}$, then again there is only one (jump) solution $\left(\lambda_{*}, u_{*}\right) \in \Sigma_{0}^{+}$, where $z_{*}=u_{*}^{\prime}$ now suffers a jump discontinuity:

$$
z_{*}\left(x, \lambda_{*}\right)= \begin{cases}\sigma_{-}^{-1}\left(F\left(\lambda_{*}, x\right)\right), & 0 \leq x \leq a\left(\lambda_{*}\right)  \tag{6.3}\\ \sigma_{+}^{-1}\left(F\left(\lambda_{*}, x\right)\right), & a\left(\lambda_{*}\right)<x \leq 1\end{cases}
$$

Here $0<a\left(\lambda_{*}\right)<1$ is the unique solution of

$$
\begin{equation*}
F\left(\lambda_{*}, a\right)=\sigma_{M} \tag{6.4}
\end{equation*}
$$

If $F\left(\lambda_{*}, 0\right)=\sigma_{M}$, the lower solution (6.2) and the jump solution (6.3), (6.4) coincide (a.e. on $[0,1]$ ). Consequently, there is only one solution point $\left(\lambda_{*}, u_{*}\right) \in \Sigma_{0}^{+}$at $\lambda=$ $\lambda_{*}$, where $u_{*}^{\prime}$ is characterized (say) by (6.2) a.e. on $[0,1]$. Within a loading regime
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$\sigma_{M}<F\left(\lambda_{*}, 0\right) \leq \sigma_{m}$, either or both solutions corresponding to (6.2) and (6.3), (6.4), respectively, may belong to $\Sigma_{0}^{+}$. Moreover, in that case suppose that $\lambda_{*}$ belongs to some interval "I" such that $F(\lambda, 0) \geq \sigma_{M}$ for all $\lambda \in I$ and $F\left(\lambda_{0}, 0\right)>\sigma_{m}$ for some $\lambda_{0} \in I$. Then $\Sigma_{0}^{+}$contains a jump solution $\left(\lambda_{*}, u_{*}\right)$; i.e., $u_{*}^{\prime}=z_{*}$ is characterized by (6.3), (6.4).

Proof. The existence of the solutions (6.2) and (6.3), (6.4) to (5.12) and their uniqueness for $0<F\left(\lambda_{*}, 0\right)<\sigma_{M}$ and $F\left(\lambda_{*}, 0\right)>\sigma_{m}$, respectively, are obvious. Accordingly, the associated solutions $\left(\lambda_{*}, u_{*}\right)$ necessarily belong to the unbounded solution branch $\Sigma_{0}^{+}$in those two cases. Within the regime $\sigma_{M}<F\left(\lambda_{*}, 0\right) \leq \sigma_{m}$ it is easy to see from (6.4) that $a\left(\lambda_{*}\right)>0$, and the two solutions (6.2) and (6.3) of (5.12) are obviously distinct. Our limit analysis of section 5 provides no information about which one (or both) belongs to $\Sigma_{0}^{+}$at $\lambda=\lambda_{*}$. However, given the extra loading information provided in the statement of the theorem, then (6.3), (6.4) define a curve of solutions for all $\lambda \in I$, and the jump solution at $\lambda=\lambda_{0}$ belongs to $\Sigma_{0}^{+}$(by the same reasoning given at the beginning of the proof). Since $\Sigma_{0}^{+}$is a continuum, it also contains the entire curve of jump solutions for all $\lambda \in I$, which includes $\lambda_{*}$.


FIG. 6.3. Solution branches for (5.12) in the case of a single-well potential with monotone loading.

Finally, from the smoothness of $F(\lambda, x)$ and the monotonicity of $x \mapsto F(\lambda, x)$, we see that $a(\lambda)$ is continuous on any interval $\left[\lambda_{1}, \lambda_{2}\right]$ such that $F(\lambda, 0) \geq \sigma_{M}$ for all $\lambda \in\left[\lambda_{1}, \lambda_{2}\right]$. Moreover, $a(\lambda) \searrow 0$ as $\lambda \rightarrow \lambda_{*}$ whenever $F\left(\lambda_{*}, 0\right)=\sigma_{M}$ for $\lambda_{*} \in\left[\lambda_{1}, \lambda_{2}\right]$. Whence, (6.2) and (6.3), (6.4) are equal a.e. on $[0,1]$ at $\lambda=\lambda_{*}$.

In the important, special case of monotone loading, i.e., $b(\lambda, x) \equiv \lambda g(x)$, the loading condition stated at the end of Proposition 6.1 is always fulfilled. Moreover, (5.12) admits two intersecting curves of solutions: a terminating segment of lower solutions and an unbounded curve of jump solutions, both of which we depict schematically in Figure 6.3. Since $\Sigma_{0}^{+}$is a continuum we immediately conclude the following.

Corollary 6.2. In the case of monotone loading, the limiting continuum $\Sigma_{0}^{+}$ contains a segment of lower solutions, characterized by (6.2) for $0 \leq \lambda_{*} \int_{0}^{1} g(x) d x \leq$ $\sigma_{M}$, and an unbounded curve of jump solutions; cf. (6.3), (6.4) for $\lambda_{*} \int_{0}^{1} g(x) d x \geq \sigma_{M}$. In particular, for $\sigma_{M}<\lambda_{*} \int_{0}^{1} g(x) d x \leq \sigma_{m}, \Sigma_{0}^{+}$contains a jump solution $\left(\lambda_{*}, u_{*}\right)$.

Next we turn to two-well-potential problems. In this case, (6.2) and (6.3), (6.4) yield solutions of (5.12) (depending upon the magnitude of $F\left(\lambda_{*}, 0\right)$ as before). In addition, (5.12) now possesses another curve of smooth upper solutions,

$$
\begin{equation*}
\tilde{z}(x, \lambda)=\sigma_{-}^{-1}(F(\lambda, x)) \tag{6.5}
\end{equation*}
$$

for all $\lambda \geq 0$. Note that $\tilde{z}(1, \lambda)=\nu_{3}$, where $\nu_{3}>0$ denotes the third zero of $\sigma(\nu)$; cf. Figure 4.1. Actually (6.3), (6.4), and (6.5) are distinct, provided that the Maxwell stress is positive, i.e., $\sigma_{M}>0$. Our assumptions (2.6) allow for the possibility $\sigma_{M}=0$, in which case $a(\lambda) \equiv 1$ (cf. (6.4)), and hence (6.3), (6.4), and (6.5) are identical on $0 \leq x<1$. At any rate, for any value of $\lambda>0$, (5.12) has either two or three solutions. This is best illustrated for monotone loading, $b(\lambda, x)=\lambda g(x)$, as shown schematically in Figure 6.4. However, unlike the single-well problem it is not immediately clear which solutions belong to the limiting set $\Gamma_{0, \lambda_{0}}^{+}$, cf. (5.30). We now take this up.

By construction, the unbounded continuum $\Sigma_{0, \lambda_{0}}^{+}$(cf. Theorem 5.7) contains weak solutions of (2.3), $\varepsilon=0$, for the single-well problem, for the homotopy between the single-well and the double-well problem, and for the double-well problem (the latter corresponding to $\Gamma_{0, \lambda_{0}}^{+}$) cf. sections 4 and 5 . In particular, for the homotopy portion there is, by continuity, a number $\tau_{0}$ with $0<\tau_{0}<1$, or equivalently a parameter value $\theta_{0}$ with $\lambda_{0}<\theta_{0}<\lambda_{0}+1$ (cf. (4.1) (4.4)), such that $\tilde{W}_{\nu}\left(\nu, \tau_{0}\right)=\tilde{\sigma}\left(\nu, \tau_{0}\right)$ has a double
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zero at $\tau=\tau_{0}$, i.e., $\tilde{\sigma}\left(\nu_{3}, \tau_{0}\right)=\tilde{\sigma}_{\nu}\left(\nu_{3}, \tau_{0}\right)=0$; cf. Figures 3.1 and 4.1. Moreover, all solution pairs belonging to $\Sigma_{0, \lambda_{0}}^{+} \cap\left(\left[0, \theta_{0}\right) \times W^{1, p}(0,1)\right)$ solve one-well problems; as such, they are characterized precisely as in Proposition 6.1. On the other hand, $\Sigma_{0, \lambda_{0}}^{+} \cap\left(\left(\theta_{0}, \infty\right) \times W^{1, p}(0,1)\right)$ contains only solutions of two-well problems.

Proposition 6.3. First suppose $\sigma_{M}>0$. Then for any $\lambda_{0}>0$ and for all $\lambda_{*} \geq \lambda_{0}$, the limiting solution set $\Gamma_{0, \lambda_{0}}^{+}$contains only solution pairs $\left(\lambda_{*}, u_{*}\right)$, where $z_{*}=u_{*}^{\prime}$ is of the type (6.2) and/or (6.3), (6.4), as described (in terms of the magnitude of $F\left(\lambda_{*}, 0\right)$ ) in Proposition 6.1 and in Corollary 6.2 for monotone loading. If $\sigma_{M}=0$, then $\Gamma_{0, \lambda_{0}}^{+}$may contain upper solutions (6.5) (a.e. on $[0,1]$ ) and/or lower solutions
(6.2). However, if $F\left(\lambda_{*}, 0\right)>\sigma_{m}$ for some $\lambda_{*} \geq \lambda_{0}$ (which is always satisfied, e.g., in the case of monotone loading) then $\Gamma_{0, \lambda_{0}}^{+}$contains the upper solution branch defined by (6.5) (a.e. on $[0,1]$ ) for all $\lambda \geq \lambda_{0}$.

Proof. Let $\tilde{\sigma}_{M}(\tau)$ and $\tilde{\sigma}_{m}(\tau)$ denote the Maxwell stress and the local maximum stress, respectively, associated with (4.1) for each $0 \leq \tau \leq 1$. First, for $\sigma_{M}=\tilde{\sigma}_{M}(1)>$ 0 , we observe from (6.2)-(6.5) that

$$
\begin{equation*}
\left\|\tilde{z}(\lambda)-z_{*}(\lambda)\right\|_{L^{p}(0,1)}=\left\|\tilde{z}(\lambda)-z_{*}(\lambda)\right\|_{L^{p}(a(\lambda), 1)}>0 \tag{6.6}
\end{equation*}
$$

for all $\lambda>0$ (with the understanding that $a(\lambda) \equiv 0$ in (6.2)). In particular, the corresponding displacements, $\tilde{u}(\lambda)$ and $u_{*}(\lambda)$ (cf. (5.6)), satisfy

$$
\begin{equation*}
\left\|\tilde{u}(\lambda)-u_{*}(\lambda)\right\|_{W^{1, p}(0,1)}>0 \text { for all } \lambda>0 \tag{6.7}
\end{equation*}
$$

We now argue by contradiction, viz., suppose that $\Gamma_{0, \lambda_{0}}^{+}$and thus $\Sigma_{0, \lambda_{0}}^{+}(c f .(5.30))$ contain solution points $\left(\lambda_{*}, \tilde{u}\right)$ where $\tilde{u}^{\prime}$ is of the type (6.5) for $\lambda_{*} \geq \lambda_{0}$. We denote by " $S$ " the curve of upper solutions defined by (6.5) for all $\tau_{0} \leq \tau \leq 1$ and for all $\lambda \geq \lambda_{0}$. Recall that the solution set $R \equiv \Sigma_{0, \lambda_{0}}^{+} \cap\left(\left[0, \theta_{0}\right) \times W^{1, p}(0,1)\right)$ contains no upper solutions. By virtue of (6.7), we then conclude that $\bar{R}$ and $S$ are separated in $\left.\mathbb{R} \times W^{1, p}(0,1)\right)$. Since $\Sigma_{0, \lambda_{0}}^{+}$is a continuum, $\Sigma_{0, \lambda_{0}}^{+} \cap\left(\left[\theta_{0}, \infty\right) \times W^{1, p}(0,1)\right)$ must contain lower and/or jump solutions, as described in Proposition 6.1. Again by (6.7), we then conclude that $S$ is separated from $\Sigma_{0, \lambda_{0}}^{+}$, and hence $S \cap \Gamma_{0, \lambda_{0}}^{+}=\emptyset$; cf. (5.30).

Next we assume that $\sigma_{M}=\tilde{\sigma}_{M}(1)=0$, in which case we have already noted that (6.5) and (6.3), (6.4) coincide a.e. on $[0,1]$. Thus, (6.2) and (6.5) define the only possible solutions of (5.12). In addition, if $F\left(\lambda_{*}, 0\right)>\sigma_{m}=\tilde{\sigma}_{m}(1)$ for some $\lambda_{*} \geq \lambda_{0}$, then (6.5) is the only solution of (5.12) at $\lambda=\lambda_{*}$. Again, in view of (6.7) and the fact that $\Sigma_{0, \lambda_{0}}^{+}$is a continuum, we conclude that the entire curve of upper solutions, (6.5) for all $\lambda \geq \lambda_{0}$, is contained in $\Sigma_{0, \lambda_{0}}^{+}$and hence in $\Gamma_{0, \lambda_{0}}^{+}$as well.

To establish our "stability" (minimum) result, we need the following reasonable growth condition on the stored energy function:

$$
\begin{equation*}
\left|W^{\prime}(\xi)\right| \leq c_{1}+c_{2}|\xi|^{p-1} \tag{6.8}
\end{equation*}
$$

for positive constants $c_{1}, c_{2}$, and integer $p \geq 1$.
Next we consider $\left(\lambda_{*}, u_{*}\right) \in \Sigma_{0}^{+}$for single-well problems and $\left(\lambda_{*}, u_{*}\right) \in \Gamma_{0, \lambda_{0}}^{+}$for double-well problems. In either case, for $\sigma_{M}>0$, we henceforth assume that $u_{*}$ is a lower solution (6.2) for $0 \leq F\left(\lambda_{*}, 0\right) \leq \sigma_{M}$ and a jump solution for $F\left(\lambda_{*}, 0\right)>\sigma_{M}$. For $\sigma_{M}=0$, we assume that $u_{*}$ is an upper solution (6.5) (a.e. on $[0,1]$ ). Loading conditions sufficient for these assumptions are given in Propositions 6.1 and 6.3. In particular, all such loading conditions are satisfied in the case of monotone loading.

ThEOREM 6.4. With $\left(\lambda_{*}, u_{*}\right)$ as described above, suppose that (6.8) holds. Then $V_{0}\left(\lambda_{*}, u\right)$ attains its minimum at $u_{*}$, i.e.,

$$
\begin{equation*}
\min _{u}\left\{V_{0}\left(\lambda_{*}, u\right): u \in W^{1, p}(0,1), u(0)=0\right\}=V_{0}\left(\lambda_{*}, u_{*}\right) \tag{6.9}
\end{equation*}
$$

where $V_{0}$ corresponds to (2.1) with $\varepsilon=0, u_{*}$ is the limiting displacement given by (5.23), and $1 \leq p<\infty$.

Proof. We first consider the convex minimization problem

$$
\begin{equation*}
\min _{u}\left\{V_{0}^{* *}\left(\lambda_{*}, u\right): u \in W^{1, p}(0,1), u(0)=0\right\} \tag{6.10}
\end{equation*}
$$
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where $V_{0}^{* *}\left(\lambda_{*}, u\right)=\int_{0}^{1}\left[W^{* *}\left(u^{\prime}\right)-b\left(\lambda_{*}\right) u\right] d x$, and

$$
\begin{equation*}
W^{* *}(\xi) \equiv \sup \{g(\xi): g(\xi) \leq W(\xi), g \text { convex }\} \tag{6.11}
\end{equation*}
$$

In particular, we have (cf., e.g., [11, section A.2])

$$
\sigma^{* *}(\xi)=W^{* *^{\prime}}(\xi)= \begin{cases}\sigma(\xi), & \xi \in\left(-\infty, \nu_{+}\right] \cup\left[\nu_{-}, \infty\right)  \tag{6.12}\\ \sigma_{M}, & \xi \in\left(\nu_{+}, \nu_{-}\right)\end{cases}
$$

as depicted in Figure 6.5, where $\nu_{+}, \nu_{-}$and $\sigma_{M}$ are as defined before. Condition (6.8) ensures that $V_{0}^{* *}$ is Gateaux differentiable; cf. [11, section 3.4].

Moreover, in view of (6.12) and the stated properties of $u_{*}$, we conclude that

$$
\begin{align*}
<\delta V_{0}^{* *}\left(\lambda_{*}, u_{*}\right), \eta> & \equiv \int_{0}^{1}\left[\sigma^{* *}\left(z_{*}\right) \eta^{\prime}-b\left(\lambda_{*}\right) \eta\right] d x \\
& =\int_{0}^{1}\left[\sigma\left(z_{*}\right) \eta^{\prime}-b\left(\lambda_{*}\right) \eta\right] d x=0 \tag{6.13}
\end{align*}
$$

for all test functions $\eta \in W^{1, p}(0,1)$ satisfying $\eta(0)=0$ (where the left-hand side of (6.13) denotes the Gateaux derivative of $u \mapsto V_{0}^{* *}\left(\lambda_{*}, u\right)$ at $\left.u_{*}\right)$. In particular, $u_{*}$ is a weak solution of the Euler-Lagrange equation for $V_{0}^{* *}\left(\lambda_{*}, u\right)$. Also, by virtue of (2.5), (2.6), (6.10), and (6.11), we readily see that $u \mapsto V_{0}^{* *}\left(\lambda_{*}, u\right)$ is convex on $\left\{u \in W^{1, p}(0,1): u(0)=0\right\}$. Hence, we conclude (cf. [11, section 3.1])

$$
\begin{align*}
\min _{u} V_{0}^{* *}\left(\lambda_{*}, u\right) & =V_{0}^{* *}\left(\lambda_{*}, u_{*}\right)  \tag{6.14}\\
& =V_{0}\left(\lambda_{*}, u_{*}\right)
\end{align*}
$$

where the second equality follows from $(6.10),(6.11)$ and the stated properties of $u_{*}$. Finally, from (6.11) we observe that

$$
\begin{equation*}
V_{0}^{* *}\left(\lambda_{*}, u\right) \leq V_{0}\left(\lambda_{*}, u\right) \quad \text { for all } u \in W^{1, p}(0,1) \tag{6.15}
\end{equation*}
$$

which, when combined with (6.14), gives the desired result.
7. Concluding remarks. For dead loading (6.1) and $\varepsilon>0$, the energy functional (2.1) is equivalent to

$$
\begin{equation*}
\tilde{V}_{\varepsilon}(\lambda, z)=\int_{0}^{1}\left[\frac{\varepsilon}{2}\left(z^{\prime}\right)^{2}+W(z)-F(\lambda, x) z\right] d x \tag{7.1}
\end{equation*}
$$

the direct minimization of which can be carried out along the lines of [3]. In particular, it can be shown that the global minimizer, say, $\tilde{z}_{\varepsilon}$, is monotone decreasing on $[0,1]$, and moreover there is a subsequence $z_{\varepsilon_{k}} \rightarrow z_{*}$ pointwise on $[0,1]$. This strongly suggests that (for each fixed $\lambda$ ) our solutions $z_{\varepsilon}$, obtained on global solution continua in sections $2-4$, coincide with the minimizer $\tilde{z}_{\varepsilon}$. However, this need not be the case e.g., the solution continuum $\mathcal{C}_{\varepsilon}^{+}$(cf. section 3 ) could certainly contain turning points. Hence, for a given value of $\lambda$, there can be three (or more) distinct, monotone decreasing solutions, at least one of which must be a saddle point of (7.1). However, since both (sub)sequences converge to $z_{*}$, it is straightforward to show that

$$
\begin{equation*}
\left\|z_{\varepsilon_{k}}-\tilde{z}_{\varepsilon_{k}}\right\|_{L^{p}(0,1)} \rightarrow 0 \quad \text { as } k \rightarrow \infty \tag{7.2}
\end{equation*}
$$

We emphasize that the results of sections 3-5 yield global solution continua, in the limit of vanishing capillarity, for a general class of parameter-dependent live loadings. For sufficiently large loading (e.g., monotonic in the parameter), we prove that the limiting solution continuum possesses weak solutions characterized by a single jump, at which the two Erdmann-Weierstrass corner conditions [14] are always satisfied. The specialization to dead loading in section 6 represents the simplest case for which satisfaction of the corner conditions is enough to deduce that the limiting weak solution also minimizes the (zero-capillarity) energy. Of course in the dead-load case, the direct minimization of energy is also fruitful. Note that the general results of section 5 hold in cases where the direct minimization of energy (zero-capillarity) may be difficult or even ill-posed; e.g., cf. [12]. Also, the minimum energy approach provides no information about solution continua as the loading is varied.

Generalizations of our results, e.g., to more general loadings and/or higher-dimensional models, are complicated by the need for uniform a priori bounds (e.g., (5.1)) for convergence. Recently, a similar analysis of a two-dimensional Cahn-Hilliard problem with rectangular symmetry has been analyzed by the second-named author [20]. This is essentially a two-dimensional version of the problem considered in [8]. In [20] the a priori estimates rely upon a subtle combination of the maximum principle and symmetry arguments related to those in [16]. Also, a two-dimensional version of Helly's pointwise convergence theorem for functions having appropriate monotonicities is obtained there. Using the Erdmann-Weierstrass corner conditions, the minimization properties of the limiting weak solutions are proved in [21].

Finally we note that global branches of weak solutions for some elastic string problems have been obtained by regularization and singular limits in [2]. There the possible vanishing of the tension causes the singularity, and the regularization chosen is not physical. Here our small-capillarity solutions are also of physical significance.
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#### Abstract

In this paper we study univariate two-scale refinement equations $\varphi(x)=\sum_{k \in \mathbb{Z}} c_{k} \varphi$ $(2 x-k)$, where the coefficients $c_{k} \in \mathbb{C}$ satisfy an exponential decay assumption. We show that any refinement equation that has a smooth solution can be reduced to the well-studied case of complete sum rules: $\sum_{k}(-1)^{k} k^{n} c_{k}=0, \quad n=0, \ldots, L$, where $L$ depends on regularity of the solution. This result makes it possible to extend previously known results on refinable functions and subdivision schemes from the case of complete sum rules to the general case. As a corollary we obtain sharp necessary conditions for the existence of smooth refinable functions and the convergence of corresponding cascade algorithms. Other applications concern polynomial spaces spanned by integer translates of a refinable function and one special property of linear operators associated to refinement equations.
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1. Introduction. Functional equations of the type

$$
\varphi(x)=\sum_{k=0}^{N} c_{k} \varphi(q x-k)
$$

( $q$-scale refinement equations), where $c_{k} \in \mathbb{C}, q \geq 2$ is an integer, have found a lot of applications in wavelets theory [C], [CD1], [DL2], [CH], [HC], in subdivision algorithms in approximation theory and curve design [CDM], [DGL1], [DGL2], [DD], $[\mathrm{M}],[\mathrm{DyL}]$, and in probability theory [DDL]. We restrict ourselves in this paper to the case $q=2$, especially as this case is the most important one in applications. Nevertheless all our results can be applied for general integer values of $q \geq 2$. We say that a function $\varphi \in L_{1}(\mathbb{R})$ is a refinable function if it has a compact support and satisfies a two-scale refinement equation

$$
\begin{equation*}
\varphi(x)=\sum_{k=0}^{N} c_{k} \varphi(2 x-k) \tag{1}
\end{equation*}
$$

It was shown in [DL1] that any refinement equation has at most one compactly supported $L_{1}$-solution up to normalization. This solution, if it exists at all, has its support in the segment $[0, N][\mathrm{DD}],[\mathrm{DL} 1]$. A necessary condition for the existence of this solution is $\sum c_{k}=2^{r}$ for some natural $r$. Moreover, it is sufficient to consider only the main case

$$
\begin{equation*}
\sum_{k} c_{k}=2, \quad \int \varphi(x) d x=1 \tag{2}
\end{equation*}
$$

[^63]because the other cases can be reduced to (2) by integration of the refinable function and a suitable normalization [DL1]. Thus we consider (1) and assume below that condition (2) is satisfied.

The existence and regularity of refinable functions have been studied by many authors in great detail [DL1], [DL2], [CH], [HC], [CDM], [LW], [V].

In much of the literature this problem is investigated by the frequency domain approach, i.e., by considering the Fourier transform of (1)

$$
\begin{equation*}
\widehat{\varphi}(\xi)=m_{0}\left(\frac{\xi}{2}\right) \widehat{\varphi}\left(\frac{\xi}{2}\right) \tag{3}
\end{equation*}
$$

where the trigonometric polynomial $m_{0}(\xi)=\frac{1}{2} \sum_{k=0}^{N} c_{k} e^{-i \xi k}$ is the mask of the equation. Another approach, which uses linear algebraic tools in the time domain, has also been successfully applied [DL2], [CH], [CDM], [W1], [W2]. This approach is based on the fact that values of a continuous refinable function $\varphi(x)$ can be calculated consequently at all dyadic points. An explicit formula for $\varphi(x)$ can be expressed by infinite products of the two special matrices $T_{0}$ and $T_{1}$ (see [DL1], [CH] or formulas (21) and (22) in this paper). In the case $\varphi \in L_{p}$ the calculation of $\varphi(x)$ at dyadic points is replaced by the calculation of integrals of $\varphi$ over the dyadic intervals (see [LW], [W2], or formula (23)). The existence and smoothness of solutions are studied by properties of corresponding linear operators (see [DL1] for details).

Many of the works on refinable functions deal with the one special case (the case of complete sum rules). Namely, if we study $L$ times differentiable solutions of (1), then we assume that the coefficients $\left\{c_{k}\right\}$ satisfy the sum rules of order $L$, i.e., the following $L+1$ conditions:

$$
\begin{equation*}
m_{0}^{(n)}(\pi)=\frac{1}{2} \sum_{k}(-1)^{k} k^{n} c_{k}=0, \quad n=0, \ldots, L \tag{4}
\end{equation*}
$$

In particular the first sum rule

$$
\begin{equation*}
\sum_{k} c_{2 k}=\sum_{k} c_{2 k+1}=1 \tag{5}
\end{equation*}
$$

has been assumed in almost all papers devoted to continuous or $L_{1}$-solutions of (1). The sum rules, which were elaborated in [DL1] and [CDM], simplify many problems on refinable functions. In the frequency domain approach the sum rules make it possible to reduce the mask of the equation to the form

$$
m_{0}(\xi)=\left(\frac{1+e^{-i \xi}}{2}\right)^{L+1} q(\xi)
$$

and then analyze the smoothness of refinable function by estimating the polynomial $q(\xi)$. This method was applied in [DD], [D]. In the time domain approach the sum rules allow us to obtain very explicit expressions for the common eigenspaces of operators $T_{0}$ and $T_{1}$ and actually to reduce these operators to a block-diagonal form [DL2], [HC].

A quite different approach to the study of refinement equations was proposed in the works of Herve [He1], [He2] and of Cohen and Daubechies [CD2]. These works deal with refinement equations with infinitely many terms

$$
\begin{equation*}
\varphi(x)=\sum_{k \in \mathbb{Z}} c_{k} \varphi(2 x-k) \tag{6}
\end{equation*}
$$

under the exponential decay assumption on the coefficients $\left\{c_{k}\right\}$ :

$$
\begin{equation*}
\left|c_{k}\right|<C e^{-\gamma|k|}, \quad k \in \mathbb{Z} \tag{7}
\end{equation*}
$$

for some constants $\gamma>0, C>0$. The technique based on the study of spectral properties of the transfer operator made it possible to obtain very sharp information for the Sobolev regularity of solution of (6). These results were also obtained for the case of holding sum rules: $m_{0}^{(n)}(\pi)=0, n=0, \ldots, L$, where $m_{0}(\xi)=\frac{1}{2} \sum_{k} e^{-i \xi k}$ is the mask of the equation. The estimation of the Sobolev exponent established in [He1], [He2], and [CD2] actually depends on the order $L$ of sum rules.

In addition, a lot of interesting results on local regularity [DL2], fractal properties [W2], [DL2], and $L^{2}$-regularity [LW], [CD1] of refinable functions were obtained for the case when sum rules (4) hold. However, this is just a particular, although very important, case of refinement equations. The sum rules are not necessary for the existence of smooth refinable functions. Corresponding examples are well known [DL2], [CDM]. For instance, the equation

$$
\begin{equation*}
\varphi(x)=\frac{1}{3} \varphi(2 x)+\frac{2}{3} \varphi(2 x-1)+\frac{1}{3} \varphi(2 x-2)+\frac{2}{3} \varphi(2 x-3) \tag{8}
\end{equation*}
$$

has a continuous compactly supported solution (see $[\mathrm{P}]$ ); nevertheless, none of the sum rules holds. Moreover, as we shall see in section 4, there are a lot of refinement equations without the sum rules that have, nevertheless, "good" smooth solutions. However, all attempts to get rid of the sum rules and consider the general case have always significantly complicated the problem. The estimations of regularity of refinable functions obtained in the works [D], [DL2], [DD], [He2], [Hu], [CD2] depend on the order of sum rules that hold for corresponding refinement equations. As a rule the results obtained for the case of complete sum rules are much sharper than the results in the general case. Now let us formulate the following questions.

Question 1. Is the case of complete sum rules a very special case in the theory of refinement equations? Is it possible to extend the results mentioned above from this case to all refinable functions?

Question 2. Why do all the most interesting examples of refinement equations which have ever appeared in applications satisfy the sum rules? Can refinement equations without sum rules be useful in applications?

Question 3. How to obtain necessary conditions for the existence of smooth solutions of refinement equations that would be sharp in some sense?

In the next section we formulate the "theorems of reduction." Then we discuss each of these questions. Questions 2 and 3 have been considered in the literature, and some important results were obtained. We will mention them in the next section.
2. Theorems of reduction. Denote, as usual, by $C^{L}(\mathbb{R}), L \geq 0$ the space of $L$ times continuously differentiable functions. Let $C^{0}(\mathbb{R})$ denote the space $C(\mathbb{R})$; let $W_{p}^{L}(\mathbb{R}), L \geq 0, p \in[1, \infty]$ denote the Sobolev space (the space of functions whose $L$ th derivatives are in $L^{p}(\mathbb{R})$ ), and let $W_{p}^{0}(\mathbb{R})$ denote the space $L^{p}(\mathbb{R})$. Let us denote by $\Pi_{L}$ the space of polynomials of degree at most $L$. For a compactly supported function $\varphi(x)$ denote by $\mathcal{V}_{\varphi}$ the space that is spanned by integer translates of the function $\varphi$, i.e.,

$$
\mathcal{V}_{\varphi}=\left\{\sum_{k \in \mathbb{Z}} \lambda_{k} \varphi(x-k), \quad \lambda_{k} \in \mathbb{C}\right\}
$$

Now consider an arbitrary function $f \in C(\mathbb{R})$. Let $L$ be the maximal integer such that $f \in C^{L}(\mathbb{R})$. Then the Hölder exponent of this function is $L+\beta_{m}$, where $\beta_{m}$ is the supremum of the values $\beta$ such that for some constant $C(\beta)$ the inequality $\left\|f^{(L)}(x+y)-f^{(L)}(x)\right\|_{C(\mathbb{R})} \leq C(\beta)|y|^{\beta}$ holds for any $y \in \mathbb{R}$. The Hölder exponent in the space $W_{p}^{L}$ is defined as above by the substitution of $L^{p}(\mathbb{R})$ instead of $C(\mathbb{R})$. The Sobolev exponent $s_{p}$ of a function $\varphi(x)$ is defined for any $p \in[1,+\infty)$ as

$$
s_{p}(\varphi)=\sup \left\{\left.s \in \mathbb{R}\left|\int_{\mathbb{R}}\right| \widehat{\varphi}(\xi)\right|^{p}\left(1+|\xi|^{p s}\right) d \xi<\infty\right\}
$$

We say that two functions have equal smoothness if both the following conditions are satisfied:
(1) These functions belong to the same functional space ( $C^{L}$ or $W_{p}^{L}$ ) and have equal Hölder exponents in that space.
(2) They have equal Sobolev exponent for any $p \geq 1$.

We also say that (6) (under conditions (2) and (7)) and its $L^{1}$-solution $\varphi(x)$ are reducible if for some integer $L \geq 0, \varphi \in W_{1}^{L}(\mathbb{R})$ (or $s_{p}(\varphi)>L$ for some $p \geq 1$ ) hold, and the sum rules of order $L$ do not hold, i.e., at least one of the $L+1$ conditions (4) is not satisfied.

The opposite case is said to be irreducible, or the case of complete sum rules. If we denote by $L_{\max }$ the maximal integer $L \geq 0$ such that $\varphi \in W_{1}^{L}(\mathbb{R})$ or $s_{p}(\varphi)>L$ for some $p \geq 1$, then we have the following:

A refinement equation and its $L^{1}$-solution are irreducible if and only if sum rules of order $L_{\text {max }}$ hold.

Now we formulate the first theorem of reduction.
Theorem 1 (the case of finitely many terms). For any reducible solution $\varphi(x)$ of (1) there exist a constant $\theta \in \mathbb{R}$ and a function $\psi(x)$ such that the following hold:
(1) $\theta=\frac{\pi(2 l+1)}{2^{n}}$ for some $n \in\{0, \ldots, N-2\}$ and $l \in\left\{0, \ldots, 2^{n}-1\right\}$. Moreover, $\frac{\theta}{2}$ and $\frac{\theta}{2}+\pi$ are roots of the equation $m_{0}(\xi)=0$.
(2) $\varphi(x)=\psi(x)-e^{i \theta} \psi(x-1)$.
(3) $\operatorname{supp} \psi(x) \subset[0, N-1]$.
(4) The function $\psi(x)$ satisfies the refinement equation

$$
\psi(x)=\sum_{k=0}^{N-1} \tilde{c}_{k} \psi(2 x-k)
$$

where $\tilde{c}_{k}$ are coefficients of the polynomial

$$
\sum_{k=0}^{N-1} \tilde{c}_{k} e^{-i \xi k}=2 \tilde{m}_{0}(\xi)=2 \frac{m_{0}(\xi)\left(1-e^{i(\theta-\xi)}\right)}{1-e^{i(\theta-2 \xi)}}
$$

(5) The functions $\varphi$ and $\psi$ have an equal smoothness.
(6) $\mathcal{V}_{\varphi}=\mathcal{V}_{\psi}$.

Thus it is possible to pass from every reducible equation to an equation with complete sum rules by at most $N-1$ steps of reduction. Each step can be realized easily by exhaustion of a finite number of values $\theta$ (item 1 of Theorem 1). Furthermore, this passage preserves the smoothness of function and decreases the order of equation. Therefore, (in relation to Question 1) the case of complete sum rules is not particular but rather general. The results about the existence and smoothness of refinable
functions can be extended from the case of complete sum rules to all refinable functions without any difficulty.

To generalize this result to refinement equations with infinitely many terms we formulate the second theorem of reduction. We consider (6) and assume that there exist constants $\gamma, C>0$ such that the fast decay condition (7) is satisfied. Also we assume as before conditions (2).

THEOREM 2. Suppose $\varphi(x)$ is an $L^{1}$-solution of a reducible refinement equation (6); then there exist a constant $\theta \in \mathbb{R}$ and a function $\psi(x)$ such that the following hold:
(1) $\theta=\frac{\pi(2 l+1)}{2^{n}}$ for some integers $n \geq 0$ and $l \in\left\{0, \ldots, 2^{n}-1\right\}$. Moreover, the numbers $\frac{\theta}{2}$ and $\frac{\theta}{2}+\pi$ are roots of the equation $m_{0}(\xi)=0$.
(2) $\varphi(x)=\psi(x)-e^{i \theta} \psi(x-1)$.
(3) The function $\psi(x)$ satisfies the refinement equation

$$
\psi(x)=\sum_{k \in \mathbb{Z}} \tilde{c}_{k} \psi(2 x-k)
$$

where the coefficients $\tilde{c}_{k}$ are defined from the equality

$$
\sum_{k \in \mathbb{Z}} \tilde{c}_{k} e^{-i \xi k}=2 \tilde{m}_{0}(\xi)=2 \frac{m_{0}(\xi)\left(1-e^{i(\theta-\xi)}\right)}{1-e^{i(\theta-2 \xi)}}
$$

(4) The functions $\varphi$ and $\psi$ have an equal smoothness.

Condition (7) implies that the mask $m_{0}$ of (6) is holomorphic in the strip $\Gamma=$ $\{\xi \in \mathbb{C},|\operatorname{Im} \xi|<\gamma\}$. Therefore the mask has at most finitely many zeros on the segment $[0,2 \pi]$. Thus, it is possible to pass from every refinement equation having a smooth solution to an irreducible equation by finitely many steps of reduction. So the technique, which was developed in the works [He1], [He2], and [CD2] (to estimate the Sobolev regularity of solutions of (6) in terms of the spectral radius of the corresponding transfer operator), is extended from the case of complete sum rules to the general case. Let us also note that Theorem 2 can be formulated without the assumption $\varphi \in L^{1}(\mathbb{R})$ (Remark 1). On the other hand, the exponential decay assumption (condition (7)) is essential for Theorem 2 to hold (Remark 9).

Question 2 has been discussed in the literature. In particular it was shown in [DGL2] that the first sum rule (condition (5)) is necessary for the convergence of subdivision scheme or, in other terms, for convergence of the cascade algorithm to a continuous refinable function. In section 6 we shall obtain a sharp necessary condition for a cascade algorithm to converge to a $C^{L}$-refinable function (Corollaries 7 and 8). Another result of that section reduces the problem of convergence of cascade algorithms from the general case to the case of complete sum rules (Proposition 2).

The sum rules have also found applications in the study of wavelets. Daubechies in [D] proved that the sum rules of order $L$ are necessary for the orthogonality of wavelets constructed by refinable functions from $C^{L}$. Then Villemoes [V] showed that the first sum rule is necessary for refinable functions to possess the Riesz basis property in $L^{2}$. In section 4 we supplement these results. Namely we prove that for any $p \in[1, \infty]$ the sum rules of order $L$ are necessary for a refinable function from $W_{p}^{L}$ to possess the Riesz basis property in $L^{p}$ (Corollary 3). This means in particular that integer translates of a reducible function cannot form a multiresolution analysis (see [C] for definitions).

We next make several comments about Question 3. Some necessary conditions for the existence of a $W_{p}^{L}$-solution of refinement equation were discussed in $[\mathrm{CH}]$, [W1]
(the condition in terms of the joint spectral radius), and in [CDM] (the condition in terms of the geometric mean). We shall obtain a condition on zeros of polynomial $m_{0}(\xi)$ (Corollary 1) that can be easily verified for a given refinement equation (Remark 3). This condition is sharp in the sense that all its cases are realized (Corollary 2 ).

The other results of this paper concern the polynomial space spanned by integer translates of refinable function (Theorem 3) and special properties of the linear operators $T_{0}$ and $T_{1}$ associated to a reducible refinement equation (section 5 ).
3. Proof of Theorems 1 and 2. The proof will be split into several lemmas.

Lemma 1. Suppose a function $\varphi(x)$ is an $L^{1}$-solution of (6) such that $\varphi \in W_{1}^{L}(\mathbb{R})$ or $s_{p}(\varphi)>L$, where $L \geq 0, p \geq 1$; then

$$
\begin{equation*}
\widehat{\varphi}^{(r)}(2 \pi n)=0 \tag{9}
\end{equation*}
$$

for every $n \in \mathbb{Z} \backslash\{0\}$ and $r=0, \ldots, L$.
Proof. It follows from condition (7) that the function $m_{0}(\xi)$ is holomorphic in the strip $\Gamma=\{\xi \in \mathbb{C}, \quad|\operatorname{Im} \xi|<\gamma\}$. Further, by iterating equality (3) $k$ times $(k \geq 1)$ we obtain

$$
\begin{equation*}
\widehat{\varphi}(\xi)=\widehat{\varphi}\left(\frac{\xi}{2^{k}}\right) \prod_{l=1}^{k} m_{0}\left(\frac{\xi}{2^{l}}\right) \tag{10}
\end{equation*}
$$

It follows from (2) that $m_{0}(0)=1$, hence the product $\prod_{l=1}^{k} m_{0}\left(\frac{\xi}{2^{l}}\right)$ converges uniformly in every compact subset of $\Gamma$ as $k \rightarrow \infty$. This shows that the function $\widehat{\varphi}(\xi)$ is holomorphic in $\Gamma$. Now if we recall that $\widehat{\varphi}(0)=1$ (condition (2)), we obtain

$$
\begin{equation*}
\widehat{\varphi}(\xi)=\prod_{l=1}^{\infty} m_{0}\left(\frac{\xi}{2^{l}}\right), \quad \xi \in \Gamma \tag{11}
\end{equation*}
$$

(This is a well-known formula of solutions of refinement equations; see [D].)
Further, take arbitrary $\varepsilon \in(0, \min \{\gamma, 2 \pi\})$ such that $\widehat{\varphi}(\xi)$ does not vanish in the disk $\Omega_{\varepsilon}=\{\xi \in \mathbb{C},|\xi|<\varepsilon\}$. Take also a $\delta \in[0, \varepsilon)$ and integers $n \neq 0, k \geq 1$. Substituting $2^{k+1} \pi n+\delta$ for $\xi$ in (10), we get

$$
\widehat{\varphi}\left(2 \pi n 2^{k}+\delta\right)=\widehat{\varphi}\left(2 \pi n+\frac{\delta}{2^{k}}\right) \prod_{l=1}^{k} m_{0}\left(2 \pi n 2^{k-l}+\frac{\delta}{2^{l}}\right)=\widehat{\varphi}\left(2 \pi n+\frac{\delta}{2^{k}}\right) \prod_{l=1}^{k} m_{0}\left(\frac{\delta}{2^{l}}\right)
$$

It follows from (10) that there is a constant $C_{\varepsilon}>0$ such that the inequality

$$
\inf _{z \in \Omega_{\varepsilon}}\left|\prod_{l=1}^{k} m_{0}\left(\frac{z}{2^{l}}\right)\right|>C_{\varepsilon}
$$

holds for all $k \geq 1$. Therefore,

$$
\begin{equation*}
\left|\widehat{\varphi}\left(2 \pi n 2^{k}+\delta\right)\right|>C_{\varepsilon}\left|\widehat{\varphi}\left(2 \pi n+\delta 2^{-k}\right)\right| \tag{12}
\end{equation*}
$$

Now suppose that $\varphi(x)$ is in $W_{1}^{L}(\mathbb{R})$; then $\xi^{L} \widehat{\varphi}(\xi) \rightarrow 0$ as $\xi \rightarrow \infty$ along the real axis. Combining this and (12) we see that for any $\delta \in[0, \varepsilon)$

$$
\left(2 \pi n 2^{k}+\delta\right)^{L} \widehat{\varphi}\left(2 \pi n+\frac{\delta}{2^{k}}\right) \rightarrow 0 \text { as } k \rightarrow \infty
$$

Hence the function $\widehat{\varphi}(\xi)$ has zero of order at least $L+1$ at the point $\xi=2 \pi n$. This proves Lemma 1 in the case $\varphi \in W_{1}^{L}$.

In the case $s_{p}>L$ we have $\int|\widehat{\varphi}(\xi)|^{p}\left(1+|\xi|^{p L}\right) \mid d \xi<\infty$. On the other hand,

$$
\begin{gathered}
\left.\int|\widehat{\varphi}(\xi)|^{p}\left(1+|\xi|^{p L}\right)\left|d \xi \geq \sum_{k \in \mathbb{N}} \int_{\varepsilon / 2}^{\varepsilon}\right| \widehat{\varphi}\left(2 \pi n 2^{k}+\delta\right)\right|^{p}\left(1+\left|\left(2 \pi n 2^{k}+\delta\right)\right|^{p L}\right) d \delta \\
>\sum_{k \in \mathbb{N}} C_{\varepsilon} \int_{\varepsilon / 2}^{\varepsilon}\left|\widehat{\varphi}\left(2 \pi n+\delta 2^{-k}\right)\right|^{p}\left(1+\left|\left(2 \pi n 2^{k}+\delta\right)\right|^{p L}\right) d \delta
\end{gathered}
$$

Since this series converges, we see that

$$
\int_{\varepsilon / 2}^{\varepsilon}\left|\widehat{\varphi}\left(2 \pi n+\delta 2^{-k}\right)\right|^{p}\left(1+\left|\left(2 \pi n 2^{k}+\delta\right)\right|^{p L}\right) d \delta \rightarrow 0 \text { as } k \rightarrow \infty
$$

Applying the mean value theorem, we get

$$
\left|\widehat{\varphi}\left(2 \pi n+\eta_{k} 2^{-k}\right)\right|^{p}\left(1+\left|\left(2 \pi n 2^{k}+\eta_{k}\right)\right|^{p L}\right) \rightarrow 0 \quad \text { as } k \rightarrow \infty
$$

where $\eta_{k} \in(\varepsilon / 2, \varepsilon)$. This implies that the function $\widehat{\varphi}(\xi)$ has zero of order at least $L+1$ at the point $\xi=2 \pi n$. Lemma 1 is proved.

Before we formulate the next lemma let us introduce some notation.
Consider a binary tree. The vertex of the tree is said to be an $n$th level vertex if its distance to the root of the tree is equal to $n$. The root has level 0 . To every vertex of the tree we shall associate a number as follows: put $\pi$ at the root, then put $\frac{\pi}{2}$ and $\frac{3 \pi}{2}$ at the vertices on the first level. Let the number $\alpha$ be associated to a vertex on the $n$th level; then the numbers $\alpha / 2$ and $\alpha / 2+\pi$ are associated to its neighbors on the $(n+1)$ st level. Thus there are the numbers

$$
\frac{\pi(2 l+1)}{2^{n}}, \quad l=0, \ldots, 2^{n}-1
$$

on the $n$th level of the tree. For convenience we shall identify a vertex and the corresponding number. We shall call a family of vertices (or numbers) $\mathcal{A}$ a minimal cut set (of the tree) if every infinite path (all the paths are without backtracking) starting at the root of the tree includes exactly one element of $\mathcal{A}$. For instance a one-element set $\mathcal{A}=\{$ root $\}=\{\pi\}$ is a minimal cut set. It is easily shown that every minimal cut set is finite. We define the type of the set $\mathcal{A}$ to be the maximal level of its elements.

Definition 1. We say that (6) satisfies the condition of order $L(L \geq 0)$ if there exist $L+1$ minimal cut sets of the tree $\mathcal{A}_{0}, \ldots, \mathcal{A}_{L}$, perhaps intersecting, such that the polynomial $\prod_{k=0}^{L} \prod_{\alpha \in \mathcal{A}_{k}}\left(1-e^{i(\alpha-\xi)}\right)$ is a divisor of the mask $m_{0}(\xi)$.

In other words, all the sets $\mathcal{A}_{0}, \ldots, \mathcal{A}_{L}$ consist of roots of the mask $m_{0}(\xi)$ and if a vertex $\alpha$ belongs to $k$ sets simultaneously $(k \geq 1)$, then $\alpha$ is a root of $m(\xi)$ with multiplicity at least $k$.

It is easy to see that the condition of order $L$ is equivalent to the following one: every infinite path $\alpha_{0} \rightarrow \alpha_{1} \rightarrow \cdots$ starting at the root of the tree includes at least $L+1$ zeros of the function $m_{0}(\xi)$ (counting with multiplicity).

Lemma 2. An $L^{1}$-solution $\varphi(\xi)$ of refinement equation (6) satisfies the equality (9) for every $n \in \mathbb{Z} \backslash\{0\}$ and $r=0, \ldots, L$ if and only if this equation satisfies the condition of order $L$.

Proof. Suppose the function $\varphi(\xi)$ satisfies condition (9) for every $n \in \mathbb{Z} \backslash\{0\}$ and $r=0, \ldots, L$. Take any infinite path $\pi=\alpha_{0} \rightarrow \alpha_{1} \rightarrow \cdots$. Since $\widehat{\varphi}(\xi)$ is holomorphic in the strip $\Gamma$ (see the proof of Lemma 1) it follows that there exists an integer $k \geq 2$ such that $\widehat{\varphi}\left(\alpha_{k-1}\right) \neq 0$. Then equality (10) yields

$$
\widehat{\varphi}\left(2^{k} \alpha_{k-1}\right)=\widehat{\varphi}\left(\alpha_{k-1}\right) \prod_{l=1}^{k} m_{0}\left(2^{k-l} \alpha_{k-1}\right)=\widehat{\varphi}\left(\alpha_{k-1}\right) \prod_{t=0}^{k-1} m_{0}\left(\alpha_{t}\right)
$$

Since $2^{k} \alpha_{k-1}=2 \pi n$ for some integer $n \neq 0$, it follows that the function $\widehat{\varphi}(\xi)$ has zero of order at least $L+1$ at the point $2^{k} \alpha_{k-1}$. Consequently the set $\left\{\alpha_{0}, \ldots, \alpha_{k-1}\right\}$ contains at least $L+1$ roots of the mask $m_{0}(\xi)$ (counting with multiplicity). So every infinite path starting at the root of the tree includes at least $L+1$ zeros of $m_{0}$. Hence the condition of order $L$ is satisfied.

Conversely, suppose (6) has an $L^{1}$-solution $\varphi(x)$ and satisfies the condition of order $L$ for some $L \geq 0$. Take any nonzero integer $n$. Let $n=2^{k} n_{1}$, where $n_{1}$ is an odd integer. If we replace $\xi$ by $2 \pi n$ in (11) we obtain

$$
\widehat{\varphi}(2 \pi n)=\prod_{l=1}^{\infty} m_{0}\left(2 \pi n 2^{-l}\right)=m_{0}(0)^{k} \prod_{t=0}^{\infty} m_{0}\left(\pi n_{1} 2^{-t}\right)=\prod_{t=0}^{\infty} m_{0}\left(\alpha_{t}\right)
$$

where $\alpha_{t}$ is a vertex of the tree such that $\alpha_{t} \equiv \pi n_{1} 2^{-t}(\bmod 2 \pi)$. It follows from the condition of order $L$ that the infinite path $\pi=\alpha_{0} \rightarrow \alpha_{1} \rightarrow \cdots$ includes at least $L+1$ zeros of $m_{0}(\xi)$ (counting with multiplicity). Hence the point $2 \pi n$ is a zero of $\widehat{\varphi}(\xi)$ of order at least $L+1$; this completes the proof of Lemma 2.

Lemmas 1 and 2 imply the following statement: if (6) has an $L^{1}$-solution $\varphi$ such that $\varphi \in W_{1}^{L}(\mathbb{R})$ or $s_{p}(\varphi)>L$, then this equation satisfies the condition of order $L$. Thus there are $L+1$ minimal cut sets $\mathcal{A}_{0}, \ldots, \mathcal{A}_{L}$ consisting of roots of equation $m_{0}(\xi)=0$. If all these sets are trivial, i.e., $\mathcal{A}_{0}=\cdots=\mathcal{A}_{L}=\{\pi\}$, then the sum rules of order $L$ hold. Otherwise, if (6) is reducible, then at least one of the sets $\mathcal{A}_{0}, \ldots, \mathcal{A}_{L}$ consists of more than one element. Let $\mathcal{A}_{0}$ be such a set. Then there is a vertex $\theta$ of the tree such that both vertices $\frac{\theta}{2}$ and $\frac{\theta}{2}+\pi$ belong to $\mathcal{A}_{0}$. It is clear that $\theta$ has a form $\theta=\pi(2 l+1) 2^{-n}$, where $n \geq 0$ is an integer and $l \in\left\{0, \ldots, 2^{n}-1\right\}$. Furthermore, in the case of finitely many terms (equation (1)) we have $n \leq N-2$. Indeed, since the polynomial $m_{0}(\xi)$ has at most $N$ zeros on the interval $(0,2 \pi)$, we see that $\operatorname{Card} \mathcal{A}_{0} \leq N$ and hence the type of $\mathcal{A}_{0}$ is at most $N-1$. So the level of the vertex $\theta$ is at most $N-2$. This proves item 1 of Theorems 1 and 2. If we prove the next lemma, then the proof of Theorem 2 will be completed.

Lemma 3. Let $\varphi(x)$ be an $L^{1}$-solution of (6). For any $\alpha \in \mathbb{R}$ such that $m_{0}\left(\frac{\alpha}{2}\right)=$ $m_{0}\left(\frac{\alpha}{2}+\pi\right)=0$, there exists a function $\psi(x)$ such that the following hold:
(a) $\varphi(x)=\psi(x)-e^{i \alpha} \psi(x-1)$.
(b) The function $\psi(x)$ satisfies the refinement equation

$$
\psi(x)=\sum_{k \in \mathbb{Z}} \tilde{c}_{k} \psi(2 x-k)
$$

where $\tilde{c}_{k}$ are defined by the equality

$$
\sum_{k \in \mathbb{Z}} \tilde{c}_{k} e^{-i \xi k}=2 \tilde{m}_{0}(\xi)=2 \frac{m_{0}(\xi)\left(1-e^{i(\alpha-\xi)}\right)}{1-e^{i(\alpha-2 \xi)}}
$$

(c) The functions $\varphi$ and $\psi$ have equal smoothness.

Proof. Since $\frac{\alpha}{2}$ and $\frac{\alpha}{2}+\pi$ are roots of the mask $m_{0}(\xi)$, it follows that the function

$$
p(\xi)=\sum_{k \in \mathbb{Z}} p_{k} e^{-i k \xi}=\frac{m_{0}(\xi)}{1-e^{i(\alpha-2 \xi)}}
$$

is holomorphic in the strip $\Gamma$ as well as $m_{0}(\xi)$ (see the proof of Lemma 1). Therefore the Fourier coefficients $\left\{p_{k}\right\}$ have an exponential decay. Let us define a function $\psi$ by the equality

$$
\begin{equation*}
\psi(x)=\sum_{k \in \mathbb{Z}} p_{k} \varphi(2 x-k) \tag{13}
\end{equation*}
$$

It follows easily that $\psi$ is in $L^{1}(\mathbb{R})$ as well as $\varphi$. Further, the Fourier transform of both sides of (13) yields

$$
\begin{equation*}
\widehat{\psi}(\xi)=\widehat{\varphi}(\xi / 2) p(\xi / 2) \tag{14}
\end{equation*}
$$

Hence,

$$
\widehat{\varphi}(\xi)=\widehat{\varphi}(\xi / 2) m_{0}(\xi / 2)=\widehat{\varphi}(\xi / 2) p(\xi / 2)\left(1-e^{i(\alpha-\xi)}\right)=\widehat{\psi}(\xi)\left(1-e^{i(\alpha-\xi)}\right)
$$

Thus,

$$
\begin{equation*}
\widehat{\varphi}(\xi)=\widehat{\psi}(\xi)\left(1-e^{i(\alpha-\xi)}\right) \tag{15}
\end{equation*}
$$

The last equality implies that

$$
\begin{equation*}
\varphi(x)=\psi(x)-e^{i \alpha} \psi(x-1) \tag{16}
\end{equation*}
$$

Since the coefficients $\left\{p_{k}\right\}$ have an exponential decay we see that transfer (13) from the function $\varphi$ to $\psi$ does not decrease the smoothness of function nor does inverse transfer (16). This yields that $\varphi$ and $\psi$ have an equal smoothness. By the same argument we obtain from formulas (14) and (15) that $\varphi$ and $\psi$ have an equal Sobolev regularity. Furthermore, using (14) and (15) we have

$$
\begin{aligned}
& \widehat{\psi}(\xi)=\widehat{\varphi}(\xi / 2) p(\xi / 2)=\widehat{\psi}(\xi / 2) p(\xi / 2)\left(1-e^{i(\alpha-\xi / 2)}\right) \\
& =\frac{\widehat{\psi}(\xi / 2) m_{0}(\xi / 2)\left(1-e^{i(\alpha-\xi / 2)}\right)}{1-e^{i(\alpha-\xi)}}=\widehat{\psi}(\xi / 2) \tilde{m}_{0}(\xi / 2)
\end{aligned}
$$

Now taking the inverse Fourier transform we obtain

$$
\psi(x)=\sum_{k \in \mathbb{Z}} \tilde{c}_{k} \psi(2 x-k)
$$

So the function $\psi$ satisfies the refinement equation with the coefficients $\left\{\tilde{c}_{k}\right\}$. Lemma 3 is proved. This completes the proof of Theorem 2.

Now to conclude the proof of Theorem 1 it remains to establish the additional properties of the function $\psi$ for the case of finitely many terms (see (1)). Since in this case the mask $m_{0}(\xi)$ is a polynomial of degree $N$, we see that $p(\xi)$ and $\tilde{m}_{0}(\xi)$ are
polynomials of degree $N-2$ and $N-1$, respectively. Therefore formula (13) can be rewritten for this case as follows:

$$
\begin{equation*}
\psi(x)=\sum_{k=0}^{N-2} p_{k} \varphi(2 x-k) \tag{17}
\end{equation*}
$$

We also rewrite the refinement equation for $\psi$ :

$$
\psi(x)=\sum_{k=0}^{N-1} \tilde{c}_{k} \psi(2 x-k)
$$

Since supp $\varphi=[0, N]$ (see the introduction) it immediately follows from (17) that $\operatorname{supp} \psi=[0, N-1]$. Thus in the case of finitely many terms, passing from $\varphi$ to $\psi$ decreases the order of equation and the support of function. Further, it follows from formula (16) that $\mathcal{V}_{\psi} \subset \mathcal{V}_{\varphi}$. On the other hand the inverse transform to (16) is

$$
\psi(x)=\sum_{k=0}^{+\infty} e^{i \alpha k} \varphi(x-k)
$$

This implies that $\mathcal{V}_{\varphi} \subset \mathcal{V}_{\psi}$. Thus $\mathcal{V}_{\varphi}=\mathcal{V}_{\psi}$, which completes the proof of Theorem 1. $\square$

Remark 1. Let us note that we actually used the condition $\varphi \in L^{1}(\mathbb{R})$ only in the proof of formula (11). So it is possible to formulate Theorem 2 in another way, without the assumption $\varphi \in L^{1}(\mathbb{R})$. Namely, we can define a solution $\varphi$ of (6) (as in the works $[\mathrm{He} 2]$ and [CD2]) from equality (11). If the inverse Fourier transform of (11) is a regular reducible function, then Theorem 2 still holds.

Remark 2. The passage from refinement equation with mask $m_{0}(\xi)$ to the equation with mask $\tilde{m}_{0}(\xi)=\frac{m_{0}(\xi)\left(1-e^{i(\alpha-\xi)}\right)}{1-e^{i(\alpha-2 \xi)}}$ is said to be the transfer to the previous level. This operation is defined for a mask $m_{0}$ if and only if $m_{0}\left(\frac{\alpha}{2}\right)=m_{0}\left(\frac{\alpha}{2}+\pi\right)=0$. The inverse passage, which is defined for a mask $\tilde{m}_{0}$ satisfying $\tilde{m}_{0}(\alpha)=0$, is said to be correspondingly the transfer to the next level. It follows from Lemma 3 that the smoothness of refinable function is stable with respect to both these operations. If $\alpha$ is a vertex of the tree, then the transfer to the next level is, in fact, the passage from $\alpha$ to the next level vertices $\frac{\alpha}{2}$ and $\frac{\alpha}{2}+\pi$. This justifies our terminology. In particular, the decomposition of a reducible function by Theorem 2 is actually a transfer to the previous level.

## 4. Some conclusions.

Corollary 1 (a necessary condition in terms of roots of the mask). If refinement equation (6) has an $L^{1}$-solution that belongs to the space $W_{1}^{L}, L \geq 0$, then condition of order $L$ is satisfied.

Proof. This follows from Lemmas 1 and 2.
Remark 3. In the case of finitely many terms it is quite easy to verify this necessary condition for a given refinement equation. It is sufficient to look over all the numbers of form $\pi q 2^{-l}, q \in\left\{1, \ldots, 2^{l+1}-1\right\}, 0 \leq l \leq N-L-1(N$ is the order of the equation), and put those of them that are roots of the polynomial $m_{0}(\xi)$ onto the tree. Here the multiplicity of any vertex is said to be equal to the multiplicity of the corresponding root of $m_{0}$. If this family of vertices has at least $L+1$ common elements (counting with multiplicity) with each infinite path from the root then the condition of order $L$ is satisfied.

Corollary 2 (unimprovability of the necessary condition). For every family of minimal cut sets $\mathcal{A}_{0}, \ldots, \mathcal{A}_{L}$, refinement equation (1) of order $N=\sum_{k=0}^{L}$ Card $\mathcal{A}_{k}$ having the mask

$$
m_{0}(\xi)=\frac{1}{2^{L}} \prod_{k=0}^{L} \prod_{\alpha \in \mathcal{A}_{k}}\left(1-e^{i(\alpha-\xi)}\right)
$$

has a compactly supported $W_{\infty}^{L}$-solution.
Proof. Applying the transfer to the previous level (Remark 2) we can pass from the mask $m_{0}$ to the mask

$$
\tilde{m}_{0}(\xi)=\left(\frac{1-e^{i(\pi-\xi)}}{2}\right)^{L+1}
$$

after several steps. The solution of the corresponding refinement equation is the cardinal $B$-spline that belongs to $W_{\infty}^{L}$ (see, for instance, [Sc] or [DL1]).

Example 1. A necessary condition for the existence of $L_{1}$-solution of a refinement equation is the following:

There is a minimal cut set $\mathcal{A}_{0}$ that consists of roots of the mask.
Remark 4. It is quite surprising that for refinement equations with nonnegative coefficients the necessary condition from Example 1 is sufficient as well. This fact was proved in [W2] (for the case $\mathcal{A}_{0}=\{\pi\}$ ) and in [P] (for the case of arbitrary minimal cut set $\mathcal{A}_{0}$ ). Nevertheless, for $L \geq 1$ the condition of order $L$ is not sufficient for the existence of $W_{1}^{L}$-solutions even if all the coefficients of (1) are positive.

Remark 5. It follows from Lemmas 1 and 2 that the condition of order $L$ is also necessary for the property $s_{p}(\varphi)>L$, where $\varphi$ is an $L^{1}$-solution of corresponding refinement equation.

The next two corollaries concern the Riesz basis property and linear independence of integer translates of refinable functions.

The solution $\varphi$ of (1) is said to be $l_{p}$-stable $(1 \leq p \leq \infty)$ if $\varphi \in L_{p}(\mathbb{R})$ and there exist positive constants $A_{p}, B_{p}$ such that for any sequence $a=\left\{a_{k}\right\} \in l_{p}$,

$$
\begin{equation*}
A_{p}\|a\|_{p} \leq\left\|\sum_{k \in \mathbb{Z}} a_{k} \varphi(x-k)\right\|_{p} \leq B_{p}\|a\|_{p} \tag{18}
\end{equation*}
$$

in other words, the integer translates $\{\varphi(x-k), k \in \mathbb{Z}\}$ form a Riesz basis of the closure of their linear span in $L_{p}(\mathbb{R})$. This property is also called the Riesz basis property of the function $\varphi$.

The $l_{p}$-stability of solutions of refinement equations plays an essential role in the study of wavelets (see [Hu], [V], [C], [JW]). This property is also used in problems concerning the convergence of subdivision algorithms $[\mathrm{CDM}],[\mathrm{DM}]$ and in the study of stability of refinable functions for small perturbations of the coefficients $[\mathrm{H}]$. Several important results on $l_{p}$-stability were obtained in [V], [Z], [JW], [He3]. It is a wellknown fact that the first sum rule (equality (5)) is a necessary condition for $l_{p}$-stability in the case $p=2$ (see $[\mathrm{V}])$. The following statement generalizes this result to the sum rules of arbitrary order and to arbitrary $p \in[1, \infty]$.

Corollary 3. Every reducible refinable function is not $l_{p}$-stable for any $p \in$ $[1, \infty]$.

Proof. Theorem 1 implies that for any reducible equation there exists a number $\theta \in \mathbb{R}$ such that $m_{0}\left(\frac{\theta}{2}\right)=m_{0}\left(\frac{\theta}{2}+\pi\right)=0$. This equality contradicts the Riesz basis property [JW, Theorem 1].

Another important question in the study of refinable functions is linear independence of their integer translates (see $[\mathrm{CDM}],[\mathrm{C}],[\mathrm{JW}],[\mathrm{Z}]$ ). Theorem 1 yields the following result.

Corollary 4. Integer translates of any reducible function are linearly dependent.

Proof. We could again use the results of work [JW], but it is simpler to prove this corollary in another way. By Theorem 1 a reducible function $\varphi(x)$ can be decomposed into the sum $\varphi(x)=\psi(x)-e^{i \theta} \psi(x-1)$ for suitable $\theta$ and $\psi$. Whence,

$$
\sum_{k \in \mathbb{Z}} e^{i k \theta} \varphi(x-k)=\sum_{k \in \mathbb{Z}}\left(e^{i k \theta} \psi(x-k)-e^{i(k+1) \theta} \psi(x-k-1)\right)=0
$$

As we mentioned in section 2, a lot of previous results on the refinement equations, obtained for the case of complete sum rules, can be transferred by Theorem 1 to the general case without any change. We present one example.

Corollary 5. Any $W_{1}^{L}$-refinable function possesses the following property:

$$
\begin{equation*}
\sum_{k \in \mathbb{Z}}(x-k)^{r} \varphi(x-k)=\mathrm{const}, \quad r=0, \ldots, L \tag{19}
\end{equation*}
$$

Remark 6. In the case $L=0$ this statement was proved independently in [W1] and [CDM] (in that work the case of multivariate continuous refinable functions was considered).

Proof. This statement holds for equations that satisfy the sum rules (see [D]). Since the reduction by Theorem 1 preserves property (19) then this property holds for all refinable functions.

Corollaries 1 and 5 make it possible to obtain some information about a polynomial space which is spanned by integer translates of a refinable function. The problem is to construct necessary and sufficient conditions on a refinable function $\varphi$, which ensure that the space $\mathcal{V}_{\varphi}$ contains a given polynomial space. This problem has been studied in connection with subdivision algorithms (see [DyL] or [CDM] for many references). The work [CDM] contains a detailed multivariate discussion of this question. In particular it was shown that in the case when the integer translates $\{\varphi(x-k), k \in \mathbb{Z}\}$ are linearly independent, $\mathcal{V}_{\varphi}$ contains the space $\Pi_{L}$ if and only if the sum rules of order $L$ are satisfied. (Let us remember that we denote by $\Pi_{L}$ the space of polynomials of degree at most L.) In the general case (without the independence assumption) Theorem 9.1 in [CDM] yields several criteria for the inclusion $\Pi_{L} \subset \mathcal{V}_{\varphi}$ to hold. Now let us formulate another criterion (for the univariate case) that is simpler to apply. We claim that the condition $\Pi_{L} \subset \mathcal{V}_{\varphi}$ is equivalent to the condition of order $L$ (see Definition 1 ).

THEOREM 3. For any refinable function $\varphi(x)$ and for any integer $L \geq 0$ the following properties are equivalent:
(i) The mask of the corresponding refinement equation (1) satisfies the condition of order $L$;
(ii) equality (19) holds for every $r=0, \ldots, L$;
(iii) for every $r=0, \ldots, L$ the function $\sum_{k \in \mathbb{Z}} k^{r} \varphi(x-k)$ is a polynomial of degree $r$. The leading coefficient of this polynomial is equal to 1;
(iv) $\Pi_{L} \subset \mathcal{V}_{\varphi}$.

Proof. (i) $\Rightarrow$ (ii). The proof is the same as that of Corollary 5.
(ii) $\Rightarrow$ (iii). In the case $L=0$ equality (19) yields $\sum \varphi(x-k)=\int \varphi(x) d x=1$.

Now property (iii) can be easily established by induction with respect to the parameter $L$.
(iii) $\Rightarrow$ (iv). This is obvious.
(iv) $\Rightarrow$ (i). The property $\Pi_{L} \subset \mathcal{V}_{\varphi}$ implies that $\widehat{\varphi}^{(r)}(2 \pi n)=0$ for every
$n \in \mathbb{Z} \backslash\{0\}, r=0, \ldots, L([C D M$, Theorem 9.1]). Now we apply Lemma 2. This concludes the proof of Theorem 3 .

Remark 7. It was shown in [HC] (Proposition 4.13 of that work) that the sum rules of order $L$ are sufficient for a refinable function to possess property (iii). Theorem 3 generalizes this result.

Remark 8. Theorem 3 and Corollary 1 imply in particular that every $C^{L}$-refinable function possesses property (iv). This fact was first established in Theorem 8.3 of [CDM].

Remark 9. Note that the fast decay assumption (7) in the statement of Theorem 2 is essential. In general the second theorem of reduction does not hold for refinement equations with infinitely many terms. Namely, there is a refinement equation

$$
\begin{equation*}
\varphi(x)=\sum_{k \in \mathbb{Z}} c_{k} \varphi(2 x-k) \tag{20}
\end{equation*}
$$

that is reducible (it has a unique, up to normalization, $L_{1}$-solution $\varphi$ and does not satisfy the first sum rule (5)) and that possesses the following property:

If for some $\theta \in \mathbb{R}$ and $\psi \in L_{1}$ the decomposition

$$
\varphi(x)=\psi(x)-e^{i \theta} \psi(x-1)
$$

holds, then the function $\psi$ does not satisfy any refinement equation.
Moreover, the coefficients $\left\{c_{k}\right\}$ of (20) decrease faster than polynomially, i.e., $\sup _{k \in \mathbb{Z}}\left|c_{k} k^{l}\right|<\infty$ for all $l>0$. This example was constructed in $[\mathrm{P}]$. Thus the assumption of exponential decay in the statement of Theorem 2 cannot be replaced by one of polynomial decay.
5. The reducibility property on time domain. In this section we restrict ourselves to the case of finitely many terms (refer to (1)). Throughout this paper we use the Fourier transform technique on frequency domain. However, there is another approach in the study of refinement equations with finitely many terms. This approach is based on the use of finite-dimensional linear operators on the time domain. This leads in many aspects to sharper results on refinable functions than the Fourier transform method (see the introduction for references). The question arises whether anything special can be said about reducible refinement equations in terms of the time domain approach. Before we formulate the main result of this section let us recall some notation.

For a given refinement equation (1) consider the two linear operators $T_{0}$ and $T_{1}$ acting on $\mathbb{C}^{N}$ and defined by matrices as follows:

$$
\begin{equation*}
\left(T_{0}\right)_{k s}=c_{2 k-s-1}, \quad\left(T_{1}\right)_{k s}=c_{2 k-s} \tag{21}
\end{equation*}
$$

where $c_{l}$ is the coefficient of (1) if $l \in\{0,1, \ldots, N\}$ and $c_{l}=0$ otherwise.
Suppose (1) has an $L^{1}$-solution $\varphi(x)$. Then this solution is supported in the segment $[0, N]$ (see the introduction). Further, let us define a vector-function $v_{\varphi}$ :
$[0,1] \longrightarrow \mathbb{C}^{N}$ by equality

$$
v_{\varphi}(x)=(\varphi(x), \varphi(x+1), \ldots, \varphi(x+N-1))^{T}
$$

If $\varphi$ is a continuous function on $\mathbb{R}$, then for any dyadic $x \in[0,1]$ we have the formula

$$
\begin{equation*}
v_{\varphi}(x)=T_{d_{1}} \cdots T_{d_{q}} v_{\varphi}(0) \tag{22}
\end{equation*}
$$

Here $x=0 . d_{1} \cdots d_{q}$, the index $d_{j}(x)$ is the $j$ th digit in the binary expansion for $x$, and $v_{\varphi}(0)$ is an eigenvector of $T_{0}$ with the eigenvalue 1 (see [DL1], $[\mathrm{CH}]$ ).

Otherwise, if $\varphi(x)$ is not continuous, we can use another formula

$$
\begin{equation*}
\int_{x}^{x+2^{-q}} v_{\varphi}(x) d x=2^{-q} T_{d_{1}} \cdots T_{d_{q}}\left(\int_{0}^{1} v_{\varphi}(x) d x\right) \tag{23}
\end{equation*}
$$

instead of equality (22) (see [LW]). Now we are going to establish some special properties of the operators $T_{0}$ and $T_{1}$ in the case of reducible refinement equations.

First let us introduce some further notation. For a refinement equation denote by $\mathcal{B}$ the set of vertices of the tree that are roots of the mask of this equation. Further, denote by $\tilde{\mathcal{B}}$ the set of the vertices that are blocked by $\mathcal{B}$, i.e.,

$$
\alpha \in \tilde{\mathcal{B}} \Longleftrightarrow \text { every infinite path from } \alpha \text { intersects } \mathcal{B}
$$

For example, the set $\mathcal{B}$ of $(8)$ is $\left\{\frac{\pi}{2}, \frac{3 \pi}{2}\right\}$; consequently $\tilde{\mathcal{B}}=\{\pi\}$. It follows from Lemmas 1 and 2 that the set $\mathcal{B}$ of a reducible equation contains at least one nontrivial (other than $\{\pi\}$ ) minimal cut set. Hence for any reducible refinement equation the set $\tilde{\mathcal{B}}$ is nonempty.

For any $\beta \in \mathbb{R}$ let us define the vector $u(\beta)=\left(1, e^{i \beta}, e^{2 i \beta}, \ldots, e^{i(N-1) \beta}\right)^{T} \in \mathbb{C}^{N}$.
As usual we shall denote by $\langle x, y\rangle=\sum_{j=1}^{N} x_{j} \overline{y_{j}}$ the scalar product in $\mathbb{C}^{N}$, by $\operatorname{Span}(M)$ the linear span of a given set $M$ in $\mathbb{C}^{N}$, by $A^{*}$ the conjugate operator for a given operator $A$.

Proposition 1.
(1) Matrices $T_{0}$ and $T_{1}$ of every reducible refinement equation are degenerate. Moreover, $T_{0}^{*}$ and $T_{1}^{*}$ have a nontrivial common kernel.
(2) The family of operators $\left\{T_{0}^{*}, T_{1}^{*}\right\}$ is nilpotent on the nontrivial invariant subspace $\operatorname{Span}\{u(\alpha), \alpha \in \tilde{\mathcal{B}}\}$.
(3) $\operatorname{Span}\left\{v_{\varphi}(x), \quad x \in[0,1]\right\} \perp \operatorname{Span}\{u(\alpha), \alpha \in \tilde{\mathcal{B}}\}$.

Proof. Item (1) obviously follows from (2). To prove item (2) observe the following property of operators $T_{0}$ and $T_{1}$, which can be verified by direct calculation:

$$
\begin{array}{r}
T_{0}^{*} u(\beta)=\overline{m_{0}\left(\frac{\beta}{2}\right)} u\left(\frac{\beta}{2}\right)+\overline{m_{0}\left(\frac{\beta}{2}+\pi\right)} u\left(\frac{\beta}{2}+\pi\right),  \tag{24}\\
T_{1}^{*} u(\beta)=e^{-\frac{i \beta}{2}} \overline{m_{0}\left(\frac{\beta}{2}\right)} u\left(\frac{\beta}{2}\right)+e^{-i\left(\frac{\beta}{2}+\pi\right)} \overline{m_{0}\left(\frac{\beta}{2}+\pi\right)} u\left(\frac{\beta}{2}+\pi\right) .
\end{array}
$$

These equalities immediately imply that

$$
\begin{equation*}
T_{d_{1}}^{*} \cdots T_{d_{q}}^{*} u(\alpha)=0 \quad \text { for every } \alpha \in \tilde{\mathcal{B}} \text { and }\left(d_{1}, \ldots, d_{q}\right) \in\{0,1\}^{q} \tag{25}
\end{equation*}
$$

where $q$ is the type of the set $\mathcal{B}$. So the family $\left\{T_{0}^{*}, T_{1}^{*}\right\}$ is nilpotent on the subspace $\operatorname{Span}\{u(\alpha), \alpha \in \tilde{\mathcal{B}}\}$. It remains to note that for any reducible equation this subspace is nontrivial, since the set $\tilde{\mathcal{B}}$ is nonempty. This proves item (2).

To prove item (3) assume first that $\varphi$ is a continuous function on $\mathbb{R}$. It follows from (25) that the equality

$$
\left\langle T_{d_{1}} \cdots T_{d_{q}} b, u(\alpha)\right\rangle=0
$$

holds for any $b \in \mathbb{C}^{N}$. Applying (22) we conclude that equality $\left\langle v_{\varphi}(x), u(\alpha)\right\rangle=0$ holds for every dyadic $x$, and consequently, since $v_{\varphi}(x)$ is continuous, it holds for every $x \in[0,1]$. So the proof is completed for a continuous $\varphi$.

In the other case, when $\varphi \in L^{1}(\mathbb{R})$ is not continuous, we have to repeat the proof stated above, but we must apply formula (23) instead of (22).

Corollary 6. If at least one of the matrices $T_{0}, T_{1}$ of (1) is nondegenerate then the sum rules of order $L$ are necessary for the existence of a $W_{1}^{L}$-solution.

Remark 10. Formulas (24) can also be obtained from general properties of the transfer operator (see [E], [CD2] for details). In particular a very similar expression was used in [CD2, formula 7.3].
6. On convergence of the cascade algorithm. In this section we consider equations with finitely many terms (see (1)). In the paper [D] Daubechies introduced the cascade algorithm for finding solutions of refinement equations. The one iteration of that algorithm is

$$
f_{n}=T f_{n-1}
$$

where

$$
\begin{equation*}
T f(x)=\sum_{k} c_{k} f(2 x-k) . \tag{26}
\end{equation*}
$$

If $f_{n}$ converges uniformly to a continuous function $\varphi$ for some initial function $f_{0}$, then $\varphi$ is a continuous solution of corresponding refinement equation (1), and moreover, $f_{0}$ possesses the property

$$
\begin{equation*}
\sum_{k} f_{0}(x-k) \equiv \mathrm{const} \tag{27}
\end{equation*}
$$

(see [CDM], [Du1]). The cascade algorithm converges if $f_{n}$ converges uniformly to $\varphi$ for any compactly supported continuous function $f_{0}$ satisfying (27). Properties of the cascade algorithm have been studied by many authors in various contexts. The cascade algorithm gives a simple way to approximate refinable functions. In particular this yields applications to the study of wavelets [D], [DL1], [Du1], [Du2]. On the other hand the convergence of the cascade algorithm is equivalent to the convergence of the associated subdivision scheme (see [DM] for many references). It is clear that convergence of the cascade algorithm implies the existence of a continuous solution for the corresponding refinement equation. In general the converse does not hold. (See [DL1] for corresponding examples. The correlation between the existence of continuous solution of a refinement equation and the convergence of the associated subdivision scheme is a rather complicated question. See $[\mathrm{CDM}],[\mathrm{DM}]$ for general multivariate discussions of this aspect. Some interesting results of the papers [HC]
and $[\mathrm{CH}]$ actually concern this question, although subdivision schemes were not mentioned explicitly in those works.) It is a well-known fact that the first sum rule (5) is a necessary condition for the cascade algorithm to converge [DGL2], [DyL]. Nevertheless, the sum rules of order $L \geq 1$ are not necessary for that, even if the limit refinable function is in $C^{L}$. Corollary 7 of this section yields necessary conditions to the convergence of the cascade algorithm to a smooth function. These conditions are sharp in some sense (Corollary 8). Another problem is to obtain a similar result to that of Theorem 1 for cascade algorithms, i.e., to reduce the general case to the well-studied case of complete sum rules. In general, the convergence property of the cascade algorithm is not stable with respect to the operation of transfer to the next level, unlike the existence and smoothness of refinable functions. This is one example.

Example 2. The cascade algorithm associated to (8) does not converge, since the first sum rule does not hold. Applying the reduction by Theorem 1 we obtain the irreducible equation

$$
\begin{equation*}
\varphi(x)=\frac{1}{3} \varphi(2 x)+\varphi(2 x-1)+\frac{2}{3} \varphi(2 x-2) . \tag{28}
\end{equation*}
$$

The cascade algorithm associated to this equation converges (this follows directly from Theorem 3.3 of $[\mathrm{CDM}]$ ). So the convergence property fails with the transfer to the next level from (28) to (8).

Thus the reduction by Theorem 1 can change the convergence property of the cascade algorithm. Before we formulate the main result of this section let us introduce some notation. Consider the space $C_{0}(\mathbb{R})$ of compactly supported continuous functions on $\mathbb{R}$. A sequence $\left\{f_{n}\right\} \subset C_{0}$ tends to zero in this space if $f_{n} \rightarrow 0$ uniformly on $\mathbb{R}$ and the supports of the functions $f_{n}$ are uniformly bounded. Define the subspace $\mathcal{L} \subset C_{0}$ as follows:

$$
\mathcal{L}=\left\{f \in C_{0} \mid \sum_{k} f(x-k) \equiv 0\right\} .
$$

Note that by the Poisson summation formula the equality $\sum_{k} f(x-k) \equiv 0$ is equivalent to $\widehat{f}(2 \pi n)=0, n \in \mathbb{Z}$. It easily can be proved that the operator $T$ defined by (26) preserves the subspace $\mathcal{L}$ if and only if the first sum rule holds, i.e., $m_{0}(\pi)=0$. Moreover, the cascade algorithm converges if and only if the operator $T^{n}$ restricted to $\mathcal{L}$ tends to zero (in the topology of $C_{0}$ ) as $n \rightarrow \infty$.

We shall also need the notion of the transfer to the next (previous) level defined in Remark 2.

LEMMA 4. Let $m_{0}$ be a mask satisfying $m_{0}(\pi)=0$. Suppose $\tilde{m}_{0}$ is obtained from $m_{0}$ by a transfer to the previous level; then the cascade algorithm associated to the mask $m_{0}$ converges if and only if the algorithm associated to $\tilde{m}_{0}$ does.

Proof. Let us define the function $p(\xi)$ and the sequence $\left\{p_{k}\right\}$ as in the proof of Lemma 3:

$$
p(\xi)=\sum_{k=0}^{N-2} p_{k} e^{-i k \xi}=\frac{m_{0}(\xi)}{1-e^{i(\alpha-2 \xi)}}
$$

Define also two operators $P$ and $S$ acting in the space $C_{0}$ :

$$
(P \psi)(x)=\sum_{k=0}^{N-2} p_{k} \psi(2 x-k)
$$

$$
(S \psi)(x)=\psi(x)-e^{i \alpha} \psi(x-1)
$$

In the frequency domain these operators have the following form:

$$
\begin{equation*}
\widehat{P \psi}(\xi)=\widehat{\psi}(\xi / 2) p(\xi / 2) ; \quad \widehat{S \psi}(\xi)=\widehat{\psi}(\xi)\left(1-e^{i(\alpha-\xi)}\right) \tag{29}
\end{equation*}
$$

Now observe the following relations:

$$
\begin{equation*}
P S=\tilde{T}, \quad S P=T \tag{30}
\end{equation*}
$$

where $T$ and $\tilde{T}$ are operators of the cascade algorithms associated to $m_{0}$ and $\tilde{m}_{0}$, respectively. To prove this we apply (29) and get

$$
\widehat{P S \psi}(\xi)=p(\xi / 2)\left(1-e^{i(\alpha-\xi / 2)}\right) \widehat{\psi}(\xi / 2)=\tilde{m}_{0}(\xi / 2) \widehat{\psi}(\xi / 2)=\widehat{\tilde{T} \psi}(\xi)
$$

The equality $S P=T$ can be established in the same way. [It is clear that both $P$ and $S$ are continuous operators on $C_{0}(\mathbb{R})$.] Furthermore, both $P$ and $S$ preserve the subspace $\mathcal{L}$. To see this take any $\psi \in \mathcal{L}$ and apply formulas (29)

$$
\widehat{P \psi}(2 \pi n)=\widehat{\psi}(\pi n) p(\pi n)=0
$$

Let us clarify the last equality. If $n$ is even, then $\widehat{\psi}(\pi n)=0$, since $\psi \in \mathcal{L}$. If $n$ is odd then by the assumption $p(\pi n)=0$. For the operator $S$ we have

$$
\widehat{S \psi}(2 \pi n)=\widehat{\psi}(2 \pi n)\left(1-e^{i(\alpha-2 \pi n)}\right)=0
$$

It follows from (30) that $T^{k}=S \tilde{T}^{k-1} P$ for every $k \geq 1$. Therefore, since $P$ and $S$ are continuous and preserve the subspace $\mathcal{L}$, the convergence $\tilde{T}^{k-1} \rightarrow 0$ on $\mathcal{L}$ implies the convergence $T^{k} \rightarrow 0$ on $\mathcal{L}$. Conversely, from the equality $\tilde{T}^{k}=P T^{k-1} S$ it follows that the convergence $T^{k-1} \rightarrow 0$ it implies that $\tilde{T}^{k} \rightarrow 0$. The lemma is proved.

As a corollary we obtain the following proposition that reduces the problem of convergence of the cascade algorithms to the case of complete sum rules.

Proposition 2. Let us have a reducible refinement equation satisfying the first sum rule. Suppose we pass to an irreducible equation by Theorem 1 after several steps; then the cascade algorithm associated to the first equation converges if and only if the algorithm associated to the second equation does.

Another corollary yields a necessary condition for the cascade algorithm to converge to a function from $W_{1}^{L}(\mathbb{R})$.

Corollary 7. If the cascade algorithm associated to a mask $m_{0}$ converges to a compactly supported function from $W_{1}^{L}(L \geq 1)$ then the condition of order $L$ is satisfied and $m_{0}(\pi)=0$, i.e., there are $L+1$ minimal cut sets of the tree consisting of roots of the mask (counting with multiplicity), and one of them is trivial (coincides with $\{\pi\}$ ).

This condition is sharp in the sense that every possible case is realized. The proof of the following corollary is the same as that of Corollary 2.

Corollary 8 (unimprovability of the necessary condition). For every family of minimal cut sets $\mathcal{A}_{0}, \ldots, \mathcal{A}_{L}$, where $L \geq 1$ and $\mathcal{A}_{0}=\{\pi\}$, the cascade algorithm associated to the mask

$$
m_{0}(\xi)=\frac{1}{2^{L}} \prod_{k=0}^{L} \prod_{\alpha \in \mathcal{A}_{k}}\left(1-e^{i(\alpha-\xi)}\right)
$$

converges to a compactly supported function from $W_{\infty}^{L}$.
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# THE MECHANISM OF THE POLARIZATIONAL MODE INSTABILITY IN BIREFRINGENT FIBER OPTICS* 

YI A. LI ${ }^{\dagger}$ AND KEITH PROMISLOW ${ }^{\ddagger}$


#### Abstract

We show that the soliton solutions of the integrable Manakov equation exhibit an instability under arbitrarily small Hamiltonian perturbations. The instability arises from eigenvalues embedded in the essential spectrum of the associated linearized operators; these eigenvalues are dislodged by smooth perturbations. Specifically we consider perturbations which arise in fiber optics as a result of birefringence, including the so-called four-wave mixing term. Employing the Evans function and a Dirichlet expansion on the stable manifold of the linearized system, we obtain rigorous perturbation results and compute the stability diagram of the fast wave for all physical values of the birefringent parameters, using a novel numerical scheme derived from the Dirichlet expansion.
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1. Introduction. Soliton pulses form the backbone of high speed fiber-optic telecommunication systems and hold great potential for all optical switching devices. Attempts to further increase bit rates exploit the robust elastic collision properties of solitons, in particular, novel soliton packing schemes propose to subdivide information streams into different wavelengths - wavelength division multiplexing (WDM), or into orthogonal polarizations-polarization division multiplexing (PDM) [9]. However, a proper modeling of these schemes, especially to address stability properties, requires careful attention to the various perturbations which are present in optical systems.

To model the interaction of the orthogonal polarizations of a pulse, the widely studied nonlinear Schrödinger equation (NLS) is extended to the integrable Manakov system. However, fiber-optic systems exhibit birefringence, differing phase and group velocities for different polarizations, as well as nonlinear interactions between polarizations dependent upon amplitude - cross-phase modulation (XPM) and upon complex phase - four-wave mixing (FWM). The nonlinear terms break the integrability of the Manakov equation and numerical simulations including these nonlinearities have demonstrated pulse splitting and inelastic collisions, [32, 38]. We consider the case of weak birefringence, neglecting group velocity birefringence and higher order dispersions.

Many applications of single-mode fibers require transmission of a stable state of polarization. In PDM, to reduce tail-tail interactions and increase soliton packing, solitons are sent in sequences with polarizations alternating between the fast and slow polarization axes. While the slow wave enjoys all the stability properties of the NLS soliton, in the nonintegrable case it was discovered numerically [6] that the fast wave can experience what is termed the polarization mode instability, which leads to loss of linear polarization. It has been common to neglect the FWM, arguing that the polarization axes change rapidly or even stochastically with propagation distance.

[^64]However, for soliton collisions and applications where polarization holding is desired, the polarization axes can be assumed constant with distance. Moreover, we show rigorously that the FWM produces sensitive, leading-order effects on the stability of the fast wave.

The linearization of the perturbed equations about the fast wave yields a twoparameter family of non-self-adjoint operators with a rich structure. In the integrable case there are eigenvalues embedded in the essential spectrum, and the stability of the fast wave depends upon the fate of these embedded eigenvalues under the continuous perturbations of XPM and FWM. In a beautiful construction, Grillakis [12] showed that arbitrarily small, relatively compact perturbations could eject embedded eigenvalues and produce instability. However, the construction is in a sense unnatural, involving delta functions in the spectral projection, and it has been open to speculation whether such eigenvalues could be ejected by continuous terms. We show that this is exactly the case - arbitrarily small perturbations do eject the embedded eigenvalues, whose distance to the essential spectrum initially grows quadratically in the coefficient of FWM. This is the mechanism of the polarizational mode instability, and it is in this sense that PDM is structurally unstable. We also find edge bifurcations, a special case in which the branch points of the essential spectrum eject eigenvalues.

Our analysis combines two analytical tools in a novel way-the Evans function for the linearization and a Dirichlet expansion on the stable manifold of the associated first order eigenvalue problem. The Evans function is an analytic function whose zeros coincide with the eigenvalues of the operator up to algebraic multiplicity. It has recently been the focus of considerable attention, having proven its effectiveness as an analytical tool for eigenvalue problems; see $[16,18]$ and the references therein. The works just cited, and particularly [16], develop techniques to calculate the first nonzero derivative of the eigenvalues with respect to the bifurcation parameters. In the analysis at hand we require the second nonzero derivative, and this is the first such computation known to the authors. Indeed, the detailed description of the motion of the eigenvalues, provided in that which follows, is testimony to efficacy of the Evans function. In previous work [22], we investigated the issues of structural stability of these waves, but the functional analytic techniques employed failed to shed light upon the fate of the embedded eigenvalues.

The Evans function and Dirichlet expansion are a particularly effective combination in the near-integrable regime; it also admits analysis when the perturbations are not small. Indeed, even far from the integrable case, the Dirichlet expansion gives a constructive formulation of the Evans function, rendering a transparent analytic extension into the essential spectrum. We exploit this construction to develop a hybrid numerical scheme which efficiently yields an accurate computation of the Evans function, making possible a detailed resolution of the eigenvalue problem. Indeed, we present a sequence of bifurcations common to several families of operators arising as linearizations about traveling waves of integrable systems under Hamiltonian perturbations $[2,26,31]$. Consider a linear operator whose spectrum is symmetric about the real and imaginary axes, and whose essential spectrum, of positive Krein sign (see [12]) takes the form $\left\{ \pm i \mu \mid \mu>\mu_{0}\right\}$ with branch points at $\pm i \mu_{0}$, leaving uncovered a neck $\left(-i \mu_{0}, i \mu_{0}\right)$ of the imaginary axis containing the origin. Negative Krein sign eigenvalues embedded in the essential spectrum may bifurcate out under the influence of the perturbative terms. Symmetric groups of four eigenvalues, $\left\{\lambda, \lambda^{*},-\lambda,-\lambda^{*}\right\}$, are ejected from the essential spectrum and pass through the complex plane with increasing values of the bifurcation parameter. Depending upon the length of the exposed
neck, the eigenvalues may recombine in pairs either upon the real axis or upon the exposed neck of the imaginary axis, or, in a critical case, all four may arrive at the origin simultaneously. We call this phenomena a neck bifurcation; see Figures 1 and 2 and the discussion in section 5 for a detailed description. For the underlying equation, this bifurcation may manifest itself as an oscillatory instability under small perturbation, stability under moderate perturbations, and with yet larger perturbations leading to nonoscillatory instability.

This paper is organized as follows. In section 2 we introduce the coupled nonlinear Schrödinger systems (CNLS), the traveling waves, and their associated linearized operators, recalling the previously obtained results. In section 3 the eigenvalue problem is set up and the Dirichlet expansion solutions are constructed. The essence of our analysis lies in section 4, where we introduce the Evans function and obtain the main results, Theorems 4.3 and 4.5 , which describe the asymptotic motion of the embedded eigenvalues under small perturbations. In section 5 we address the far from integrable case and provide new, rigorous-numerical results on the stability in this case; in particular, we trace the parameter dependence of the unstable eigenvalues, find the structurally stable regimes, and introduce the neck bifurcation.

Remark. Recently, Kapitula and Rubin [17] independently and simultaneously developed an expansion of the Evans function at its branch points similar to the expansion used herein to prove Proposition 4.6. They apply the expansion to detect edge bifurcations undergone by dark soliton solutions of NLS and complex GinzburgLandau under a wide class of pertubations.
2. The CNLS equations and notation. Pulse propagation in linearly birefringent, lossless fibers is described by the CNLS equations [9]

$$
\begin{align*}
i\left(u_{t}+\delta u_{x}\right)+\frac{1}{2} u_{x x}-\kappa u+\left(|u|^{2}+A|v|^{2}\right) u+B v^{2} u^{*} & =0 \\
i\left(v_{t}-\delta v_{x}\right)+\frac{1}{2} v_{x x}+\kappa v+\left(A|u|^{2}+|v|^{2}\right) v+B u^{2} v^{*} & =0 \tag{2.1}
\end{align*}
$$

where the coefficient $\kappa>0$ is the phase velocity differential between the two polarizations, the XPM and FWM coefficients, respectively $A$ and $B$, are positive and satisfy $A+B=1$. The complex valued solution $(u, v)^{T}$ represents the two orthogonal polarizations of the electromagnetic field, ${ }^{*}$ denotes complex conjugation, and a superscript ${ }^{T}$ denotes a transpose. Following the optics convention, $t$ connotes scaled distance of propagation and $x$ connotes scaled time. In that which follows, we eliminate the XPM coefficient by the substitution $A=1-B$ and employ the FWM coefficient, $B$, as the bifurcation parameter.

In what is termed the weak birefringence limit we neglect the group velocity birefringence $\delta$ and assume that $\kappa$ is relatively small. In this form the CNLS equations possess a Hamiltonian $\mathcal{H}=\mathcal{H}_{0}+\mathcal{H}_{1}$ where $\mathcal{H}_{0}$ is the Hamiltonian of the integrable Manakov equation,

$$
\mathcal{H}_{0}=\frac{1}{4} \int_{-\infty}^{\infty}\left[\left(\left|u_{x}\right|^{2}+\left|v_{x}\right|^{2}\right)-\left(|u|^{2}+|v|^{2}\right)^{2}+2 \kappa\left(|u|^{2}-|v|^{2}\right)\right] d x
$$

and $\mathcal{H}_{1}$ is the birefringent perturbation,

$$
\mathcal{H}_{1}=-\frac{B}{4} \int_{-\infty}^{\infty}\left(v u^{*}-u v^{*}\right)^{2} d x
$$

Large classes of solitary wave solutions of (2.1) have been found explicitly; they are the bound $n$-soliton solutions of the integrable Manakov equation with $n$-identical
speeds $c$. We focus attention on the one-soliton. For the Manakov equation the general one-soliton is

$$
\begin{equation*}
\binom{u}{v}(x, t)=e^{i c(x-c t)} \eta\binom{e^{i \omega_{1} t} \cos \alpha}{e^{i \omega_{2} t} \sin \alpha} \phi(\eta(x-c t)) \tag{2.2}
\end{equation*}
$$

with $\phi(x)=\operatorname{sech} x, \eta \geq 0$, and $\omega_{1}$ and $\omega_{2}$ : related through $\eta, \kappa$, and speed $c$ :

$$
\begin{aligned}
& \omega_{1}=\frac{\eta^{2}+c^{2}}{2}-\kappa \\
& \omega_{2}=\frac{\eta^{2}+c^{2}}{2}+\kappa
\end{aligned}
$$

Due to the Galilean invariance, it is sufficient to consider standing waves with speed $c=0$. When $B \neq 0$ the CNLS equation does not support the traveling waves with differing phase velocity, and the persistent solutions are $(u, v)^{T}=e^{i \omega_{j} t} \Phi_{j}(x)$, where

$$
\begin{aligned}
\Phi_{1} & =\eta\binom{1}{0} \phi(\eta x) \\
\Phi_{2} & =\eta\binom{0}{1} \phi(\eta x)
\end{aligned}
$$

We call these the "up" and "down" waves, respectively, in analogy to the "up" and "down" states of a pendulum. It is well known that the down wave, or slow wave as it is called in the optics community, is the ground state of the Hamiltonian system and is orbitally stable; see [13]. The up wave, or fast wave, is not a ground state and may be linearly unstable. Our goal is to lay transparent the mechanism which leads to the instability of the up wave as $B$ changes from zero.

Addressing the linear stability of the up wave, we rescale as $\tilde{x}=\eta x$ and drop the ${ }^{\sim}$ and the subscript from the phase velocity $\omega=\omega_{1}$. We consider solutions $W$ to (2.1) which are perturbations of the up wave of the form

$$
W=e^{i \omega t}\left(\Phi_{1}+e^{\lambda t} U\right)
$$

where $U=(u, v)^{T}$ is small. The rescaling introduces a dimensionless parameter $\rho=\sqrt{\frac{\omega-\kappa}{\omega+\kappa}}$, which takes values in $(0,1) ; \rho$ expresses the relative strength of the phase velocity differential $\kappa$ to the phase velocity $\omega$. Keeping terms first order in $U$, we obtain two uncoupled eigenvalue problems, one each for the two components $u=u_{1}+i u_{2}$ and $v=v_{1}+i v_{2}$, of $U$.

$$
\begin{align*}
J \mathcal{L}_{1}\binom{u_{1}}{u_{2}} & =\lambda\binom{u_{1}}{u_{2}},  \tag{2.3}\\
J \mathcal{L}_{2}\binom{v_{1}}{v_{2}} & =\lambda\binom{v_{1}}{v_{2}}
\end{align*}
$$

where

$$
\begin{aligned}
\mathcal{L}_{1} & =\left(\begin{array}{cc}
-\frac{1}{2} \frac{d^{2}}{d x^{2}}+\frac{1}{2}-3 \phi^{2} & 0 \\
0 & -\frac{1}{2} \frac{d^{2}}{d x^{2}}+\frac{1}{2}-\phi^{2}
\end{array}\right) \\
\mathcal{L}_{2} & =\left(\begin{array}{cc}
-\frac{1}{2} \frac{d^{2}}{d x^{2}}+\frac{\rho^{2}}{2}-\phi^{2} & 0 \\
0 & -\frac{1}{2} \frac{d^{2}}{d x^{2}}+\frac{\rho^{2}}{2}-(1-2 B) \phi^{2}
\end{array}\right)
\end{aligned}
$$

and $J=\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$. The non-self-adjoint operators $L_{1}=J \mathcal{L}_{1}$ and $L_{2}=J \mathcal{L}_{2}$ are disjoint parts of the linearized operator

$$
L=\left(\begin{array}{cc}
L_{1} & 0 \\
0 & L_{2}
\end{array}\right)
$$

the spectrum of $L$ is the union of the spectra of $L_{1}$ and $L_{2}$. The operator $L_{1}$ is well known as it arises in the linearization of the cubic nonlinear Schrödinger equation,

$$
i u_{t}+\frac{1}{2} u_{x x}-\kappa u+|u|^{2} u=0
$$

about the solitary wave solution $u=\eta e^{i \omega t} \operatorname{sech} \eta x$. It has only one discrete eigenvalue $\lambda=0$, with algebraic multiplicity four and a continuous spectrum composed of the line segment $\left\{\Re z=0,|\Im z| \geq \frac{1}{2}\right\}$. To determine if the spectrum of $L$ is purely imaginary it suffices to study the two-parameter family of operators $L_{2}(\rho, B)$; we consider values $(\rho, B) \in(0,1) \times \mathbf{R}$.

The operator $L_{2}$ was studied by the authors in [22]; in particular, it was shown that the spectrum of $L_{2}$ is symmetric about both the real and the imaginary axes and the essential spectrum consists of the set $\left\{\Re z=0,|\Im z| \geq \frac{\rho^{2}}{2}\right\}$. For $B \geq 0$, the point spectrum of $L_{2}$ consists of at most four eigenvalues, also symmetric about the real and the imaginary axes. For the integrable case, $B=0, L_{2}$ has eigenvalues $\lambda_{ \pm}= \pm i \frac{1-\rho^{2}}{2}$ with associated eigenvectors $(\phi, \mp i \phi)^{T}$. For $\rho \leq \frac{1}{\sqrt{2}}$, these eigenvalues are embedded in the essential spectrum. Moreover (see Theorem 6 of [22]) $L_{2}$ has no kernel except for critical values $B=B_{c}(\rho)=\frac{1}{4}(2+\rho)(1-\rho)$ for which zero is an eigenvalue of $L_{2}$ of multiplicity two or four. For fixed $\rho$ small enough, and $B=B_{c}$, the multiplicity is two and the eigenvalues arrive at zero from the real axis as $B$ increases to $B_{c}(\rho)$. For $\rho$ close enough to 1 , the multiplicity is again two but the eigenvalues arrive at zero along the imaginary axis as $B$ increases to $B_{c}$, and for at least one value of $\rho$, the multiplicity is four and the eigenvalues $\left\{\lambda, \lambda^{*},-\lambda,-\lambda^{*}\right\}$ arrive symmetrically, one from each quadrant of the complex plane.

In the next two sections we extend these results significantly, localizing the point spectrum of $L_{2}$ by computing leading order asymptotics of its eigenvalues for $B$ small, in particular at the embedded eigenvalue and the branch points. The first step is the development of a Dirichlet expansion, given by Theorem 3.2, which constructs solutions of the linearized eigenvalue problem (2b) satisfying one-sided boundary conditions.
3. The reduced system. We begin by writing the eigenvalue problem for $L_{2}$ as a system of first order differential equations

$$
\begin{equation*}
Y^{\prime}=A(\lambda, x) Y \tag{3.1}
\end{equation*}
$$

where ' denotes differentiation with respect to $x, Y=\left(y_{1}, y_{2}, y_{3}, y_{4}\right)^{T}=\left(v_{1}, v_{2}, v_{1 x}, v_{2 x}\right)^{T}$, and

$$
A(\lambda, x)=\left(\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\rho^{2}-2 \phi^{2} & 2 \lambda & 0 & 0 \\
-2 \lambda & \rho^{2}-2(1-2 B) \phi^{2} & 0 & 0
\end{array}\right)
$$

Since $\phi$ decays to 0 as $x \rightarrow \pm \infty$, the matrix $A$ has asymptotic form $A_{0}$ given by

$$
A_{0}(\lambda)=\lim _{|x| \rightarrow \infty} A(\lambda, x)=\left(\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\rho^{2} & 2 \lambda & 0 & 0 \\
-2 \lambda & \rho^{2} & 0 & 0
\end{array}\right)
$$

which has eigenvalues $\left\{\mu_{1},-\mu_{1}, \mu_{2},-\mu_{2}\right\}$ given by

$$
\begin{align*}
& \mu_{1}(\lambda)=\sqrt{\rho^{2}+2 i \lambda}  \tag{3.2}\\
& \mu_{2}(\lambda)=\sqrt{\rho^{2}-2 i \lambda}
\end{align*}
$$

The branch cuts for $\mu_{1}$ and $\mu_{2}$ are taken as $-\pi<\arg \left(\lambda-i \frac{\rho^{2}}{2}\right)<\pi$ and $-\pi<$ $\arg \left(\lambda+i \frac{\rho^{2}}{2}\right)<\pi$, respectively. Consequently, for $\lambda \in \Omega=\left\{z \mid \Re z>0\right.$ or $\left.|\Im z|<\frac{\rho^{2}}{2}\right\}$ the eigenvalues $\mu_{1}$ and $\mu_{2}$ have positive real part. To each of the eigenvalues $\mu_{1}, \mu_{2}, \mu_{3}=$ $-\mu_{1}$, and $\mu_{4}=-\mu_{2}$ we associate, respectively, the vector $\vec{\eta}_{1}=\left(1, i,-\mu_{1},-i \mu_{1}\right)^{T}$, $\vec{\eta}_{2}=\left(1,-i,-\mu_{2}, i \mu_{2}\right)^{T}, \vec{\eta}_{3}=\left(1, i, \mu_{1}, i \mu_{1}\right)^{T}, \vec{\eta}_{4}=\left(1,-i, \mu_{2},-i \mu_{2}\right)^{T}$ and solutions $Y_{j}$ of (3.1) for $j=1,2,3,4$ which satisfy the asymptotic boundary conditions

$$
\begin{equation*}
\lim _{x \rightarrow x_{j}} e^{\mu_{j} x} Y_{j}(x)=\vec{\eta}_{j} \tag{3.3}
\end{equation*}
$$

where $x_{j}=\infty$ for $j=1,2$ and $x_{j}=-\infty$ for $j=3,4$. In particular, for $\lambda \in \Omega, Y_{j}$ decays exponentially as $x \rightarrow \infty$ for $j=1,2$ and $Y_{j}$ decays exponentially as $x \rightarrow-\infty$ for $j=3,4$. We also exploit a symmetry of the family of matrices $A(\lambda)$ which relates the $Y_{j}$ to each other in a simple way. Define

$$
S_{1}=\left(\begin{array}{cc}
I_{2 \times 2} & 0 \\
0 & -I_{2 \times 2}
\end{array}\right) \text { and } S_{2}=\left(\begin{array}{cc}
\sigma_{3} & 0 \\
0 & \sigma_{3}
\end{array}\right)
$$

where $I_{2 \times 2}$ is the $2 \times 2$ identity matrix and

$$
\sigma_{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

is the third Pauli spin matrix. The following lemma then holds.
Lemma 3.1. If for each $\lambda$ and $B, Y(x, \lambda, B)$ solves (3.1), then $S_{1} Y(-x, \lambda, B)$ $S_{2} Y(x,-\lambda, B)$, and $S_{1} S_{2} Y(-x,-\lambda, B)$ are also solutions of (3.1) for the same values of $\lambda$ and $B$. In particular

$$
\begin{aligned}
& S_{1} Y_{1}(-x, \lambda, B)=Y_{3}(x, \lambda, B) \\
& S_{1} Y_{2}(-x, \lambda, B)=Y_{4}(x, \lambda, B)
\end{aligned}
$$

and

Proof. These relations follow from the fact that the matrix $A(\lambda)$ verifies the equalities

$$
S_{1}^{-1} A(\lambda) S_{1}=-A(\lambda) \text { and } S_{2}^{-1} A(\lambda) S_{2}=A(-\lambda)
$$

from the fact that $S_{1} \vec{\eta}_{j}=\vec{\eta}_{j+2}$ for $j=1,2, S_{2} \vec{\eta}_{j}(\lambda)=\vec{\eta}_{j+1}(-\lambda)$ for $j=1,3$, and from the relation

$$
\mu_{1}(-\lambda)= \begin{cases}\mu_{2}(\lambda) & \text { if } \Im \lambda>-\frac{\rho^{2}}{2} \\ -\mu_{2}(\lambda) & \text { if } \Im \lambda<-\frac{\rho^{2}}{2}\end{cases}
$$

In the following theorem we construct solutions of (3.1) with the prescribed asymptotic behavior.

Theorem 3.2. Let $\lambda$ and $B$ be given. There exists a solution $Y_{1}(x ; \lambda, B)$ of (3.1) satisfying

$$
\lim _{x \rightarrow \infty} e^{\mu_{1} x} Y_{1}=\vec{\eta}_{1}
$$

Moreover $Y_{1}=\left(v_{1}, v_{2}, v_{1 x}, v_{2 x}\right)$, where $V=\left(v_{1}, v_{2}\right)^{T}$ is given by the Dirichlet expansion

$$
\begin{equation*}
V=e^{-\mu_{1} x} \sum_{k=0}^{\infty} \vec{\xi}_{k} e^{-2 k x} \tag{3.4}
\end{equation*}
$$

uniformly convergent for $x \geq x_{0}$ for any $x_{0}>0$. The vectors $\vec{\xi}_{k}$ are defined recursively below. In particular, when $B=0$ we have the explicit solution

$$
\begin{equation*}
V=\frac{\mu_{1}+\tanh x}{1+\mu_{1}} e^{-\mu_{1} x}\binom{1}{i} . \tag{3.5}
\end{equation*}
$$

Proof. We rewrite the Dirichlet expansion (3.4) in terms of $z=e^{-x}$, expand $\phi^{2}(x)=\operatorname{sech}^{2} x$ as

$$
\phi^{2}(z)=-4 \sum_{k=1}^{\infty}(-1)^{k} k z^{2 k}
$$

and substitute the expansion into (2.3b), resulting in the system of equations

$$
\sum_{n=0}^{\infty} \mathcal{A}_{n} \vec{\xi}_{n} z^{2 n}=-4\left(\begin{array}{cc}
1 & 0  \tag{3.6}\\
0 & (1-2 B)
\end{array}\right) \sum_{n=0}^{\infty} \sum_{k=1}^{n}(-1)^{k} k \vec{\xi}_{n-k} z^{2 n}
$$

where the matrices $\mathcal{A}_{n}$ are given by

$$
\mathcal{A}_{n}=\left(\begin{array}{cc}
\frac{1}{2}\left(\rho^{2}-\left(\mu_{1}+2 n\right)^{2}\right) & \lambda \\
-\lambda & \frac{1}{2}\left(\rho^{2}-\left(\mu_{1}+2 n\right)^{2}\right)
\end{array}\right) .
$$

The matrix $\mathcal{A}_{0}$ is singular, while

$$
\operatorname{det} \mathcal{A}_{n}=n\left(\mu_{1}+n\right)\left(2 n+\mu_{1}+\mu_{2}\right)\left(2 n+\mu_{1}-\mu_{2}\right)
$$

and a routine calculation shows that for the branch cuts of $\mu_{1}$ and $\mu_{2}$ chosen as above, $\operatorname{det} \mathcal{A}_{n}$ is nonzero for all complex $\lambda$ and all $n \geq 1$.

Equating the coefficients of $z^{0}$ on both sides of relation (3.6) above, there obtains the equation

$$
\mathcal{A}_{0} \vec{\xi}_{0}=\overrightarrow{0}
$$

for which we choose the solution

$$
\begin{equation*}
\vec{\xi}_{0}=\binom{1}{i} \tag{3.7}
\end{equation*}
$$

while equating coefficients of $z^{n}$ for $n=1,2, \ldots$ leads to the following recursive formula for $\vec{\xi}_{n}$ :

$$
\vec{\xi}_{n}=-4 \mathcal{A}_{n}^{-1}\left(\begin{array}{cc}
1 & 0  \tag{3.8}\\
0 & (1-2 B
\end{array}\right) \sum_{k=1}^{n}(-1)^{k} k \vec{\xi}_{n-k}
$$

For fixed $\lambda$ and large $n$, the matrix $\mathcal{A}_{n}$ is diagonally dominant with diagonal elements $O\left(n^{2}\right)$ so that

$$
\left\|\mathcal{A}_{n}^{-1}\right\| \leq \frac{C}{n^{2}}
$$

for all $n>0$ and some constant $C=C(\lambda)$. We assume that $\left|\vec{\xi}_{k}\right| \leq M k^{p}$ for some $p>0$ and all positive integers $k<n$ and show that $\left|\vec{\xi}_{n}\right| \leq M n^{p}$ if $p$ is large enough, independent of $n$. This establishes the polynomial growth of the $\vec{\xi}_{n}$ in $n$ and the uniform convergence of the Dirichlet expansion for $x \geq x_{0}$ for any $x_{0}>0$. Apply the triangle inequality, the bound on $\left\|\mathcal{A}_{n}^{-1}\right\|$, and the inductive hypothesis to (3.8) to obtain

$$
\begin{aligned}
\frac{\left|\vec{\xi}_{n}\right|}{n^{p}} & \leq \frac{4 C M}{n^{2+p}} \sum_{k=1}^{n} k(n-k)^{p} \\
& \leq 4 C M \sum_{k=1}^{n} \frac{k}{n}\left(\frac{n-k}{n}\right)^{p} \frac{1}{n} \\
& \leq 8 C M \int_{0}^{1} x(1-x)^{p} d x=\frac{8 C M}{(p+1)(p+2)}
\end{aligned}
$$

hence for $p$ so large that $\frac{8 C}{(p+1)(p+2)} \leq 1$ we have

$$
\left|\vec{\xi}_{n}\right| \leq M n^{p}
$$

The Dirichlet expansion converges uniformly and the limit $V$ is analytic in both $x>0$ and $B$; from classic results [8], $Y_{1}$ has an analytic extension to the whole line. The asymptotic behavior of $Y_{1}$ as $x \rightarrow \infty$ follows readily from the form of the Dirichlet expansion. For $B=0$ an induction argument shows that the formula (3.8) for $\vec{\xi}_{n}$ is solved by

$$
\vec{\xi}_{n}=\frac{2(-1)^{n}}{1+\mu_{1}} \vec{\xi}_{0} \quad \text { for } n=1,2,3, \ldots
$$

and summing the Dirichlet expansion in closed form yields the solution (3.5).
4. The Evans function. The Evans function detects the intersection of the stable and unstable manifolds of (3.1). From the Dirichlet expansion, Theorem 3.2, and the symmetries of Lemma 3.1, we have explicitly constructed the functions $Y_{j}=$ $\left(y_{j 1}, y_{j 2}, y_{j 3}, y_{j 4}\right)^{T}$, which span these manifolds. Placed as columns in a matrix $\mathcal{Y}=$ $\left[Y_{1}, Y_{2}, Y_{3}, Y_{4}\right]$ they form a matrix solution of the first order system (3.1). The Evans function can be written in several equivalent forms; see $[4,30,15,16]$ and the references
therein. In the case at hand the trace of the matrix $A(\lambda)$ is zero, and the Evans function reduces to the following normalized determinate of $\mathcal{Y}$, which depends upon $\lambda, B$, and $\rho$ but not upon $x$ :

$$
\begin{equation*}
E(\lambda, B ; \rho)=\frac{-1}{16 \mu_{1} \mu_{2}}|\mathcal{Y}| \tag{4.1}
\end{equation*}
$$

The properties of the Evans function are given in the following theorem.
ThEOREM 4.1. The Evans function is analytic for all values of $B, \rho \in(0,1)$, and all $\lambda \notin\left\{z \mid \Re z \leq 0\right.$ and $\left.\Im z= \pm \frac{\rho^{2}}{2}\right\}$. For fixed $B$, the zeros $\lambda$ of the Evans function which lie in $\Omega=\left\{z \mid \Re z>0\right.$ or $\left.|\Im z|<\frac{\rho^{2}}{2}\right\}$ coincide with the eigenvalues of the linear operator $L_{2}$, and the order of such a zero equals the algebraic multiplicity of the eigenvalue of $L_{2}$. For all $\lambda \in \bar{\Omega}, E\left(\lambda^{*}\right)=E(\lambda)^{*}$, and $E(\lambda)=E(-\lambda)$ if $-\lambda \in \Omega$. As $|\lambda| \rightarrow \infty, E(\lambda) \rightarrow 1$.

Proof. The analyticity of the Evans function follows from that of the constituent solutions $Y_{j}$ afforded by Theorem 3.2, and from the choice of branch cuts of $\mu_{j}(\lambda)$. The analytic extension of the Evans function through the essential spectrum is transparent from the Dirichlet expansion construction; there is no need for an application of the Gap lemma; see [11, 18]. The coincidence of zeros of the Evans function in $\Omega$ and the eigenvalues of the associated operator, up to multiplicity, is a well known result which can be found in [4]. Since $L_{2}$ is a real operator, $L_{2} V=\lambda V$ if and only if $L_{2} V^{*}=$ $\lambda^{*} V^{*}$, and the symmetry of the Evans function, for $\lambda$ in $\Omega$, follows. The asymptotic property of $E$ as $|\lambda| \rightarrow \infty$ is a consequence of the normalization and Corollary 1.18 of [30].

Remark. The zeros of the extended Evans function which lie outside the domain $\Omega$ do not necessarily correspond to eigenvalues of $L_{2}$. Also, the symmetries $E\left(\lambda^{*}\right)=$ $E(\lambda)^{*}$ and $E(\lambda)=E(-\lambda)$ do not hold for $\lambda$ outside of $\bar{\Omega}$.

In that which follows we will view $\rho$ as fixed, and write $E=E(\lambda, B)$. For $B=0$ the matrix solution $\mathcal{Y}$ takes the simple form

$$
\mathcal{Y}=\left(\begin{array}{cccc}
y_{1} & y_{2} & y_{3} & y_{4}  \tag{4.2}\\
i y_{1} & -i y_{2} & i y_{3} & -i y_{4} \\
y_{1 x} & y_{2 x} & y_{3 x} & y_{4 x} \\
i y_{1 x} & -i y_{2 x} & i y_{3 x} & -i y_{4 x}
\end{array}\right)
$$

where $y_{j}$ are given explicitly by (3.5) and the symmetries of Lemma 3.1. We may directly evaluate the Wronskian in (4.2) to obtain the following corollary.

Corollary 4.2. For $B=0$ the Evans function is given by

$$
\begin{equation*}
E=\frac{\left(1-\mu_{1}\right)\left(1-\mu_{2}\right)}{\left(1+\mu_{1}\right)\left(1+\mu_{2}\right)} \tag{4.3}
\end{equation*}
$$

The operator $L_{2}$ has exactly two eigenvalues $\lambda_{ \pm}= \pm i \frac{1-\rho^{2}}{2}$ which correspond to the localized eigenvectors given by (3.5).

Proof. We use the explicit formula (3.5) for the functions $Y_{j}, j=1, \ldots, 4$. The Evans function has exactly two zeros, which lie on the boundary of $\Omega$. As such they may not correspond to localized eigenvalues, but for $\lambda=\lambda_{ \pm}$inspection of the formula (3.5) shows that the eigenvector is localized in space.

Each of the eigenvalues $\lambda_{ \pm}$moves with changes in $B$. From the symmetry of the spectrum of $L_{2}$, it is sufficient to study the path of the eigenvalues bifurcating from $\lambda_{+}$. We will focus on the eigenvalue in the closed first quadrant of the complex plain,
denoting it as $\lambda(B)=\lambda(B, \rho)$. Recall that $\lambda(0, \rho)=\lambda_{+}$is embedded in the essential spectrum of $L_{2}$ for $0<\rho \leq \frac{1}{\sqrt{2}}$. We calculate the derivatives of $\lambda(B)$, for fixed $\rho$, via the implicit function theorem. First we evaluate the partial derivatives of the Evans function at $\lambda=\lambda_{+}$. Let ${ }^{\prime}$ denote differentiation with respect to $x$ and a subscript $B$ denote differentiation with respect to $B$. Each function $Y_{j}$ satisfies (3.1), taking the $B$ derivative

$$
Y_{j B}^{\prime}=A Y_{j B}+A_{B} Y_{j}
$$

and since $\mathcal{Y}$ is a matrix solution of the corresponding homogeneous equation, variation of parameters yields

$$
Y_{j B}(x)-\mathcal{Y}(x) \mathcal{Y}^{-1}\left(x_{j}\right) Y_{j B}\left(x_{j}\right)=\mathcal{Y}(x) \int_{x_{j}}^{x} \mathcal{Y}^{-1}(s) A_{B}(s) Y_{j}(s) d s
$$

From the Dirichlet expansion formulas we know that $\left|Y_{j B}(x)\right|$ decays as $e^{-\left(\mu_{j}+2\right) x}$ as $x \rightarrow \infty$ for $j=1,2$, and similarly $\left|Y_{j B}\right|$ decays as $x \rightarrow-\infty$ for $j=3,4$. We let $x_{j} \rightarrow \infty$ for $j=1,2$ and $x_{j} \rightarrow-\infty$ for $j=3,4$. The second term on the left-hand side converges to zero in each case as $|x| \rightarrow \infty$. Defining the matrix $\Phi$ as

$$
\begin{equation*}
\Phi=\left[\int_{\infty}^{x} \mathcal{Y}^{-1} A_{B} Y_{1} d s, \int_{\infty}^{x} \mathcal{Y}^{-1} A_{B} Y_{2} d s, \int_{-\infty}^{x} \mathcal{Y}^{-1} A_{B} Y_{3} d s, \int_{-\infty}^{x} \mathcal{Y}^{-1} A_{B} Y_{4} d s\right] \tag{4.4}
\end{equation*}
$$

we can rewrite the four equations as a matrix differential equation in $B$,

$$
\begin{equation*}
\mathcal{Y}_{B}(x, B)=\mathcal{Y}(x, B) \Phi(x, B) \tag{4.5}
\end{equation*}
$$

Applying Abel's formula [8] we obtain a differential equation for the Wronskian $W=$ $|\mathcal{Y}|$ as

$$
\begin{equation*}
W_{B}=(\operatorname{tr} \Phi) W \tag{4.6}
\end{equation*}
$$

Since $\operatorname{tr} \Phi^{\prime}=\operatorname{tr}\left(\mathcal{Y}^{-1} A_{B} \mathcal{Y}\right)=\operatorname{tr} A_{B}=0$ it follows that $\operatorname{tr} \Phi$ is independent of $x$. We let $x \rightarrow \infty$ in (4.4) obtaining

$$
\operatorname{tr} \Phi=\operatorname{tr} \int_{-\infty}^{\infty}\left[0,0, \mathcal{Y}^{-1} A_{B} Y_{3}, \mathcal{Y}^{-1} A_{B} Y_{4}\right] d x
$$

Using the notation $y_{j}=y_{j 1}$, we observe that $y_{j 2}=(-1)^{j+1} i y_{j}$ for $j=1,2,3,4$. To invert $\mathcal{Y}$ we expand by cofactors

$$
\left[\mathcal{Y}^{-1}\right]_{j k}=\frac{(-1)^{j+k} W_{k j}}{W}
$$

where $W_{k j}$ is the determinant of the $k j$-minor of $\mathcal{Y}$. For $B=0$, the minors may be evaluated directly, yielding

$$
W_{43}=-4 i \beta_{2} y_{1} \text { and } W_{44}=-4 i \beta_{1} y_{2}
$$

where $\beta_{j}=\frac{\mu_{j}\left(\mu_{j}-1\right)}{1+\mu_{j}}$ for $j=1,2$. The matrix $A_{B}$ has all zero entries except for $\left[A_{B}\right]_{4,2}=4 \phi^{2}$. The nonzero diagonal entries of $\Phi$ are

$$
\Phi_{33}=\int_{-\infty}^{\infty} \frac{-W_{43}}{W} 4 \phi^{2} y_{32} d s=-\frac{16 \beta_{2}}{W} \int_{-\infty}^{\infty} \phi^{2} y_{1} y_{3} d s
$$

and

$$
\Phi_{44}=\int_{-\infty}^{\infty} \frac{W_{44}}{W} 4 \phi^{2} y_{22} d s=-\frac{16 \beta_{1}}{W} \int_{-\infty}^{\infty} \phi^{2} y_{2} y_{4} d s
$$

Finally we see that

$$
\operatorname{tr} \Phi=-\frac{16}{W} \int_{-\infty}^{\infty} \phi^{2}\left(\beta_{1} y_{2} y_{4}+\beta_{2} y_{1} y_{3}\right) d s=-\frac{32}{W}\left(\beta_{1} \gamma_{2}+\beta_{2} \gamma_{1}\right)
$$

where $\gamma_{j}=\frac{\mu_{j}^{2}-\frac{1}{3}}{\left(1+\mu_{j}\right)^{2}}$ for $j=1,2$.
Since $E=-\frac{W}{16 \mu_{1} \mu_{2}}$ we have $E_{B}(\lambda, 0)=-\frac{W}{16 \mu_{1} \mu_{2}} \operatorname{tr} \Phi(\lambda, 0)$, and substituting the formulas above,

$$
\begin{equation*}
E_{B}(\lambda, 0)=\frac{2}{\mu_{1} \mu_{2}}\left(\beta_{1} \gamma_{2}+\beta_{2} \gamma_{1}\right) \tag{4.7}
\end{equation*}
$$

In particular, at the eigenvalue $\lambda_{+}=i \frac{1-\rho^{2}}{2}$, we have $\mu_{2}=1$ and $\mu_{1}=i \alpha$ with $\alpha=\sqrt{1-2 \rho^{2}}$, for $0<\rho<\frac{1}{\sqrt{2}}$; consequently

$$
E_{B}\left(\lambda_{+}, 0\right)=\frac{i \alpha-1}{3(1+i \alpha)}
$$

Taking the $\lambda$ partial derivative of (4.3) we calculate

$$
E_{\lambda}\left(\lambda_{+}, 0\right)=\frac{i}{2} \frac{1-i \alpha}{1+i \alpha}
$$

By the implicit function theorem, the function $\lambda(B)$ which satisfies $E(\lambda(B), B)=0$ and $\lambda(0)=\lambda_{+}$has derivative

$$
\begin{equation*}
\lambda_{B}(0)=-\frac{E_{B}\left(\lambda_{+}, 0\right)}{E_{\lambda}\left(\lambda_{+}, 0\right)}=-\frac{2}{3} i \tag{4.8}
\end{equation*}
$$

To leading order in $B$, the embedded eigenvalue moves along the imaginary axis as $B$ increases from zero. This result is in fact a consequence of the method developed in [16, Theorem 1.1 and Lemma 4.3] to compute the leading order motion of eigenvalues. To determine if the eigenvalue remains in the essential spectrum and on the imaginary axis, it is necessary to compute the second derivative of $\lambda(B)$ with respect to $B$ at $B=0$. The implicit function theorem yields

$$
\lambda_{B B}(0)=-\frac{E_{\lambda \lambda} \lambda_{B}^{2}+2 E_{\lambda B} \lambda_{B}+E_{B B}}{E_{\lambda}}
$$

Taking partial derivatives with respect to $\lambda$ of (4.3) and (4.7) we obtain

$$
\begin{equation*}
E_{\lambda \lambda}\left(\lambda_{+}, 0\right)=\frac{2-i \alpha-i \alpha^{3}}{i \alpha(i \alpha+1)^{2}} \tag{4.9}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{\lambda B}\left(\lambda_{+}, 0\right)=-\frac{1}{3} \frac{(i \alpha-1)(i \alpha+3)}{\alpha(i \alpha+1)} \tag{4.10}
\end{equation*}
$$

It remains to calculate $E_{B B}\left(\lambda_{+}, 0\right)$. This can be done directly by differentiating (4.6) with respect to $B$, obtaining $W_{B B}=\left(\operatorname{tr} \Phi_{B}+(\operatorname{tr} \Phi)^{2}\right) W$, for $B=0$ and $\lambda \neq \lambda_{ \pm}$, taking the limit $\lambda \rightarrow \lambda_{+}$, and expanding in terms of $\epsilon=\mu_{2}-1$ as $\mathcal{Y}^{-1}$ becomes singular. However, it is easier to avoid the singularity altogether and compute $W_{B B}$ from the vectors $Y_{j B}$ and $Y_{j B B}$. Since $y_{2}=y_{4}=\frac{1}{2} \operatorname{sech} x$ at $\lambda=\lambda_{+}$and $B=0$, after cancelation we obtain

$$
\begin{align*}
W_{B B}= & \left|\left[Y_{1}, Y_{2}, Y_{3}, Y_{4 B B}-Y_{2 B B}\right]\right|+2\left|\left[Y_{1}, Y_{2 B}, Y_{3}, Y_{4 B}\right]\right| \\
& +2\left|\left[Y_{1 B}, Y_{2}, Y_{3}, Y_{4 B}-Y_{2 B}\right]\right|+2\left|\left[Y_{1}, Y_{2}, Y_{3 B}, Y_{4 B}-Y_{2 B}\right]\right| \tag{4.11}
\end{align*}
$$

The matrix $\mathcal{Y}$ is singular at the eigenvalue and there is a solution of $(3.1), Y_{5}$, which is linearly independent of $\left\{Y_{1}, Y_{2}, Y_{3}\right\}$. Using reduction of order it is straightforward to find $Y_{5}=\left(y_{5},-i y_{5}, y_{5 x},-i y_{5 x}\right)^{T}$, where

$$
y_{5}=\frac{1}{2} \operatorname{sech} x\left(x+\frac{\sinh 2 x}{2}\right)
$$

We form the matrix solution $\mathcal{Y}_{0}=\left[Y_{1}, Y_{2}, Y_{3}, Y_{5}\right]$, and as before, we solve for $\mathcal{Y}_{B}$ via variation of parameters at $\lambda=\lambda_{+}$, viz.

$$
\begin{equation*}
\mathcal{Y}_{B}=\mathcal{Y}_{0} \Phi_{0} \tag{4.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi_{0}=\left[\int_{\infty}^{x} \mathcal{Y}_{0}^{-1} A_{B} Y_{1} d s, \int_{\infty}^{x} \mathcal{Y}_{0}^{-1} A_{B} Y_{2} d s, \int_{-\infty}^{x} \mathcal{Y}_{0}^{-1} A_{B} Y_{3} d s, \int_{-\infty}^{x} \mathcal{Y}_{0}^{-1} A_{B} Y_{4} d s\right] \tag{4.13}
\end{equation*}
$$

Similarly, for $j=1,2,3,4$, the second derivatives $Y_{j B B}$ satisfy the system of differential equations

$$
Y_{j B B}^{\prime}=A Y_{j B B}+2 A_{B} Y_{j B}
$$

Variation of parameters again yields

$$
\begin{equation*}
Y_{j B B}=2 \mathcal{Y}_{0} \int_{x_{j}}^{x} \mathcal{Y}_{0}^{-1} A_{B} Y_{j B} d s \tag{4.14}
\end{equation*}
$$

where $x_{j}=\infty$ for $j=1,2$ and $x_{j}=-\infty$ for $j=3,4$. Substituting the expressions from (4.12) and (4.14) into the formula (4.11) leads to, after some computation given in the appendix, the following equality:

$$
\begin{equation*}
\Re\left(\frac{E_{B B}\left(\lambda_{+}, 0\right)}{E_{\lambda}\left(\lambda_{+}, 0\right)}\right)=\frac{8\left(2-3 \rho^{2}\right)}{9 \alpha\left(1-\rho^{2}\right)}-\frac{2 \alpha\left(1-\rho^{2}\right) \pi^{2}}{9} \operatorname{sech}^{2} \frac{\alpha \pi}{2} \tag{4.15}
\end{equation*}
$$

We separate the other terms in the expression for $\lambda_{B B}(0)$,

$$
\Re\left(\frac{2 E_{\lambda B} \lambda_{B}}{E_{\lambda}}\right)=-\frac{8}{3 \alpha}
$$

and

$$
\Re\left(\frac{E_{\lambda \lambda} \lambda_{B}^{2}}{E_{\lambda}}\right)=\frac{8}{9 \alpha\left(1-\rho^{2}\right)}
$$

Combining these results we obtain the leading order expression for the motion of the real part of the embedded eigenvalue with respect to $B$,

$$
\begin{equation*}
\Re\left(\lambda_{B B}(0)\right)=\frac{2 \alpha\left(1-\rho^{2}\right) \pi^{2}}{9} \operatorname{sech}^{2} \frac{\alpha \pi}{2} \tag{4.16}
\end{equation*}
$$

We summarize and extend the results above in the following theorem.
Theorem 4.3. For $B=0$, the eigenvalue problem has two simple eigenvalues $\lambda=$ $\pm i \frac{1-\rho^{2}}{2}$. For fixed $\rho$ satisfying $\rho \in\left(0, \frac{1}{\sqrt{2}}\right)$, the eigenvalues depend analytically upon $B$. They are embedded in the essential spectrum for $B=0$ and leave the imaginary axis as $B$ increases from zero, forming two complex pairs of eigenvalues. To leading order in real and imaginary parts, the unique eigenvalue in the open first quadrant of the complex plans satisfies

$$
\begin{align*}
\lambda(B)=\quad i\left(\frac{1-\rho^{2}}{2}-\right. & \left.\frac{2}{3} B+O\left(B^{2}\right)\right) \\
& +\left(\frac{2 \pi^{2}\left(1-\rho^{2}\right) \sqrt{1-2 \rho^{2}}}{9} \operatorname{sech}^{2}\left(\frac{\pi \sqrt{1-2 \rho^{2}}}{2}\right)\right) B^{2}+O\left(B^{3}\right) . \tag{4.17}
\end{align*}
$$

In particular the up wave is structurally unstable for $\rho \in\left(0, \frac{1}{\sqrt{2}}\right)$. For $B=0$ and $\rho \in\left(\frac{1}{\sqrt{2}}, 1\right)$, the eigenvalues are simple and isolated and remain upon the imaginary axis for $B$ small enough; moreover, the unique eigenvalue of positive imaginary part satisfies

$$
\begin{equation*}
\lambda(B)=i\left(\frac{1-\rho^{2}}{2}-\frac{2}{3} B+O\left(B^{2}\right)\right) . \tag{4.18}
\end{equation*}
$$

Proof. The asymptotic formula for $B$ small and $\rho \in\left(0, \frac{1}{\sqrt{2}}\right)$ follow from the preceding discussion. The uniqueness of the eigenvalue in the open first quadrant follows from the fact that there is at most one set of four strictly complex eigenvalues, as observed in section 2. For $\rho \in\left(\frac{1}{\sqrt{2}}, 1\right)$, Corollary 4.2 indicates that the eigenvalues are isolated and simple. Since the spectrum is symmetric with respect to the imaginary axis, the eigenvalues can only leave the imaginary axis in pairs, which necessitates collision with another eigenvalue, or the essential spectrum. Thus the eigenvalues are trapped upon the imaginary axis for $B$ small enough, all the derivatives of $\lambda$ with respect to $B$ have zero real part at $B=0$, and the formula (4.8) holds.

We now address the case when the embedded eigenvalues $\lambda_{ \pm}= \pm i \frac{1-\rho^{2}}{2}$ of the operator $L_{2}$ coincide with the branch points $\pm i \frac{\rho^{2}}{2}$; i.e., $\rho=\frac{1}{\sqrt{2}}$. In this case the Evans function is not analytic at the eigenvalue, and we must unfold the Riemann surface to investigate the behavior of its zeros as $B$ is perturbed from zero. Indeed, the Evans function in the new independent variable $\nu=\sqrt{\rho^{2}+2 i \lambda}$ has a simple pole in $\nu$ at $\nu=0$, which we eliminate and study the zeros of the function

$$
\begin{equation*}
D(\nu, B)=16 \nu \sqrt{2 \rho^{2}-\nu^{2}} E\left(i \frac{\rho^{2}-\nu^{2}}{2}, B\right) \tag{4.19}
\end{equation*}
$$

in a neighborhood of $\nu=0$. Note that when $-\frac{\pi}{4}<\arg \nu<\frac{3 \pi}{4}$, there is a unique $\lambda$ with $-\pi<\arg \left(\lambda-i \rho^{2} / 2\right)<\pi$ such that $\nu=\sqrt{\rho^{2}+2 i \lambda}$. In particular, a zero $\nu=\nu_{0}$ of $D$ corresponds to a zero $\lambda_{0}=i \frac{\rho^{2}-\nu_{0}^{2}}{2}$ of $E$ if and only if $-\frac{\pi}{4}<\arg \nu_{0}<\frac{3 \pi}{4}$. A zero of $D$ which does not satisfy this condition will be termed spurious.

LEmma 4.4. In the new independent variable $\nu=\sqrt{\rho^{2}+2 i \lambda}$, there is a neighborhood of the point $\left(\nu=0, \rho=\frac{1}{\sqrt{2}}\right)$ for which the function $D$ is analytic with respect to $\nu, \rho$, and $B$.

Proof. The function $D$ defined above is the Wronskian (4.2); its analyticity follows directly from that of the functions $Z_{j}(x, \nu, \rho, B)=Y_{j}\left(x, i \frac{\rho^{2}-\nu^{2}}{2}, B\right)$ for $j=1, \ldots, 4$. Each $Z_{j}$ is given as a Dirichlet expansion, as in Theorem 1 for $Y_{j}$, whose terms are analytic with respect to $\nu, \rho$, and $B$ when $|\nu|^{2}<1-2 \delta$ and $\left|\rho-\frac{1}{\sqrt{2}}\right|<\delta$ for any fixed constant $\delta$ with $0<\delta<1 / 4$. From the uniform convergence of the derivatives of the Dirichlet expansion with respect to these parameters, we conclude that $Z_{j}$ is analytic whenever the expansion is defined, and the analytic expansion of the derivatives to the entire $x$-axis leads to the conclusion.

When $\rho=\frac{1}{\sqrt{2}}$, the function

$$
\begin{equation*}
D(\nu, B)=16 \nu \sqrt{1-\nu^{2}} E\left(i \frac{\rho^{2}-\nu^{2}}{2}, B\right)=-|\mathcal{Y}|_{\lambda=i \frac{1 / 2-\nu^{2}}{2}} \tag{4.20}
\end{equation*}
$$

is analytic with respect to $\nu$ and $B$ in the open set $\{|\nu|<1\} \times\{|B|<\infty\}$, and from formula (4.3) of Corollary 4.2 we obtain the expression

$$
\begin{equation*}
D(\nu, 0)=\frac{16 \nu^{3}\left(1-\nu^{2}\right)^{3 / 2}}{\left(1+\sqrt{1-\nu^{2}}\right)^{2}(1+\nu)^{2}} \tag{4.21}
\end{equation*}
$$

In particular, $D$ has a zero of the multiplicity three at $\nu=0$ for $\rho=\frac{1}{\sqrt{2}}$. When $B>0$ three zeros move away from the origin, but only one corresponds to a zero of the Evans function.

Theorem 4.5. Let $\rho=\frac{1}{\sqrt{2}}$. There exists an $\epsilon>0$ such that for all $B$ satisfying $0<B<\epsilon$, the operator $L_{2}$ has exactly one pair $\pm \lambda$ of eigenvalues where $\lambda$ lies on the imaginary axis between 0 and $\frac{i}{4}$, and satisfies

$$
\begin{equation*}
\lambda(B)=i\left(\frac{1}{4}-\frac{2}{3} B+o(B)\right) \tag{4.22}
\end{equation*}
$$

Proof. On the circle $|\nu|=\frac{1}{\sqrt{2}}$ we may use the formula (4.21) to obtain the lower bound

$$
|D(\nu, 0)| \geq \frac{1}{8}
$$

thus for $|B|$ sufficiently small, $|D(\nu, B)|>0$ on $|\nu|=1 / \sqrt{2}$, and since $D$ is analytic in $V_{1}=\left\{|\nu| \leq \frac{1}{\sqrt{2}}\right\}$ the number of zeros of $D$ in $V_{1}$ is constantly 3 for $B$ small enough. To follow the motion of these zeros with respect to $B$ we expand $D$ as

$$
D(\nu, B)=D(\nu, 0)+D_{B}(\nu, 0) B+g(\nu, B) B^{2}
$$

where $g(\nu, B)$ is an analytic function with respect to both $B$ and $\nu$. Rewriting (4.7) in the new variable $\nu$, we find from (4.20) that

$$
\begin{equation*}
D_{B}(\nu, 0)=\frac{32 \nu \sqrt{1-\nu^{2}}\left[\nu\left(1 / 3-\nu^{2}\right)+\sqrt{1-\nu^{2}}\left(\nu^{2}-2 / 3\right)\right]}{(1+\nu)^{2}\left(1+\sqrt{1-\nu^{2}}\right)^{2}}=-\frac{16}{3} \nu+O\left(\nu^{2}\right) \tag{4.23}
\end{equation*}
$$

The function $f(\nu, B)=D(\nu, 0)+D_{B}(\nu, 0) B$ has, by arguments similar to those above, exactly three zeros in $V_{1}$ for $B$ small enough. Writing

$$
f(\nu, B)=D_{B}(\nu, 0)\left[B+\frac{D(\nu, 0)}{D_{B}(\nu, 0)}\right]
$$

where

$$
\begin{equation*}
\frac{D(\nu, 0)}{D_{B}(\nu, 0)}=\frac{\nu^{2}\left(1-\nu^{2}\right)}{2\left[\nu\left(1 / 3-\nu^{2}\right)+\sqrt{1-\nu^{2}}\left(\nu^{2}-2 / 3\right)\right]}=-\frac{3}{4} \nu^{2}+O\left(\nu^{3}\right) \tag{4.24}
\end{equation*}
$$

it is easy to see that $B+\frac{D(\nu, 0)}{D_{B}(\nu, 0)}$ has two real zeros, $\nu_{-1}=-\sqrt{\frac{4}{3} B}+O(B)$ and $\nu_{1}=\sqrt{\frac{4}{3} B}+O(B)$ for $B>0$ and small enough, while $\nu_{0}=0$ is always a zero of $f$.

To localize the zeros of $D$ we apply Rouche's theorem. Fixing $\alpha>0$ small we show that the bound $|f|>B^{2}|g|$ holds on each of the two circles $\mathcal{U}_{ \pm 1}=\left\{\nu:\left|\nu-\nu_{ \pm 1}\right|=\right.$ $\left.\left|\nu_{ \pm 1}\right|^{2-\alpha}\right\}$. We examine only the case $\nu=\nu_{1}$. Substituting $B=-\frac{D\left(\nu_{1}, 0\right)}{D_{B}\left(\nu_{1}, 0\right)}=-\frac{3}{4} \nu_{1}^{2}+$ $O\left(\nu_{1}^{3}\right)$ into $f$ and writing $\nu=\nu_{1}+z$ where $|z|=\left|\nu_{1}\right|^{2-\alpha}$, computation leads to the asymptotic relation

$$
\begin{aligned}
\left|f\left(\nu_{1}+z, B\right)\right| & =\left|D_{B}\left(\nu_{1}, 0\right)\right|\left|-\frac{D\left(\nu_{1}, 0\right)}{D_{B}\left(\nu_{1}, 0\right)}+\frac{D\left(\nu_{1}+z, 0\right)}{D_{B}\left(\nu_{1}+z, 0\right)}\right| \\
& =\frac{16}{3}\left|\nu_{1}\right|\left|-\frac{3}{2} \nu_{1} z-\frac{3}{4} z^{2}\right|+O\left(\left|\nu_{1}\right|^{3},|z|^{2}\left|\nu_{1}\right|\right)
\end{aligned}
$$

from which we deduce $|f|>c_{1}\left|\nu_{1}\right|^{4-\alpha}$ for some positive constant $c_{1}$ and for $B>0$ small enough. However, since $|B|=O\left(\left|\nu_{1}\right|^{2}\right)$ it follows that $\left|B^{2} g\right|<c_{2}\left|\nu_{1}\right|^{4}$ for some positive $c_{2}$ and small $B>0$. We deduce from Rouche's theorem that $D=f+B^{2} g$ has exactly one zero inside $\mathcal{U}_{ \pm 1}$ for $B>0$ small enough. The circle $\mathcal{U}_{-1}$ lies inside the spurious region and zero of $D$ inside $\mathcal{U}_{-1}$ is spurious. On the other hand, all $\nu \in \mathcal{U}_{1}$ satisfy $-\frac{\pi}{4}<\arg \nu<\frac{3 \pi}{4}$ and hence $\nu=\sqrt{\frac{1}{2}+2 i \lambda}$ for some $\lambda$ in a neighborhood of the branch point $\frac{i}{4}$. The zero of $D$ in $\mathcal{U}_{1}$ corresponds to a zero of $E$.

The localization of the third, smallest zero of $D$ requires a slightly different analysis. Since $D(0,0)=D_{B}(0,0)=D_{\nu}(0,0)=D_{\nu \nu}(0,0)=0$, the Taylor expansion of $D$ about $(0,0)$ takes the form

$$
\begin{equation*}
D(\nu, B)=(\nu B) D_{\nu B}(0,0)+\left(\frac{1}{2} B^{2}\right) D_{B B}(0,0)+R(\nu, B) \tag{4.25}
\end{equation*}
$$

where $R$ is analytic and satisfies $|R(\nu, B)| \leq K_{1}\left(|B|^{3}+|\nu|^{3}\right)$ for some constant $K_{1}>0$ and $B$ and $\nu$ small enough. We may calculate directly from (4.19) that

$$
D_{\nu B}(0,0)=16 E_{B}\left(\frac{i}{4}, 0\right)-\lim _{\nu \rightarrow 0} 16 i \nu^{2} \sqrt{1-\nu^{2}} E_{B \lambda}\left(i \frac{\frac{1}{2}-\nu^{2}}{2}, 0\right)
$$

and from (4.7) we easily deduce that the limit term is zero while $E_{B}\left(\frac{i}{4}, 0\right)=-\frac{1}{3}$, yielding $D_{\nu B}(0,0)=-\frac{16}{3}$. Since $D$ is analytic in $\rho$ we may compute from (6.5)

$$
D_{B B}(0,0)=\lim _{\rho \rightarrow \frac{1}{\sqrt{2}}} 16 \mu_{1}\left(\lambda_{+}(\rho)\right) \mu_{2}\left(\lambda_{+}(\rho)\right) E_{B B}\left(i \frac{1-\rho^{2}}{2}, 0\right)=-\frac{64}{9}
$$

Defining

$$
f_{0}(\nu, B)=-\frac{16}{3} B\left(\nu+\frac{4}{3} B\right)
$$

we have $D(\nu, B)=f_{0}(\nu, B)+R(\nu, B)$, where $f_{0}$ has a zero at $\nu_{0}=-\frac{4}{3} B$. On the ball $\left|\nu-\nu_{0}\right|=\frac{2}{3}|B|$, we have $\left|f_{0}(\nu, B)\right|=\frac{64}{27} B^{2}$, but $|R(\nu, B)| \leq K_{1}\left(B^{3}+|\nu|^{3}\right) \leq$ $K_{1}\left(B^{3}+\frac{5}{3} B^{3}\right)$. It follows from Rouche's theorem that for $B$ small enough, $D$ has exactly one zero inside $\mathcal{U}_{0}=\left\{\nu:\left|\nu-\nu_{0}\right|=\frac{2}{3}|B|\right\}$. In particular if $B>0$ this zero is spurious and does not correspond to a zero of the Evans function $E$.

We have shown that for $B>0$, but small enough, $D$ has exactly one zero in $V_{1}, \nu_{1}=\sqrt{\frac{4}{3} B}+O(B)$ satisfying $-\frac{\pi}{4}<\arg \nu_{1}<\frac{3 \pi}{4}$. Indeed we show that this zero lies on the real axis. From Lemma $4.4, D(\nu, B)=16 \nu \sqrt{1-\nu^{2}} E\left(i \frac{1 / 2-\nu^{2}}{2}, B\right)$ is a real valued function when $0 \leq \nu \leq 1$. The equalities $D(0,0)=D_{B}(0,0)=0$ and $D_{B B}(0,0)=-\frac{64}{9}$ imply that $D(0, B)<0$ when $B>0$ is sufficiently small. In addition, since $D\left(\frac{1}{\sqrt{2}}, 0\right)>0$ and $D$ is continuous in $B$, it follows that $D\left(\frac{1}{\sqrt{2}}, B\right)>0$ for any $B>0$ sufficiently small. Therefore, $D$ has at least one zero for $\nu$ in the interval $\left(0, \frac{1}{\sqrt{2}}\right)$. But $D$ has only three zeros in $V_{1}$, two of which do not lie on $\left(0, \frac{1}{\sqrt{2}}\right)$, and from the analysis above this zero must be $\nu_{1}$. The asymptotic formula (4.22) for $\lambda(B)$ follows from the relation $\lambda(B)=i^{\frac{1}{2}-\nu_{1}^{2}} 2$ and the expansion for $\nu_{1}$.

While the case $B<0$ is not directly relevant to the birefringence modeled by the coupled nonlinear Schrödinger equations studied here, it has mathematical interest. Recalling the new variable $\nu=\sqrt{\rho^{2}+2 i \lambda}$, the point $\lambda=0$ corresponds to $\nu=\frac{1}{\sqrt{2}}$ and as observed above $D\left(\frac{1}{\sqrt{2}}, B\right)>0$ for $|B|$ sufficiently small, while $D(0,0)=0$. Moreover, $D$ is real when $\nu \in\left[0, \frac{1}{\sqrt{2}}\right]$, and whenever $D(0, B)$ is negative for small $|B|$, there will be a zero of $D$ in $\left(0, \frac{1}{\sqrt{2}}\right)$ which corresponds to an imaginary zero of $E$ between the branch point and the origin. For $\rho=\frac{1}{\sqrt{2}}$ we have shown that

$$
D(0, B)=D_{B B}(0,0) \frac{B^{2}}{2}+O\left(|B|^{3}\right)=-\frac{32 B^{2}}{9}+O\left(|B|^{3}\right)
$$

and for $\rho \neq \frac{1}{\sqrt{2}}$ we have

$$
D(0, B)=D_{B}(0,0) B+O\left(B^{2}\right)=\frac{32 \sqrt{2} \rho(1-\sqrt{2} \rho)}{3(1+\sqrt{2} \rho)^{2}} B+O\left(B^{2}\right)
$$

Clearly for $\rho \in\left(0, \frac{1}{\sqrt{2}}\right], D(0, B)<0$ for $B<0$ small enough, and as $B$ decreases from 0 , the branch points $\pm i \frac{\rho^{2}}{2}$ shed eigenvalues which travel along the imaginary axis toward the origin. We state this result in the following proposition.

Proposition 4.6. For $\rho \in\left(0, \frac{1}{\sqrt{2}}\right]$, as $B$ decreases from zero, the branch points $\pm i \frac{\rho^{2}}{2}$ of the essential spectrum of $L_{2}$ exhibit an edge bifurcation, each shedding an eigenvalue along the imaginary axis towards the origin.
5. Numerical computation of the stability diagram. In the far from integrable case, $B$ not small, we no longer have explicit forms for the solutions $Y_{j}, j=$ $1, \ldots, 4$, of the linearized system (3.1). The Dirichlet expansions for the $Y_{j}$ are unwieldy for an exact analysis of the eigenvalue problem. For $B$ not small we turn to a numerical evaluation of the Evans function; however, the asymptotic boundary conditions (3.3) of the special solutions render their direct numerical computation inefficient. The Dirichlet expansion provides a fast and rigorous mechanism for their computation.

From the symmetries of the $Y_{j}$ given in Lemma 3.1, the Evans function takes a particularly simple form when evaluated at $x=0$. Recalling the notation $Y_{1}=$ $\left(v_{1}, v_{2}, v_{1 x}, v_{2 x}\right)^{T}$, the following result holds.

Lemma 5.1. The Evans function may be expressed as

$$
\begin{align*}
& E=\quad-\frac{1}{4 \mu_{1} \mu_{2}}\left(v_{1}(0, \lambda, B) v_{1}(0,-\lambda, B)+v_{1}(0,-\lambda, B) v_{2}(0, \lambda, B)\right)  \tag{5.1}\\
& \times\left(v_{1 x}(0, \lambda, B) v_{2 x}(0,-\lambda, B)+v_{1 x}(0,-\lambda, B) v_{2 x}(0, \lambda, B)\right)
\end{align*}
$$

Proof. At $x=0$ we have $Y_{3}(0, \lambda, B)=S_{1} Y_{1}(0, \lambda, B)$ and $Y_{4}(0, \lambda, B)=S_{1} Y_{2}(0, \lambda, B)$, while $Y_{2}(0, \lambda, B)=S_{2} Y_{1}(0,-\lambda, B)$. Evaluating the determinate leads to the formula above.

From the uniform convergence for the Dirichlet expansion it may be efficiently summed for values of $x=x_{0}>0$. We may then take $Y_{1}\left(x_{0}, \lambda, B\right)$ as initial data for the linear system (3.1) and numerically integrate it from $x \in\left[0, x_{0}\right]$, an interval upon which the system is not stiff, thereby obtaining an accurate and efficient approximation to $Y_{1}(0, \lambda, B)$. In particular, it is straightforward to rigorously bound the numerical error in such an approximation.

We present the numerical results obtained by fixing $\rho \in(0,1)$ and increasing $B$ from 0 to $1.05 B_{c}(\rho)$, where at $B=B_{c}(\rho)=\frac{2-\rho-\rho^{2}}{4}$ there is an eigenvalue at 0 whose multiplicity is either two or four. We find five distinct cases:

$$
\begin{align*}
& \rho \in\left(0, \rho_{c}\right) \quad \text { where } \rho_{c} \approx 0.3242 \ldots,  \tag{1}\\
& \rho=\rho_{c}  \tag{2}\\
& \rho \in\left(\rho_{c}, \rho_{b}\right) \quad \text { where } \rho_{b}=\frac{1}{\sqrt{2}}  \tag{3}\\
& \rho=\rho_{b} \\
& \rho \in\left(\rho_{b}, 1\right)
\end{align*}
$$

Of the four eigenvalues of the point spectrum, we denote by $\lambda_{1}(B, \rho)$ the eigenvalue of largest real part, and when two have the same real part, the one with smallest positive imaginary part. An eigenvalue which is not a symmetry of $\lambda_{1}$ will be denoted $\lambda_{2}$. When $\lambda_{1}$ is purely real or imaginary it is also the eigenvalue of $L_{2}$ of negative Krein sign.

For case (1) (see Figure 1(a)) with $B=0$, the eigenvalue $\lambda_{1}(0, \rho)=\lambda_{+}=i \frac{1-\rho^{2}}{2}$ is embedded in the essential spectrum and by Theorem 4.3 it leaves the imaginary axis quadratically in $B$. From the numerical computation we find that as $B$ increases the eigenvalue moves toward the real axis, forming a Jordan pair on the real axis with its complex conjugate when $B=B_{1}(\rho)<B_{c}(\rho)$. As $B$ increases further the pair split with $\lambda_{2}$ moving toward and reaching the origin at $B=B_{c}$, and $\lambda_{1}$ moving outward from the origin along the real axis with increasing $B$. When $\lambda_{2}$ reaches the origin, it combines with its negative, and this pair splits into complex conjugates which move outward along the imaginary axis until they vanish at the branch points of the essential spectrum.

In the critical case, $\rho_{c} \approx 0.3242 \ldots$ (see Figure $1(\mathrm{~b})$ ), the path traced by $\lambda_{1}$ and its symmetries "pinches" at the origin. Specifically, the embedded eigenvalue leaves the essential spectrum quadratically in $B$ as it increases from $B=0$, moving through the complex plane toward the origin, where the four recombine, forming a Jordan chain of multiplicity four at the origin as $B=B_{c}\left(\rho_{c}\right)$. For $B>B_{c}, \lambda_{1}$ and its negative move outward from the origin along the real axis and $\lambda_{2}$ and its negative move outward along the imaginary axis until they hit the branch point at $\pm i \frac{\rho^{2}}{2}$, becoming spurious.

For case (3), the complex eigenvalues ejected from the essential spectrum at $B=0$


Fig. 1. The spectrum of $L_{2}(\rho, B)$ for (a) $\rho=0.1$ and (b) $\rho=0.32425$. Solid line: location of negative Krein sign eigenvalue; dashed line: essential spectrum; dot: branch point; dotted line: positive Krein sign eigenvalue; arrows: direction of motion with increasing $B$. The * indicates location of eigenvalue at $B=0$. In both figures, $B$ ranges from $-0.75 B_{c}(\rho)$ to $1.05 B_{c}(\rho)$. In figure (a) the branch points almost touch the real axis. In figure (b) the four complex eigenvalues meet at the origin.
land upon the exposed neck of the imaginary axis; viewing Figures 1(a)-(b) and 2(a)(b) sequentially, as $\rho$ increases, the essential spectrum recedes from the origin until at the critical value the corresponding path of the complex eigenvalues pinches down to a point at the origin, and for values of $\rho>\rho_{c}$ the path of the complex eigenvalues "pulls up" on the imaginary axis. It is this sequence of events which we term a neck bifurcation. Figure 2(a) shows that as $B$ increases from $B=0$, the embedded eigenvalue $\lambda_{1}$ leaves the imaginary axis quadratically in $B$, and at $B=B_{2}(\rho)<B_{c}(\rho)$ it returns to the imaginary axis, forming a Jordan pair with $-\lambda_{1}^{*}$ at some point below the branch point $i \frac{\rho^{2}}{2}$. This pair splits, $\lambda_{1}$ moves down the imaginary axis, forming a Jordan pair at the origin with its complex conjugate for $B=B_{c}(\rho)$, and $\lambda_{2}$ moves up the imaginary axis, hits the branch point, and becomes spurious. This motion of $\lambda_{2}$ is not shown on Figure 2 due to smallness of scale. For $B>B_{c}$ the Jordan pair at the origin splits, forming a pair $\pm \lambda_{1}$, which move outward from the origin along the real axis.

For case (4), with $\rho=\frac{1}{\sqrt{2}}$ pictured in Figure 2(b), the eigenvalue $\lambda_{1}$ coincides with the branch point $\frac{i}{4}$ as $B=0$, arriving there from off the imaginary axis. For clarity of presentation the eigenvalues on the imaginary axis for $B<0$ are not shown. For $B>0$ the eigenvalue $\lambda_{1}$ travels along the imaginary axis toward the origin, arriving there at $B=B_{c}\left(\rho_{b}\right)$ where it forms a Jordan pair with its complex conjugate, splitting into a real pair $\pm \lambda_{1}$ as $B>B_{c}\left(\rho_{b}\right)$. For case (5), not pictured, when $B=0$ the eigenvalue $\lambda_{1}$ is on the imaginary axis between the branch point of the essential spectrum and the origin; as $B$ increases it moves along the imaginary axis toward the origin, forming a Jordan pair with its complex conjugate at the origin as $B=B_{c}(\rho)$, again splitting into a real pair as $B$ increases further. In case (5) there are only two eigenvalues for $B>0$.



FIG. 2. The spectrum of $L_{2}(\rho, B)$ for (a) $\rho=0.5$ and (b) $\rho=\frac{1}{\sqrt{2}}$. The legend is the same as Figure 1. $B$ varies from $-0.75 B_{c}$ to $1.05 B_{c}$. In (b) the embedded eigenvalues coincide with the branch points for $B=0$.


Fig. 3. The stability diagram of the eigenvalue problem, showing the line $B=B_{c}(\rho)$ (solid), and contours of $\Re \lambda_{1}$ (solid) and $\Im \lambda_{1}$ (dotted) at $10^{-4}, 10^{-6}$, and $10^{-7}$.

In Figure 3 we plot the stability diagram comprised of contours of $\Re \lambda_{+}(B, \rho)$ and $\Im \lambda_{+}(B, \rho)$ for $(\rho, B) \in[0,1] \times[0,1]$. The curves $B=B_{c}(\rho), B=B_{1}(\rho)$, and $B=B_{2}(\rho)$ meet at a common point, indicated with a circle, and divide the square into four regions, labeled I-IV. In region I the eigenvalue $\lambda_{1}$ is real and positive. In region II it is on the imaginary neck between the branch points of the essential spectrum.

This is the region of structural stability of the operator $L_{2}(\rho, B)$. In region III both $\lambda_{1}$ and $\lambda_{2}$ are real. In the remainder of the bifurcation state space, region IV, there is a set of four complex eigenvalues, symmetric about the real and imaginary axis. The point indicated with the circle in Figure 3 identifies the values $\rho=\rho_{c}, B=B_{c}\left(\rho_{c}\right)$ at which the kernel of $L_{2}$ has dimension four.
6. Appendix. We calculate here the result given in (4.15). Recalling the definition (4.13) of $\Phi_{0}$, we substitute the values of $A_{B}$ and $Y_{j}$ from (4.2) to obtain

$$
\Phi_{0}=4 i\left[\int_{\infty}^{x} \phi^{2} y_{1} \mathcal{Y}_{0}^{-1} \vec{e}_{4}, \int_{\infty}^{x}-\phi^{2} y_{2} \mathcal{Y}_{0}^{-1} \vec{e}_{4}, \int_{-\infty}^{x} \phi^{2} y_{3} \mathcal{Y}_{0}^{-1} \vec{e}_{4}, \int_{-\infty}^{x}-\phi^{2} y_{4} \mathcal{Y}_{0}^{-1} \vec{e}_{4}\right]
$$

where $\vec{e}_{4}=(0,0,0,1)^{T}$. The determinate $W_{0}=\left|\mathcal{Y}_{0}\right|=\frac{4 i \alpha(1-i \alpha)}{1+i \alpha}$ and from the cofactors of $\mathcal{Y}_{0}$ we calculate

$$
\mathcal{Y}_{0}^{-1} \vec{e}_{4}=\frac{1}{W_{0}}\left(-i y_{3},-i W_{0} y_{5}, i y_{1}, i W_{0} y_{2}\right)^{T}
$$

For notational convenience we write $\Phi_{0}$ in terms of its column vectors as $\Phi_{0}=$ $[\vec{\gamma}, \vec{\delta}, \vec{\sigma}, \vec{\nu}]$, and consequently (4.12) implies $Y_{1 B}=\mathcal{Y}_{0} \vec{\gamma}, Y_{2 B}=\mathcal{Y}_{0} \vec{\delta}, \ldots$, etc. The second derivative terms (4.14) have a similar form; specifically we denote $\vec{\alpha}=\int_{\infty}^{x} \mathcal{Y}_{0}^{-1} A_{B} \mathcal{Y}_{0} \vec{\delta} d s$ and $\vec{\beta}=\int_{-\infty}^{x} \mathcal{Y}_{0}^{-1} A_{B} \mathcal{Y}_{0} \vec{\nu} d s$, and hence $Y_{2 B B}=2 \mathcal{Y}_{0} \vec{\alpha}$ and $Y_{4 B B}=2 \mathcal{Y}_{0} \vec{\beta}$. In this notation we may expand the determinates in (4.11), finding many zero terms. After simplification we obtain

$$
\begin{gathered}
\left|\left[Y_{1}, Y_{2}, Y_{3}, Y_{4 B B}-Y_{2 B B}\right]\right|=2\left(\beta_{4}-\alpha_{4}\right) W_{0} \\
\left|\left[Y_{1}, Y_{2 B}, Y_{3}, Y_{4 B}\right]\right|=\left(\delta_{2} \nu_{4}-\delta_{4} \nu_{2}\right) W_{0} \\
\left|\left[Y_{1 B}, Y_{2}, Y_{3}, Y_{4 B}-Y_{2 B}\right]\right|=\left(\gamma_{1}\left(\nu_{4}-\delta_{4}\right)-\gamma_{4}\left(\nu_{1}-\delta_{1}\right)\right) W_{0}
\end{gathered}
$$

and

$$
\left|\left[Y_{1}, Y_{2}, Y_{3 B}, Y_{4 B}-Y_{2 B}\right]\right|=\left(\sigma_{3}\left(\nu_{4}-\delta_{4}\right)-\sigma_{4}\left(\nu_{3}-\delta_{3}\right)\right) W_{0}
$$

The Wronskian $W$ is independent of $x$ and the equalities

$$
\text { 1) } \vec{\delta}(x)=\left(\begin{array}{c}
\delta_{1}(x)  \tag{6.1}\\
\delta_{2}(x) \\
\delta_{3}(x) \\
\delta_{4}(x)
\end{array}\right)=\left(\begin{array}{c}
\nu_{3}(-x) \\
\nu_{2}(-x) \\
\nu_{1}(-x) \\
-\nu_{4}(-x)
\end{array}\right), \quad \vec{\gamma}(x)=\left(\begin{array}{c}
\gamma_{1}(x) \\
\gamma_{2}(x) \\
\gamma_{3}(x) \\
\gamma_{4}(x)
\end{array}\right)=\left(\begin{array}{c}
\sigma_{3}(-x) \\
\sigma_{2}(-x) \\
\sigma_{1}(-x) \\
-\sigma_{4}(-x)
\end{array}\right)
$$

hold for any $x \in \mathbb{R}$; we use them to simplify (4.11) as

$$
W_{B B}=\left.2 W_{0}\left(\beta_{4}-\alpha_{4}-2 \delta_{2} \delta_{4}-4 \gamma_{1} \delta_{4}+2 \gamma_{4}\left(\delta_{1}-\delta_{3}\right)\right)\right|_{x=0}
$$

Recalling the equality $E_{B B}=\frac{i}{16 \alpha} W_{B B}$ and the relation $E_{\lambda}=\frac{W_{0}}{8 \alpha}$ valid at $\lambda=\lambda_{+}$ and $B=0$, we arrive at the expression

$$
\begin{equation*}
\frac{E_{B B}}{E_{\lambda}}=\left.i\left(\beta_{4}-\alpha_{4}-2 \delta_{2} \delta_{4}-4 \gamma_{1} \delta_{4}+2 \gamma_{4}\left(\delta_{1}-\delta_{3}\right)\right)\right|_{x=0} \tag{6.2}
\end{equation*}
$$

From the definition of $\vec{\delta}$ and $\vec{\gamma}$ we have

$$
\begin{gather*}
-2 \delta_{2}(0) \delta_{4}(0)=32 \int_{0}^{\infty} \phi^{2} y_{2} y_{5} d x \int_{0}^{\infty} \phi^{2} y_{2}^{2} d x=\frac{4}{9}(1+2 \ln 2) \\
-4 \gamma_{1}(0) \delta_{4}(0)=-\frac{64}{W_{0}} \int_{0}^{\infty} \phi^{2} y_{1} y_{3} d x \int_{0}^{\infty} \phi^{2} y_{2}^{2} d x=-i \frac{8\left(2-3 \rho^{2}\right)}{9 \alpha\left(1-\rho^{2}\right)}, \tag{6.3}
\end{gather*}
$$

and

$$
\begin{aligned}
& 2 \gamma_{4}(0)\left(\delta_{1}(0)-\delta_{3}(0)\right)=\frac{32}{W_{0}} \int_{0}^{\infty} \phi^{2} y_{1} y_{2} d x \int_{0}^{\infty} \phi^{2}\left(y_{1}+y_{3}\right) d x \\
& \quad=\frac{2 \pi \operatorname{sech} \frac{\alpha \pi}{2}}{9}\left[1+2 \alpha \int_{0}^{\infty} \operatorname{sech}^{3}(x) \sin (\alpha x) d x+i\left(\alpha\left(1-\rho^{2}\right) \pi\right) \operatorname{sech} \frac{\alpha \pi}{2}\right]
\end{aligned}
$$

It remains to evaluate the quantity $\beta_{4}(0)-\alpha_{4}(0)$. From the definition of $\vec{\alpha}$ and $\vec{\beta}$ and the equalities (6.1) we have $\beta_{4}(0)=-\alpha_{4}(0)$. Moreover

$$
\begin{equation*}
\beta_{4}(0)=4\left(\int_{0}^{\infty}\left(\delta_{2} y_{2}+\delta_{4} y_{5}\right) \phi^{2} y_{2} d x-\int_{0}^{\infty}\left(\delta_{1} y_{1}+\delta_{3} y_{3}\right) \phi^{2} y_{2} d x\right)=4\left(I_{1}-I_{2}\right) \tag{6.4}
\end{equation*}
$$

We evaluate $I_{1}$ as

$$
\begin{aligned}
I_{1}=4 & \left(\int_{0}^{\infty} \phi^{2}(x) y_{2}^{2}(x) d x \int_{x}^{\infty} \phi^{2}(s) y_{2}(s) y_{5}(s) d s\right. \\
& \left.-\int_{0}^{\infty} \phi^{2}(x) y_{2}(x) y_{5}(x) d x \int_{x}^{\infty} \phi^{2}(s) y_{2}^{2}(s) d s\right)=\frac{1}{27}(4-3 \ln 2)
\end{aligned}
$$

The integral $I_{2}$ takes the form

$$
\begin{aligned}
I_{2}=\frac{4}{W_{0}} & \left(\int_{0}^{\infty} \phi^{2}(x) y_{1}(x) y_{2}(x) d x \int_{x}^{\infty} \phi^{2}(s) y_{2}(s) y_{3}(s) d s\right. \\
& \left.-\int_{0}^{\infty} \phi^{2}(x) y_{2}(x) y_{3}(x) d x \int_{x}^{\infty} \phi^{2}(s) y_{1}(s) y_{2}(s) d s\right)=\frac{\Im(\mathcal{G})}{4 \alpha\left(1-\rho^{2}\right)}
\end{aligned}
$$

where $\Im(\mathcal{G})$ is the imaginary part of the integral $\mathcal{G}$ defined by

$$
\mathcal{G}=\int_{0}^{\infty} \operatorname{sech}^{3}(x)(i \alpha+\tanh x) e^{-i \alpha x} d x \int_{x}^{\infty} \operatorname{sech}^{3}(s)(i \alpha-\tanh s) e^{i \alpha s} d s
$$

Substituting these values into (6.2) yields

$$
\begin{align*}
E_{B B}\left(\lambda_{+}, 0\right)= & E_{\lambda}\left(\lambda_{+}, 0\right)\left[\left(\frac{8\left(2-3 \rho^{2}\right)}{9 \alpha\left(1-\rho^{2}\right)}-\frac{2 \alpha\left(1-\rho^{2}\right) \pi^{2}}{9} \operatorname{sech}^{2} \frac{\alpha \pi}{2}\right)\right.  \tag{6.5}\\
& \left.+i\left(\frac{44}{27}-2 \frac{\Im(\mathcal{G})}{\alpha\left(1-\rho^{2}\right)}+\frac{2 \pi \operatorname{sech} \frac{\alpha \pi}{2}}{9}\left(1+2 \alpha \int_{0}^{\infty} \operatorname{sech}^{3}(x) \sin (\alpha x) d x\right)\right)\right]
\end{align*}
$$

Taking the real part of $\frac{E_{B B}}{E_{\lambda}}$, we arrive at the aforementioned result (4.15).
7. Discussion. We have described in detail the sequence of bifurcations characterizing the polarizational mode instability in the limit of weak birefringence. These occur in several families of NLS systems where nonlinear coupling occurs not only through amplitude via cross phase modulation but also through complex phase via the FWM. We find parameter regimes in which both the fast and the slow waves are linearly stable. The instability of the fast wave manifests itself as a rotation of polarization angle, the parameter $\alpha$ in (2.2), leading to a subsequent chaotic wobble. The impact of this instability on soliton collision, or more generally the modulational stability of the two soliton, is a subject of further study.

The Dirichlet expansion and the Evans function have shown themselves to be an efficient pair of analytical tools. The sharp resolution of the fourth root manifested in the eigenpath pinching of Figure 1(b) at the origin required many accurate evaluations of the Evans function. Moreover, the detailed resolution of the stability diagram (Figure 3) would have been impractical by more direct methods. Although the integrability of the unperturbed Manakov equation was reflected in the closed form expression of the Dirichlet expansion in that case, the integrability was not directly exploited, and the Dirichlet expansion may well find useful application to Evans function calculations for nonintegrable problems where significant information is available about the stable and unstable manifolds of the traveling wave forms.

Acknowledgments. We are thankful to T. Kapitula and B. Sandstede for many helpful discussions.

## REFERENCES

[1] N. Akhmediev and A. Ankiewicz, Solitons: Nonlinear Pulses and Beams, Chapman and Hall, London, 1997.
[2] N. Akhmediev, A. Buryak, J.M. Soto-Crespo, and D. Anderson, Phase-locked stationary soliton states in birefringent nonlinear optical fibers, J. Opt. Soc. Amer. B, 12 (1995), pp. 434-439.
[3] N. Akhmediev, V. Eleonskif, E. Kulagin, and L. Shilnikov, Steady state pulses in a birefringent nonlinear optical fiber: Soliton multiplication processes, Sov. Tech. Phys. Lett, 15 (1989), pp. 587-588.
[4] J.C. Alexander, R.A. Gardner, and C.K.R.T. Jones, A topological invariant arising in the stability analysis of travelling waves, J. Reine Angew. Math., 410 (1990), pp. 167-212.
[5] J.C. Alexander, M.G. Grillakis, C.K.R.T. Jones, and B. Sandstede, Stability of pulses on optical fibers with phase-sensitive amplifiers, Z. Angew. Math. Phys., 48 (1997), pp. 175-192.
[6] K.J. Blow, N.J. Doran, and D. Wood, Polarization instabilities for solitons in birefringent fibers, Opt. Lett., 12 (1987), pp. 202-204.
[7] D.N. Christodoulides and R.I. Joseph, Vector solitons in birefringent nonlinear dispersive media, Opt. Lett. 13 (1988), pp. 53-55.
[8] E. Coddington and N. Levinson, Theory of Ordinary Differential Equations, McGraw-Hill, New York, 1955.
[9] G. Evangelides, L. Mollenauer, J. Gordon, and N. Bergano, Polarization multiplexing with solitons, J. Lightwave Tech., 10 (1992), pp. 28-35.
[10] A. Hasegawa and F. Tappert, Transmission of stationary nonlinear optical pulses in dispersive dielectric fibers. I. Anomalous dispersion, Appl. Phys. Lett., 23 (1973), pp. 142-144.
[11] R.A. Gardner and K. Zumbrun, The gap lemma and geometric critera for instability of viscous shock profiles, Comm. Pure Appl. Math., 51 (1998), pp. 797-855.
[12] M. Grillakis, Analysis of the linearization around a critical point of an infinite dimensional Hamiltonian system, Comm. Pure Appl. Math., 43 (1990), pp. 299-333.
[13] M. Grillakis, J. Shatah, and W. Strauss, Stability theory of solitary waves in the presence of symmetry, II, J. Funct. Anal., 94 (1990), pp. 308-348.
[14] C.R.T. Jones, Instability of standing waves for nonlinear Schrödinger type equations, Ergodic Theory Dynam. Systems, 8 (1988), pp. 119-138.
[15] C.R.T. Jones, Stability of travelling wave solutions of the Fitzhugh-Nagumo system, Trans. Amer. Math. Soc., 286 (1984), pp. 431-469.
[16] T. KApitula, The Evans function and generalized Melnikov integrals, SIAM J. Math. Anal., 30 (1999), pp. 273-297.
[17] T. Kapitula and J. Rubin, Existence and stability of standing hole solutions to complex Ginzburg-Landau equations, Nonlinearity, 13 (2000), pp. 77-112.
[18] T. Kapitula and B. Sandstede, Stability of bright solitary-wave solutions to perturbed nonlinear Schrödinger equations, Phys. D, 124 (1998), pp. 58-103.
[19] D. Kaup, Second-order perturbations for solitons in optical fibers, Phys. Rev. A, 44 (1991), pp. 4582-4590.
[20] D. Kaup and T. Lakoba, Perturbation theory for the Manakov soliton and its application to pulse propagation in randomly birefringent fibers, Phys. Rev. E (3), 56 (1997), pp. 6147-6165.
[21] D. Kaup and B.A. Malomed, Soliton trapping and daughter waves in the Manakov model, Phys. Rev. A, 48 (1993), pp. 599-604.
[22] Y. Li and K. Promislow, Structural stability of non-groundstate traveling waves of coupled nonlinear Schrödinger systems, Phys. D, 124 (1998), pp. 137-165.
[23] S.V. Manakov, On the theory of two-dimensional stationary self-focusing of electro-magnetic waves, Soviet Physics JETP, 38 (1974), pp. 248-253.
[24] C. Menyuk, Stability of solitons in birefringent optical fibers, I. Equal propagation amplitudes, Opt. Lett., 12 (1987), pp. 614-616.
[25] C. Menyuk, Pulse propagation in an elliptically birefringent optical Kerr medium, IEEE J. Quant. Electron., 25 (1989), pp. 2674-2682.
[26] D. Mihalache, D. Mazilu, and L. Torner, Stability of walking vector solitons, Phys. Rev. Lett., 81 (1998), pp. 4353-4356.
[27] L.F. Mollenauer, J.P. Gordon, and F. Heismann, Polarization scattering by soliton-soliton collisions, Opt. Lett., 20 (1995), pp. 2060-2063.
[28] D.J. Muraki and W.L. Kath, Hamiltonian dynamics of solitons in optical fibers, Phys. D, 48 (1991), pp. 53-64.
[29] Y. Nogami and C.S. Warke, Soliton solutions of multicomponent nonlinear Schrödinger equation, Phys. Lett., 59 (1976), pp. 251-253.
[30] R.L. Pego and M.I. Weinstein, Eigenvalues, and instabilities of solitary waves, Philos. Trans. Roy. Soc. London Ser. A, 340 (1992), pp. 47-94.
[31] J.M. Soto-Crespo, N.N. Akhmediev, and A. Ankiewicz, Stationary soliton-like pulses in birefringent optical fibers, Phys. Rev. E, 51 (1995), pp. 3547-3555.
[32] C. Sophocleous and D.F. Parker, Pulse collisions and polarization conversion for optical fibers, Opt. Comm., 112 (1994), p. 214.
[33] M.W. Tratnik and J.E. Sipe, Bound solitary waves in birefringent optical fiber, Phys. Rev. A, 38 (1988), pp. 2011-2017.
[34] T. Ueda and W. Kath, Dynamics of optical pulses in randomly birefringent fibers, Phys. D, 55 (1992), pp. 166-181.
[35] P.A. Wai and C.R. Menyuk, Polarization mode dispersion, decorrelation, and diffusion in optical fibers with randomly varying birefringence, J. Lightwave Tech., 14 (1996), pp. 148157.
[36] M. Weinstein, Modulational stability of ground states of nonlinear Schrödinger equations, SIAM J. Math. Anal, 16 (1985), pp. 472-491.
[37] M. Weinstein, Liapunov stability of ground states of nonlinear dispersive evolution equations, Comm. Pure Appl. Math., 39 (1986), pp. 51-68.
[38] J. Yang, Multisoliton perturbation theory for the Manakov equations and its applications to nonlinear optics, Phys. Rev. E (3), 59 (1999), pp. 2393-2405.

# CONVERGENCE OF MEISSNER MINIMIZERS OF THE GINZBURG-LANDAU ENERGY OF SUPERCONDUCTIVITY AS $\kappa \rightarrow+\infty$ * 
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#### Abstract

The Meissner solution of a smooth cylindrical superconducting domain subject to a uniform applied axial magnetic field is examined. Under an additional convexity condition the uniqueness of the Meissner solution is proved. It is then shown that it is a local minimizer of the Ginzburg-Landau energy $\mathcal{E}_{\kappa}$, For applied fields less than a critical value, the existence of the Meissner solution is proved for large enough Ginzburg-Landau parameter $\kappa$. Moreover it is proved that the Meissner solution converges to a local minimizer of a certain energy $\mathcal{E}_{\infty}$ in the limit as $\kappa \rightarrow \infty$. Finally, it is proved that for $\kappa$ large enough the Meissner solution is not a global minimizer of $\mathcal{E}_{\kappa}$.
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1. Introduction. At temperatures below their critical temperature, type II superconductors can exist in one of three different states, depending on the strength of the applied magnetic field. For low magnetic fields they are in what is known as the Meissner state, in which the magnetic field is excluded from the interior except in thin boundary layers whose thickness is known as the penetration depth, denoted by $\lambda$. At intermediate applied magnetic fields the magnetic field penetrates the sample in the form of quantized flux tubes, usually known as vortices, since they are each circled by a vortex of superconducting current. The cores of these tubes comprise nonsuperconducting (normal) material, and are of a radius $\xi$, which is known as the coherence length. An important physical parameter is the ratio of these two lengthscales, $\kappa=\lambda / \xi$, which is known as the Ginzburg-Landau parameter. For type II superconductors $\kappa>1 / \sqrt{2}$, but $\kappa$ is typically much larger than this, especially in superconducting alloys. We note that all the high-temperature superconducting materials discovered to date have very large (typically 50 to 100) values of $\kappa$.

As the applied magnetic field increases further, the density of vortices increases. For large applied magnetic fields the material becomes completely normal.

The transition from the vortex state to the normal state occurs at the upper critical field, $H_{c_{2}}$, and is second order and therefore reversible. On the other hand, the transition from the Meissner state to the vortex state is first order and exhibits hysteresis. The magnetic field at which the vortex state becomes theoretically energetically favorable is known as the lower critical field, $H_{c_{1}}$, but there is both "superheating" and "supercooling" around this field. The superheating of the Meissner state is the subject of this paper.

[^65]We study the Meissner state for finite $\kappa$ and in the limit as $\kappa \rightarrow \infty$, in which case the model is substantially simplified. The layout of the paper is as follows. In the remainder of the introduction we introduce the Ginzburg-Landau theory of superconductivity and state our main results. We also establish the convergence of the Meissner solution to the solution of the simplified problem as $\kappa \rightarrow \infty$.

In section 3 we prove the uniqueness of the Meissner solution, while in section 4 we establish its existence for magnetic fields less than a critical value and for large enough $\kappa$. In section 5 we consider global and local minimizers of the GinzburgLandau (GL) free energy. We show that the Meissner solution is a local minimizer for magnetic fields below a (second) critical value, but that for large $\kappa$ and nonzero applied magnetic field it is not the global minimizer. Finally, we present our conclusions.
2. The Ginzburg-Landau model. We consider a superconductor material occupying a domain $\Sigma \subset \mathbb{R}^{3}$ in a uniform exterior magnetic field $H_{0} \boldsymbol{e}_{\boldsymbol{3}}$. The state of the superconductor is characterized by a complex order parameter $\Psi$ (defined on $\Sigma)$ such that $|\Psi|^{2}$ represents the number density of superconducting electrons, which may be thought of as a kind of "macroscopic wavefunction," and the magnetic vector potential $\boldsymbol{A}$, which is such that the magnetic field is given by

$$
\boldsymbol{H}=\operatorname{curl} \boldsymbol{A}
$$

In the theory introduced by Ginzburg and Landau [9] the equilibrium state of the superconductor is given by the minimizer of the Ginzburg-Landau energy (for a review of the theory the reader may consult $[4,6,7])$ :
$\mathcal{E}=\int_{\Sigma}\left|\left(\frac{1}{\kappa} \nabla-i \boldsymbol{A}\right) \Psi\right|^{2}+\frac{\left(|\Psi|^{2}-1\right)^{2}}{2}+\left|\operatorname{curl} \boldsymbol{A}-H_{0} \boldsymbol{e}_{\mathbf{3}}\right|^{2} d V+\int_{\mathbb{R}^{3} \backslash \Sigma}\left|\operatorname{curl} \boldsymbol{A}-H_{0} \boldsymbol{e}_{\mathbf{3}}\right|^{2} d V$.
(2.1)

Here $\kappa$ is the Ginzburg-Landau parameter of the introduction. The energy (2.1) is in the usual nondimensional form in which $|\Psi|=1$ represents wholly superconducting material, $|\Psi|=0$ represents wholly normal material, and lengths have been scaled with the penetration depth $\lambda$, which is the typical lengthscale for variations in the magnetic potential. The vortex core radius is then given by $1 / \kappa$.

The Euler-Lagrange equations corresponding to (2.1) are the celebrated GinzburgLandau equations

$$
\begin{align*}
\left(\frac{1}{\kappa} \nabla-i \boldsymbol{A}\right)^{2} \Psi & =\left(|\Psi|^{2}-1\right) \Psi \quad \text { in } \Sigma,  \tag{2.2}\\
(\operatorname{curl})^{2} \boldsymbol{A} & =\frac{i}{2 \kappa}\left(\Psi \nabla \Psi^{*}-\Psi^{*} \nabla \Psi\right)-|\Psi|^{2} \boldsymbol{A} \quad \text { in } \Sigma,  \tag{2.3}\\
(\operatorname{curl})^{2} \boldsymbol{A} & =\mathbf{0} \quad \text { in } \mathbb{R}^{3} \backslash \Sigma,  \tag{2.4}\\
\boldsymbol{n} \cdot\left(\frac{1}{\kappa} \nabla-i \boldsymbol{A}\right) \Psi & =0 \quad \text { on } \partial \Sigma,  \tag{2.5}\\
{[\boldsymbol{n} \wedge \boldsymbol{A}] } & =\mathbf{0},  \tag{2.6}\\
{[\boldsymbol{n} \wedge \operatorname{curl} \boldsymbol{A}] } & =\mathbf{0},  \tag{2.7}\\
\operatorname{curl} \boldsymbol{A} & \rightarrow H_{0} \boldsymbol{e}_{\mathbf{3}} \quad \text { as }|\boldsymbol{x}| \rightarrow \infty \tag{2.8}
\end{align*}
$$

where [] represents the jump in the enclosed quantity across $\partial \Sigma$, and $\boldsymbol{n}$ is the unit outward normal to $\Sigma$. We consider the case where the superconductor has the shape of a long cylinder, mathematically idealized by $\Sigma=\Omega \times \mathbb{R}$ where the section of the
cylinder $\Omega \subset \mathbb{R}^{2}$ is a bounded smooth open set, and the axis of the cylinder is parallel to $\boldsymbol{e}_{\mathbf{3}}$. Then the energy (2.1) makes no sense, but assuming that the problem is invariant by translation in the direction $\boldsymbol{e}_{\mathbf{3}}$ of the axis of the cylinder, we can simply redefine the energy as an integral over the cross-section $\mathbb{R}^{2}$. If we assume also that the magnetic field lies only in the $\boldsymbol{e}_{3}$ direction, then (2.4) and (2.8) imply that the magnetic field is constant and equal to $H_{0} e_{3}$ in $\mathbb{R}^{2} \backslash \Omega$. Then the continuity conditions on $\partial \Omega$ can be replaced by $\boldsymbol{H}=H_{0} \boldsymbol{e}_{3}$ there.

Vortices correspond to zeros of the order parameter $\Psi$, while the Meissner solution is a solution in which $|\Psi|>0$ on $\bar{\Omega}$. In this case we can make the change of gauge

$$
\left\{\begin{array}{l}
\Psi=f e^{i \chi}, f>0 \\
\mathbf{Q}=\boldsymbol{A}-\frac{1}{\kappa} \nabla \chi
\end{array}\right.
$$

where $\chi$ is uniquely defined (up to $2 k \pi, k \in \mathbf{Z}$ ) if, for example, $\Psi$ is smooth. Then we define the new energy for $\kappa \in(0,+\infty]$ :

$$
\mathcal{E}_{\kappa}(f, \mathbf{Q})=\int_{\Omega} \frac{|\nabla f|^{2}}{\kappa^{2}}+\left|\operatorname{curl} \mathbf{Q}-H_{0}\right|^{2}+G(f, \mathbf{Q})
$$

where

$$
G(f, \mathbf{Q})=f^{2}|\mathbf{Q}|^{2}+\frac{\left(f^{2}-1\right)^{2}}{2}
$$

and curl $\mathbf{Q}=\partial_{1} Q_{2}-\partial_{2} Q_{1}$ with $\mathbf{Q}=\binom{Q_{1}}{Q_{2}}$. For $\kappa=+\infty$, we take

$$
\mathcal{E}_{\infty}(f, \mathbf{Q})=\int_{\Omega}\left|\operatorname{curl} \mathbf{Q}-H_{0}\right|^{2}+G(f, \mathbf{Q})
$$

Let us remark that $\frac{1}{2} G^{\prime \prime}(f, \mathbf{Q}) \cdot(g, \boldsymbol{q})^{2}=(f \boldsymbol{q}+2 g \mathbf{Q})^{2}+3 g^{2}\left(f^{2}-|\mathbf{Q}|^{2}-\frac{1}{3}\right)$, so that $G$ is convex if $f^{2}-|\mathbf{Q}|^{2} \geq \frac{1}{3}$.
2.1. A classical difficulty and the mathematical framework. Let $V$ be the space (to be defined) on which we want to study the energy $\mathcal{E}_{\kappa}$. Let us remark that the functional $\mathcal{E}_{\kappa}$ is convex on the convex set $K_{0}=\left\{(f, \mathbf{Q}) \in V, f^{2}-|\mathbf{Q}|^{2} \geq \frac{1}{3}\right\}$.

We are interested in the solutions $\left(f_{\kappa}, \mathbf{Q}_{\kappa}\right)$ such that

$$
\begin{equation*}
\inf _{(f, \mathbf{Q}) \in K_{0}} \mathcal{E}_{\kappa}(f, \mathbf{Q}) \tag{2.9}
\end{equation*}
$$

is attained by $\left(f_{\kappa}, \mathbf{Q}_{\kappa}\right)$ and $\left(f_{\kappa}, \mathbf{Q}_{\kappa}\right)$ belongs to $\operatorname{Int}\left(K_{0}\right)$, the interior of $K_{0}$. For the value $H_{0}$ of the exterior magnetic field, we will denote by $u_{\kappa}^{H_{0}}$ such a minimizing point $\left(f_{\kappa}, \mathbf{Q}_{\kappa}\right)$.

Then at least two choices seem natural:
(a) $V=V_{4}$, where $V_{4}=\left\{(f, \mathbf{Q}) \in L^{4} \times L^{4}, \nabla f \in L^{2}\right.$, curl $\left.\mathbf{Q} \in L^{2}\right\}$, with the norm $|(f, \mathbf{Q})|_{V_{4}}=|f|_{L^{4}}+|\mathbf{Q}|_{L^{4}}+|\nabla f|_{L^{2}}+|\operatorname{curl} \mathbf{Q}|_{L^{2}}$, the space on which the energy $\mathcal{E}_{\kappa}$ is naturally defined.
(b) The constraint which defines $K_{0}$ requires an $L^{\infty}$ control on $f$ and $\mathbf{Q}$. Then it is natural to define $V=V_{\infty}$ where $V_{\infty}=\left\{(f, \mathbf{Q}) \in L^{\infty} \times L^{\infty}, \nabla f \in L^{2}, \operatorname{curl} \mathbf{Q} \in L^{2}\right\}$, with the norm $|(f, \mathbf{Q})|_{V_{\infty}}=|f|_{L^{\infty}}+|\mathbf{Q}|_{L^{\infty}}+|\nabla f|_{L^{2}}+|\operatorname{curl} \mathbf{Q}|_{L^{2}}$.

Let us remark that in each case, (a) or (b), the energy $\mathcal{E}_{\kappa}$ is defined and continuous on $V$. Generally the existence of a minimizer $u_{\kappa}^{H_{0}}$ is a consequence of the fact that
$\mathcal{E}_{\kappa}(f, \mathbf{Q}) \rightarrow+\infty$ as $|(f, \mathbf{Q})|_{V} \rightarrow+\infty$; but here in both cases, (a) and (b), this property is not clear. A second difficulty is that if $u_{\kappa}^{H_{0}}$ is a minimizer on $K_{0}$, how can we know that $u_{\kappa}^{H_{0}} \notin \partial K_{0}$ (and then $\left.u_{\kappa}^{H_{0}} \in \operatorname{Int}\left(K_{0}\right)\right)$ ? A great difficulty in the case (a) is that if $u_{\kappa}^{H_{0}} \in \operatorname{Int}\left(K_{0}\right)$, then for a perturbation of applied fields $h$ in a neighborhood of $H_{0}$, it is not possible to claim that $u_{\kappa}^{h}$ stays in $\operatorname{Int}\left(K_{0}\right)$; on the contrary this is possible in the case (b). This difficulty is associated with the fact that $K_{0}$ is not closed when $V=V_{4}$, but is closed if $V=V_{\infty}$.

Then we chose $V=V_{\infty}$ and we define the convex closed sets

$$
K_{\delta_{0}}=\left\{(f, \mathbf{Q}) \in V, f^{2}-|\mathbf{Q}|^{2} \geq \frac{1}{3}+\delta_{0}\right\}, \delta_{0} \geq 0
$$

Then $\operatorname{Int}\left(K_{0}\right)=\cup_{\delta_{0}>0} K_{\delta_{0}}$. In particular $\mathcal{E}_{\kappa}$ is strictly convex on $K_{\delta_{0}}$. Moreover there exists $c=c\left(\delta_{0}\right)>0$ such that if $(f, \mathbf{Q})$ is a critical point of $\mathcal{E}_{\kappa}$ and $(f, \mathbf{Q}),(f+\bar{f}, \mathbf{Q}+$ $\overline{\mathbf{Q}}) \in K_{\delta_{0}}$, then

$$
\mathcal{E}_{\kappa}(f+\bar{f}, \mathbf{Q}+\overline{\mathbf{Q}}) \geq \mathcal{E}_{\kappa}(f, \mathbf{Q})+\int_{\Omega} \frac{|\nabla \bar{f}|^{2}}{\kappa^{2}}+|\operatorname{curl} \overline{\mathbf{Q}}|^{2}+c\left(|\bar{f}|^{2}+|\overline{\mathbf{Q}}|^{2}\right)
$$

### 2.2. Main results.

Definition 2.1. We say that $(f, \mathbf{Q}) \in V$ is a local minimizer of $\mathcal{E}_{\kappa}$ on $V$ if $\exists \epsilon=\epsilon(f, \mathbf{Q})>0$ such that if $|(\bar{f}, \overline{\mathbf{Q}})|_{V}<\epsilon$, then $\mathcal{E}_{\kappa}(f+\bar{f}, \mathbf{Q}+\overline{\mathbf{Q}}) \geq \mathcal{E}_{\kappa}(f, \mathbf{Q})$. The function $(f, \mathbf{Q})$ is said to be a strict local minimizer if, moreover, $\mathcal{E}_{\kappa}(f+\bar{f}, \mathbf{Q}+\overline{\mathbf{Q}})>$ $\mathcal{E}_{\kappa}(f, \mathbf{Q})$ for $(\bar{f}, \overline{\mathbf{Q}}) \neq 0$. Finally, $(f, \mathbf{Q})$ is a global minimizer if we can take $\epsilon=+\infty$ in the definition of a local minimizer.

An element $(f, \mathbf{Q}) \in V$ is said to be a critical point of $\mathcal{E}_{\kappa}$ on $V$ if it satisfies the Euler-Lagrange equations

$$
\left\{\begin{array}{l|l}
\frac{1}{\kappa^{2}} \Delta f=\frac{1}{2} G_{f}^{\prime} & \text { on } \Omega  \tag{2.10}\\
-\operatorname{curl}(\operatorname{curl} \mathbf{Q})=\frac{1}{2} G_{\mathbf{Q}}^{\prime} & \text { on }
\end{array}\right.
$$

with the boundary conditions (that we obtain formally)

$$
\left\{\begin{array}{l|l}
\frac{\partial_{n} f}{\kappa^{2}}=0 & \text { on } \partial \Omega  \tag{2.11}\\
\operatorname{curl} \mathbf{Q}=H_{0} &
\end{array}\right.
$$

We assume that $\partial \Omega \in C^{2, \alpha}$ for some $\alpha \in(0,1)$. Let us remark that we can deduce (2.11) rigorously as weak boundary conditions (see (3.2)). Then we have (see [13, 14, 15] for similar uniqueness results for the Meissner solution).

ThEOREM 2.2. If $(f, \mathbf{Q})$ is a critical point of $\mathcal{E}_{\kappa}$ on $V$ (a weak solution of (2.10)$(2.11))$, and $(f, \mathbf{Q}) \in \operatorname{Int}\left(K_{0}\right)$, then $(f, \mathbf{Q})$ is unique. Moreover $(f, \mathbf{Q})$ is a strict local minimizer of $\mathcal{E}_{\kappa}$.

In what follows we denote by $\left(f_{\kappa}, \mathbf{Q}_{\kappa}\right)$ this local minimizer when it exists. We will use the more precise and compact notation $u_{\kappa}^{H_{0}}$ to denote this solution under an exterior magnetic field $H_{0}$.

Let us recall that in [1], Berestycki, Bonnet, and Chapman have proved with help of an inverse function theorem that there exists a critical magnetic field $H_{0}^{*}$ which only depends on $\Omega$ such that $\forall H_{0} \in\left[0, H_{0}^{*}\right)$, $u_{\infty}^{H_{0}}$ exists; $u_{\infty}^{H_{0}^{*}} \in \partial K_{0}$; and $\forall H_{0}>H_{0}^{*}$, $u_{\infty}^{H_{0}}$ does not exist. Then we have the following theorem.

THEOREM 2.3. There exists a positive continuous and nondecreasing function $\gamma$ defined on $(0,+\infty]$ such that $\gamma(+\infty)=H_{0}^{*}$ and such that $\forall\left(\kappa, H_{0}\right) \in \mathcal{P}:=\left\{\left(\kappa, H_{0}\right), \kappa \in\right.$
$\left.(0,+\infty], 0 \leq H_{0}<\gamma(\kappa)\right\}, u_{\kappa}^{H_{0}} \in \operatorname{Int}\left(K_{0}\right)$ exists. Moreover $\left(\kappa, H_{0}\right) \rightarrow u_{\kappa}^{H_{0}} \in V$ is continuous on $\mathcal{P}$. In particular this implies that for $0 \leq H_{0}<H_{0}^{*}: u_{\kappa}^{H_{0}} \rightarrow u_{\infty}^{H_{0}}$ in $V$ as $\kappa \rightarrow+\infty$.

Now we give a result which proves that for $\kappa$ large enough, $u_{\kappa}^{H_{0}}$ is only a local minimizer and not a global minimizer.

Theorem 2.4. $\forall H_{0} \geq 0, \exists C=C\left(H_{0}\right)>0$ such that

$$
\inf _{(f, \mathbf{Q}) \in V} \mathcal{E}_{\kappa}(f, \mathbf{Q}) \leq \frac{C}{\sqrt{\kappa}}
$$

In particular for $\kappa=+\infty, \mathcal{E}_{\infty}$ has no global minimizer if $H_{0}>0$.
2.3. Proof of Theorem 2.3. We give here the proof of Theorem 2.3, because it is very short and shows the main idea of this article. The proof of Theorem 2.3 uses the following two propositions.

Proposition 2.5 (case $\kappa \in(0,+\infty)$ ). For $\kappa_{0} \in(0,+\infty)$ and $H_{0} \geq 0$, if $u_{\kappa_{0}}^{H_{0}} \in$ $\operatorname{Int}\left(K_{0}\right)$, then $\exists \epsilon=\epsilon\left(\kappa_{0}, H_{0}\right)>0$, such that if $\left|h-H_{0}\right|,\left|\kappa-\kappa_{0}\right|<\epsilon$, then $u_{\kappa}^{h}$ exists and $u_{\kappa}^{h} \in \operatorname{Int}\left(K_{0}\right)$. Moreover the map $(\kappa, h) \longmapsto u_{\kappa}^{h} \in V$ is continuous.

We denote curl $\mathbf{Q}_{\infty}$ by $H_{\infty}$ where $\left(f_{\infty}, \mathbf{Q}_{\infty}\right)$ is the solution $u_{\infty}^{H_{0}}$. In [10] it is proved that the map $H_{0} \longmapsto \sup _{\bar{\Omega}}\left|\nabla H_{\infty}\right|$ is nondecreasing. Then $\forall \delta_{0}>0$, there exists a unique $H_{\delta_{0}}^{*} \in\left(0, H_{0}^{*}\right)$ such that $\forall h \in\left[0, H_{\delta_{0}}^{*}\right], u_{\infty}^{h} \in K_{\delta_{0}}$, and $\forall h>H_{\delta_{0}}^{*}$, $u_{\infty}^{h} \notin K_{\delta_{0}}$.

We need to have an a priori $L^{\infty}$-control on $f$ and $\mathbf{Q}$, so we define for $M>1$ the set

$$
K_{\delta_{0}}^{M}=\left\{(f, \mathbf{Q}) \in K_{\delta_{0}}, f,|\mathbf{Q}| \leq M \text { and } f \geq \frac{1}{M}\right\}
$$

Then we have the following proposition.
Proposition 2.6 (case $\kappa$ close to $+\infty$ ). For $\delta_{0}>0, \exists \kappa_{0}=\kappa_{0}\left(\delta_{0}\right)>0$ such that $\forall M>1 \forall \theta \in(0,1), \exists C_{\theta}=C_{\theta}\left(\delta_{0}, M\right)>0$ such that $\forall H_{0} \in\left[0, H_{\delta_{0}}^{*}\right] \forall \kappa \geq \kappa_{0}$, then if $u_{\kappa}^{H_{0}}$ exists and $u_{\kappa}^{H_{0}} \in K_{\delta_{0}}^{M}$, then

$$
\left|u_{\kappa}^{H_{0}}-u_{\infty}^{H_{0}}\right|_{V} \leq \frac{C_{\theta}\left(\delta_{0}, M\right)}{\kappa^{\frac{1}{2}-\theta}}
$$

Given these two propositions, the proof of Theorem 2.3 can be made in three steps:

Step 1. Fix some $\theta \in\left(0, \frac{1}{2}\right)$. Let $\delta_{0}>0$ be given. Choose $M_{0}=M_{0}\left(\delta_{0}\right)>1$ such that $\forall H_{0} \in\left[0, H_{\delta_{0}}^{*}\right], u_{\infty}^{H_{0}} \in K_{\delta_{0}}^{M_{0}}$. Then choose $\kappa_{1}=\kappa_{1}\left(\delta_{0}\right)>0$, large enough such that $\forall H_{0} \in\left[0, H_{\delta_{0}}^{*}\right]$, then

$$
\begin{equation*}
\forall u \in V, \quad\left(\left|u-u_{\infty}^{H_{0}}\right|_{V} \leq \frac{C_{\theta}\left(\frac{\delta_{0}}{4}, 4 M_{0}\right)}{\kappa_{1}^{\frac{1}{2}-\theta}}\right) \Longrightarrow\left(u \in K_{\frac{\delta_{0}}{2}}^{2 M_{0}}\right) \tag{2.12}
\end{equation*}
$$

Step 2. Let $\kappa \geq \kappa_{1}$. We have $u_{\kappa}^{0}=(1,0) \in \operatorname{Int}\left(K_{0}\right)$ and Proposition 2.5 allows us to build a $u_{\kappa}^{h}$ for $h$ in a neighborhood of 0 , and with help of the control given by Proposition 2.6 and (2.12), $u_{\kappa}^{h}$ stays in $K_{\frac{\delta_{0}}{2}}^{2 M_{0}}$, and then we have existence of $u_{\kappa}^{h}$ until $h=H_{\delta_{0}}^{*}$.

Step 3. For $H_{0} \in\left[0, H_{0}^{*}\right)$, from Proposition 2.5, the map $\kappa \longmapsto u_{\kappa}^{H_{0}} \in V$ is continuous, and from Proposition 2.6, $u_{\kappa}^{H_{0}}$ admits the limit $u_{\infty}^{H_{0}}$ as $\kappa \rightarrow+\infty$. Consequently
we can always choose a positive continuous and nondecreasing function $\gamma$ as described in Theorem 2.3.

Theorem 2.3 is then proved.
3. Uniqueness of Meissner solutions in an infinite cylinder under a convexity condition. Here we are interested in the uniqueness of Meissner solutions of the Ginzburg-Landau equations in infinite cylinder $\Sigma_{\infty}=\Omega \times \mathbb{R}$. The problem is invariant by translation, and we usually restrict the study to solutions which have this symmetry (which is the case in Theorem 2.2):

$$
f=f\left(x_{1}, x_{2}\right), \quad \mathbf{Q}=\left(\begin{array}{c}
Q_{1}\left(x_{1}, x_{2}\right) \\
Q_{2}\left(x_{1}, x_{2}\right) \\
0
\end{array}\right), \quad\left(x_{1}, x_{2}\right) \in \partial \Omega
$$

Here we relax these conditions somewhat but not completely. We still suppose that the magnetic field outside the superconductor lies in the $e_{3}$ direction, so that it is constant and equal to $H_{0} \boldsymbol{e}_{3}$, and the energy density in $\mathbb{R}^{3} \backslash \Sigma_{\infty}$ vanishes. However, we relax the symmetry assumption inside the superconductor, so that we prove the uniqueness (under a certain convexity condition) of solutions ( $f, \mathbf{Q}$ ) defined in all the cylinder $\Sigma_{\infty}$ of the form

$$
f=f\left(x_{1}, x_{2}, x_{3}\right), \quad \mathbf{Q}=\left(\begin{array}{c}
Q_{1}\left(x_{1}, x_{2}, x_{3}\right) \\
Q_{2}\left(x_{1}, x_{2}, x_{3}\right) \\
Q_{3}\left(x_{1}, x_{2}, x_{3}\right)
\end{array}\right)
$$

Theorem 2.2 will be a particular case of Theorem 3.1. As we have already mentioned, we cannot derive the Ginzburg-Landau equations on an infinite cylinder from an energy. Let us then take as a model the case of a periodic cylinder and derive rigorously the Euler-Lagrange equations. In this way we will find the minimal regularity assumption to impose on our solution to the infinite cylinder.

Then for $\Lambda>0$, let the periodic cylinder $\Sigma_{\Lambda}=\Omega \times \Lambda \mathbf{S}^{1}$ where $\mathbf{S}^{1}=\mathbf{Z} /(2 \pi \mathbf{Z})$, and let $f, \mathbf{Q}$ be functions defined on $\bar{\Sigma}_{\Lambda}$. Then for $\kappa \in(0,+\infty]$, the Ginzburg-Landau energy is

$$
\mathcal{E}_{\kappa}^{\Lambda}(f, \mathbf{Q})=\int_{\Sigma_{\Lambda}} \frac{|\nabla f|^{2}}{\kappa^{2}}+\left|\operatorname{curl} \mathbf{Q}-H_{0} e_{\mathbf{3}}\right|^{2}+G(f, \mathbf{Q})
$$

Let us recall that $V=\left\{(f, \mathbf{Q}) \in L^{\infty} \times L^{\infty}, \nabla f \in L^{2}, \quad \operatorname{curl} \mathbf{Q} \in L^{2}\right\}$. Then $\mathcal{E}_{\kappa}$ is defined on $V$. In particular, if $(f, \mathbf{Q})$ is an extremum of $\mathcal{E}_{\kappa}^{\Lambda}$, then we get the Euler-Lagrange equations in the distributional sense inside $\Sigma_{\lambda}$ :

$$
\left\{\left.\begin{array}{l}
\frac{1}{\kappa^{2}} \Delta f=\frac{1}{2} G_{f}^{\prime} \in L^{\infty}  \tag{3.1}\\
-(\text { curl })^{2} \mathbf{Q}=\frac{1}{2} G_{\mathbf{Q}}^{\prime} \in L^{\infty}
\end{array} \right\rvert\, \text { in } \mathcal{D}^{\prime}\left(\Sigma_{\Lambda}\right)\right.
$$

and the boundary conditions in $H^{-\frac{1}{2}}\left(\partial \Sigma_{\Lambda}\right)$ :

$$
\left\{\begin{array}{l}
\partial_{n} f=0  \tag{3.2}\\
\left(\operatorname{curl} \mathbf{Q}-H_{0} e_{\mathbf{3}}\right) \wedge n=0
\end{array}\right.
$$

The only difficulty is to justify the weak sense of the boundary conditions. It is possible to define these conditions by duality (for example $\left\langle\partial_{n} f, \phi\right\rangle_{H^{-\frac{1}{2}}\left(\partial \Sigma_{\Lambda}\right) \times H^{\frac{1}{2}}\left(\partial \Sigma_{\Lambda}\right)}=$ $\int_{\Sigma_{\Lambda}} \Delta f \phi+\nabla f \cdot \nabla \phi$ for $\left.\phi \in H^{1}\left(\Sigma_{\Lambda}\right)\right)$. In particular see [8] for the definition of the tangential trace of a vector field $\boldsymbol{A} \in L^{2}$ with curl $\boldsymbol{A} \in L^{2}$.

Minimal regularity assumption. In the following we assume at least the minimal regularity $f, \mathbf{Q} \in L^{\infty}\left(\Sigma_{\infty}\right), \nabla f, \operatorname{curl} \mathbf{Q} \in L_{l o c}^{2}\left(\Sigma_{\infty}\right)\left(\right.$ and $\operatorname{curl}{ }^{2} \mathbf{Q} \in L_{l o c}^{2}\left(\Sigma_{\infty}\right)$ which is a consequence of the Ginzburg-Landau equations).

Then we have in the case of the infinite cylinder the following theorem.
ThEOREM 3.1. For $\kappa \in(0,+\infty]$, if $(f, \mathbf{Q})$ satisfies (3.1)-(3.2) on $\Sigma_{\infty}=\Omega \times \mathbb{R}$, with the minimal regularity assumption and $(f, \mathbf{Q}) \in K_{\delta_{0}}=\left\{(f, \mathbf{Q}) \in V, f^{2}-|\mathbf{Q}|^{2} \geq\right.$ $\left.\frac{1}{3}+\delta_{0}\right\}, \delta_{0}>0$, then $(f, \mathbf{Q})$ is unique and

$$
\left\{\begin{array}{l}
Q_{3} \equiv 0, \\
f \text { and } \mathbf{Q} \text { are independent on } x_{3} .
\end{array}\right.
$$

In particular $\boldsymbol{H}=H\left(x_{1}, x_{2}\right) \boldsymbol{e}_{\mathbf{3}}$ where $\boldsymbol{H}=\operatorname{curl} \mathbf{Q},\left(x_{1}, x_{2}\right) \in \Omega$.
Now we can identify the solutions $(f, \mathbf{Q})$ on $\Sigma_{\infty}$ as functions defined on $\Omega$, and we have the following proposition.

Proposition 3.2. The solutions $(f, \mathbf{Q})$ of Theorem 3.1 are analytic in $\Omega$. On $\bar{\Omega}$, the solutions $(f, \mathbf{Q})$ have at least the regularity $C^{1+m, \alpha}$ if $\partial \Omega \in C^{2+m, \alpha}, m \geq 0$.

Proof of Proposition 3.2. If $f, \mathbf{Q} \in L^{\infty}(\Omega), \nabla f, \operatorname{curl} \mathbf{Q} \in L^{2}(\Omega)$, then for finite $\kappa$

$$
\left\{\begin{array}{l}
\frac{1}{\kappa^{2}} \Delta f=\frac{1}{2} G_{f}^{\prime} \in L^{\infty} \text { in } \mathcal{D}^{\prime}(\Omega) \\
\partial_{n} f=0 \text { in } H^{-\frac{1}{2}}(\partial \Omega)
\end{array}\right.
$$

Then (see [2] for the regularity of weak solutions) $f \in H^{2}(\Omega)$, and by the standard $L^{p}$-elliptic theory, $f \in W^{2, p}$ and therefore $f \in C^{1, \theta}$ (Schauder theory). Let us remark that the equation on $\mathbf{Q}$ is elliptic in dimension 1 but is not elliptic in dimension $n \geq 2$. So it is interesting to obtain an elliptic formulation, and it was done in [1] introducing the magnetic field $H=$ curl $\mathbf{Q}=\partial_{1} Q_{2}-\partial_{2} Q_{1}$. Using the explicit form of $G$ it is easy to obtain an elliptic equation satisfied by $H$. Writing $-\operatorname{curl}(\operatorname{curl} \mathbf{Q})=$ $\frac{1}{2} G_{\mathbf{Q}}^{\prime}$ as $-\mathbf{c u r l} H=f^{2} \mathbf{Q}$ where $\operatorname{curl} H=\binom{\partial_{2} H}{-\partial_{1} H}$, we see that $H=\operatorname{curl} \mathbf{Q}=$ $\operatorname{curl}\left(-\frac{\operatorname{curl} H}{f^{2}}\right)=\nabla \cdot\left(\frac{\nabla H}{f^{2}}\right)$. Thus

$$
\left\{\begin{array}{l}
\nabla \cdot\left(\frac{\nabla H}{f^{2}}\right)-H=0 \text { in } \mathcal{D}^{\prime}(\Omega)  \tag{3.3}\\
H=H_{0} \text { in } H^{-\frac{1}{2}}(\partial \Omega)
\end{array}\right.
$$

$\mathbf{Q}$ may be found by the inverse formula $\mathbf{Q}=-\frac{\operatorname{curl} H}{f^{2}}$. Then $H \in C^{2, \theta}$ (see [2]). Consider the elliptic system

$$
\left\{\begin{array}{l}
\frac{1}{\kappa^{2}} \Delta f=\frac{1}{2} G_{f}^{\prime}\left(f,-\frac{\operatorname{curl} H}{f^{2}}\right)  \tag{3.4}\\
\partial_{n} f=0 \\
\nabla\left(\frac{\nabla H}{f^{2}}\right)-H=0 \\
H=H_{0}
\end{array}\right.
$$

A classical bootstrap argument permits us to see that if $(f, H) \in C^{m, \alpha} \times C^{m+1, \alpha}$ with $m \geq 1$, then $(f, H) \in C^{m+1, \alpha} \times C^{m+2, \alpha}$, and then $f, H \in C^{\infty}(\Omega)$. Moreover because the elliptic (nonlinear) system is analytic, the solutions $(f, H)$ are analytic on $\Omega$ (result of Morrey; see [11]). In particular if $\partial \Omega$ is analytic, then $(f, H)$ is analytic on $\bar{\Omega}$. Finally we find the regularity on $\mathbf{Q}$, taking $\mathbf{Q}=-\frac{\mathbf{c u r l} H}{f^{2}}$. For infinite $\kappa$, the proof can be found in [1]. This ends the proof.

Proof of Theorem 3.1. Let $\left(f_{j}, \mathbf{Q}_{j}\right), j=1,2$, be two solutions in $K_{\delta_{0}}$ of (3.1)-(3.2) on $\Sigma_{\infty}=\Omega \times \mathbb{R}$. Let $\psi\left(x_{3}\right)$ be a function with compact support. We multiply the
equation $\frac{1}{\kappa^{2}} \Delta\left(f_{2}-f_{1}\right)=\frac{1}{2}\left[G_{f}^{\prime}\right]_{f_{1}, \mathbf{Q}_{1}}^{f_{2}}$ by $\psi\left(f_{2}-f_{1}\right)$, and the equation $-(\text { curl })^{2}\left(\mathbf{Q}_{2}-\right.$ $\left.\mathbf{Q}_{1}\right)=\frac{1}{2}\left[G_{\mathbf{Q}}^{\prime}\right]_{f_{1}, \mathbf{Q}_{1}}^{f_{2}, \mathbf{Q}_{2}}$ by $\psi\left(\mathbf{Q}_{2}-\mathbf{Q}_{1}\right)$. Then by integration on $\Sigma=\Sigma_{\infty}$ we obtain

$$
\begin{gathered}
\int_{\Sigma}\left(\frac{1}{\kappa^{2}} \nabla\left(\psi\left(f_{2}-f_{1}\right)\right) \cdot \nabla\left(f_{2}-f_{1}\right)+\operatorname{curl}\left(\psi\left(\mathbf{Q}_{2}-\mathbf{Q}_{1}\right)\right) \cdot \operatorname{curl}\left(\mathbf{Q}_{2}-\mathbf{Q}_{1}\right)\right. \\
\left.+\frac{1}{2}\left[G^{\prime}\right]_{f_{1}, \mathbf{Q}_{1}}^{f_{2}, \mathbf{Q}_{2}} \cdot \psi\binom{f_{2}-f_{1}}{\mathbf{Q}_{2}-\mathbf{Q}_{1}}\right)=0 .
\end{gathered}
$$

Here we have integrated by parts one time in $f$, and one time in $\mathbf{Q}$, using the equality $\int_{\Sigma}(\operatorname{curl} \boldsymbol{A}) \cdot \boldsymbol{B}=\int_{\Sigma} \boldsymbol{A} \cdot(\operatorname{curl} \boldsymbol{B})+\int_{\partial \Sigma}(\boldsymbol{A} \wedge \boldsymbol{B}) \cdot \boldsymbol{n}$. Moreover the boundary terms obtained for $f$ and for $\mathbf{Q}$ are zero because of (3.2). Then we obtain (using $\operatorname{curl}(f \boldsymbol{A})=\nabla f \wedge \boldsymbol{A}+f \operatorname{curl} \boldsymbol{A})$

$$
\begin{align*}
& \int_{\Sigma} \psi\left\{\frac{1}{\kappa^{2}}\left|\nabla\left(f_{2}-f_{1}\right)\right|^{2}+\left|\operatorname{curl}\left(\mathbf{Q}_{2}-\mathbf{Q}_{1}\right)\right|^{2}+\frac{1}{2}\left[G^{\prime}\right]_{f_{1}, \mathbf{Q}_{1}}^{f_{2}, \mathbf{Q}_{2}} \cdot\binom{f_{2}-f_{1}}{\mathbf{Q}_{2}-\mathbf{Q}_{1}}\right\} \\
& =\int_{\Sigma}\left(-\frac{f_{2}-f_{1}}{\kappa}\right) \cdot\left(\frac{\nabla \psi}{\sqrt{\psi}}\right) \cdot\left(\sqrt{\psi} \frac{\nabla\left(f_{2}-f_{1}\right)}{\kappa}\right) \\
& 3.5) \quad-\left(\frac{\nabla \psi}{\sqrt{\psi}} \wedge\left(\mathbf{Q}_{2}-\mathbf{Q}_{1}\right)\right) \cdot\left(\sqrt{\psi} \operatorname{curl}\left(\mathbf{Q}_{2}-\mathbf{Q}_{1}\right)\right) . \tag{3.5}
\end{align*}
$$

But $G$ is strictly convex on $K_{\delta_{0}}$, and from the inequality of convexity we deduce that

$$
\exists c=c\left(\delta_{0}\right)>0 \text { such that } \frac{1}{2}\left[G^{\prime}\right]_{f_{1}, \mathbf{Q}_{1}}^{f_{2}, \mathbf{Q}_{2}} \cdot\binom{f_{2}-f_{1}}{\mathbf{Q}_{2}-\mathbf{Q}_{1}} \geq c\left(\left(f_{2}-f_{1}\right)^{2}+\left(\mathbf{Q}_{2}-\mathbf{Q}_{1}\right)^{2}\right) .
$$

On the other hand we have the $L^{\infty}$-estimates on the right-hand side of (3.5): $\left|f_{2}-f_{1}\right| \leq$ $C,\left|\mathbf{Q}_{2}-\mathbf{Q}_{1}\right| \leq C$. Then from the Cauchy-Schwarz inequality we have

$$
\begin{aligned}
& \int_{\Sigma} \psi\left\{\frac{\left|\nabla\left(f_{2}-f_{1}\right)\right|^{2}}{\kappa^{2}}+\left|\operatorname{curl}\left(\mathbf{Q}_{2}-\mathbf{Q}_{1}\right)\right|^{2}+\delta\left(\left(f_{2}-f_{1}\right)^{2}+\left(\mathbf{Q}_{2}-\mathbf{Q}_{1}\right)^{2}\right)\right\} \\
& \leq C\left(\int_{\Sigma} \frac{|\nabla \psi|^{2}}{\psi}\right)^{\frac{1}{2}}\left\{\left(\int_{\Sigma} \psi \frac{\left|\nabla\left(f_{2}-f_{1}\right)\right|^{2}}{\kappa^{2}}\right)^{\frac{1}{2}}+\left(\int_{\Sigma} \psi \mid \operatorname{curl}\left(\mathbf{Q}_{2}-\mathbf{Q}_{1}\right)^{2}\right)^{\frac{1}{2}}\right\}
\end{aligned}
$$

But if we take $\psi(x)=\psi_{0}\left(\lambda x_{3}\right)$, where $\psi_{0} \geq 0$ has a support in [ $-2,2$ ], is equal to 1 on $[-1,1]$, then using the fact that $\int_{\Sigma} \frac{|\nabla \psi|^{2}}{\psi}=\lambda \int_{\Sigma} \frac{\left|\nabla \psi_{0}\right|^{2}}{\psi_{0}}$, we deduce as $\lambda \rightarrow 0$ that

$$
\int_{\Sigma} \frac{\left|\nabla\left(f_{1}-f_{2}\right)\right|^{2}}{\kappa^{2}}+\left|\operatorname{curl}\left(\mathbf{Q}_{2}-\mathbf{Q}_{1}\right)\right|^{2}+c\left(\left(f_{2}-f_{1}\right)^{2}+\left(\mathbf{Q}_{2}-\mathbf{Q}_{1}\right)^{2}\right)=0
$$

Consequently $f_{2}=f_{1}$ and $\mathbf{Q}_{2}=\mathbf{Q}_{1}$.
Now if $(f, \mathbf{Q})$ is a solution, for $t \in \mathbb{R}$ let $f^{t}\left(x_{1}, x_{2}, x_{3}\right)=f\left(x_{1}, x_{2}, x_{3}+t\right)$, and $\mathbf{Q}^{t}\left(x_{1}, x_{2}, x_{3}\right)=\mathbf{Q}\left(x_{1}, x_{2}, x_{3}+t\right)$. It is clear that $\left(f^{t}, \mathbf{Q}^{t}\right)$ is a solution, and from the uniqueness result we deduce that $f$ and $\mathbf{Q}$ do not depend on the coordinate $x_{3}$.

Now let $\tilde{\mathbf{Q}}=\left(\begin{array}{c}Q_{1}\left(x_{1}, x_{2}\right) \\ Q_{2}\left(x_{1}, x_{2}\right) \\ 0\end{array}\right)$. Then (for every fixed $\Lambda$ ) we have by construction

$$
\begin{equation*}
\mathcal{E}_{\kappa}^{\Lambda}(f, \mathbf{Q}+\overline{\mathbf{Q}}) \leq \mathcal{E}_{\kappa}^{\Lambda}(f, \mathbf{Q}) \text { where } \overline{\mathbf{Q}}=\tilde{\mathbf{Q}}-\mathbf{Q} . \tag{3.6}
\end{equation*}
$$

We conclude with the help of the following lemma.
Lemma 3.3. Assume that $(f, \mathbf{Q}) \in V$ is a solution of (3.1)-(3.2) on $\Sigma_{\Lambda}$. Consider $(\bar{f}, \overline{\mathbf{Q}}) \in V$, and assume that $(f, \mathbf{Q})$ and $(f+\bar{f}, \mathbf{Q}+\overline{\mathbf{Q}})$ are in $K_{\delta_{0}}$. Then we have

$$
\begin{equation*}
\mathcal{E}_{\kappa}^{\Lambda}(f+\bar{f}, \mathbf{Q}+\overline{\mathbf{Q}}) \geq \mathcal{E}_{\kappa}^{\Lambda}(f, \mathbf{Q})+\int_{\Sigma_{\Lambda}} \frac{|\nabla \bar{f}|^{2}}{\kappa^{2}}+|\operatorname{curl} \overline{\mathbf{Q}}|^{2}+c\left(|\bar{f}|^{2}+|\overline{\mathbf{Q}}|^{2}\right) . \tag{3.7}
\end{equation*}
$$

From (3.6), this lemma implies (with $\bar{f}=0$ ) that $\int_{\Sigma_{\Lambda}}|\operatorname{curl} \overline{\mathbf{Q}}|^{2}+c|\overline{\mathbf{Q}}|^{2}=0$, so that $\overline{\mathbf{Q}}=0$. Hence $Q_{3}=0$. Then $\boldsymbol{H}=\boldsymbol{\operatorname { c u r l }} \mathbf{Q}=H\left(x_{1}, x_{2}\right) \boldsymbol{e}_{\mathbf{3}}$, and Theorem 3.1 is proved.

Proof of Lemma 3.3. We have

$$
\begin{aligned}
& \mathcal{E}_{\kappa}(f+\bar{f}, \mathbf{Q}+\overline{\mathbf{Q}})=\mathcal{E}_{\kappa}(f, \mathbf{Q})+\int_{\Sigma_{\Lambda}}\left\{\frac{2}{\kappa^{2}} \nabla f \cdot \nabla \bar{f}+\frac{1}{\kappa^{2}}|\nabla \bar{f}|^{2}\right. \\
& \left.\quad+2(\operatorname{curl} \overline{\mathbf{Q}}) \cdot\left(\operatorname{curl} \mathbf{Q}-H_{0} e_{\mathbf{3}}\right)+|\operatorname{curl} \overline{\mathbf{Q}}|^{2}+G(f+\bar{f}, \mathbf{Q}+\overline{\mathbf{Q}})-G(f, \mathbf{Q})\right\} .
\end{aligned}
$$

Moreover, from Taylor's formula with integral remainder, we obtain

$$
G(f+\bar{f}, \mathbf{Q}+\overline{\mathbf{Q}})-G(f, \mathbf{Q})=G_{(f, \mathbf{Q})}^{\prime}(f, \mathbf{Q}) \cdot(\bar{f}, \overline{\mathbf{Q}})+\int_{0}^{1}(1-t)(\bar{f}, \overline{\mathbf{Q}}) \cdot G^{\prime \prime}(f, \mathbf{Q}+t \overline{\mathbf{Q}}) \cdot(\bar{f}, \overline{\mathbf{Q}}) d t
$$

which gives, after an integration by parts,

$$
\begin{aligned}
& \mathcal{E}_{\kappa}(f+\bar{f}, \mathbf{Q}+\overline{\mathbf{Q}})=\mathcal{E}_{\kappa}(f, \mathbf{Q})+\int_{\Sigma_{\Lambda}} \frac{1}{\kappa^{2}}|\nabla \bar{f}|^{2}+|\operatorname{curl} \overline{\mathbf{Q}}|^{2} \\
& +\int_{0}^{1} d t(1-t)\left(\int_{\Sigma_{\Lambda}}(\bar{f}, \overline{\mathbf{Q}}) \cdot G^{\prime \prime}(f+t \bar{f}, \mathbf{Q}+t \overline{\mathbf{Q}}) \cdot(\bar{f}, \overline{\mathbf{Q}})\right) \\
& +2\left\{\int_{\Sigma_{\Lambda}} \bar{f} \cdot\left(-\frac{1}{\kappa^{2}} \Delta f+\frac{1}{2} G_{f}^{\prime}(f, \mathbf{Q})\right)+\overline{\mathbf{Q}} \cdot\left((\operatorname{curl})^{2} \mathbf{Q}+\frac{1}{2} G_{\mathbf{Q}}^{\prime}(f, \mathbf{Q})\right)\right. \\
& \left.\quad \quad+\int_{\partial \Sigma_{\Lambda}} \frac{1}{\kappa^{2}} \bar{f} \cdot \frac{\partial f}{\partial n}-\left(\operatorname{curl} \mathbf{Q}-H_{0} e_{\mathbf{3}}\right) \wedge \overline{\mathbf{Q}} \cdot n\right\} .
\end{aligned}
$$

The last term is zero, since $(f, \mathbf{Q})$ satisfies (3.1)-(3.2). On the other hand $(f, \tilde{\mathbf{Q}}) \in$ $K_{\delta_{0}}$, so from the inequality of convexity we have

$$
\frac{1}{2}(\bar{f}, \overline{\mathbf{Q}}) \cdot G^{\prime \prime}(f+t \bar{f}, \mathbf{Q}+t \overline{\mathbf{Q}}) \cdot(\bar{f}, \overline{\mathbf{Q}}) \geq c\left(|\bar{f}|^{2}+|\overline{\mathbf{Q}}|^{2}\right) .
$$

This implies the lemma.

## 4. Existence of Meissner solutions.

4.1. A priori estimates as $\kappa \rightarrow+\infty$. In the following we consider only the functions $f$ and $\mathbf{Q}=\left(Q_{1}, Q_{2}\right)$ defined on $\Omega$, with curl $\mathbf{Q}=\partial_{1} Q_{2}-\partial_{2} Q_{1}$, and the associated energy defined for $(f, \mathbf{Q}) \in V, \kappa \in(0,+\infty]$ :

$$
\mathcal{E}_{\kappa}(f, \mathbf{Q})=\int_{\Omega} \frac{|\nabla f|^{2}}{\kappa^{2}}+\left|\operatorname{curl} \mathbf{Q}-H_{0}\right|^{2}+G(f, \mathbf{Q}) .
$$

We recall that a critical point $\left(f_{\kappa}, \mathbf{Q}_{\kappa}\right)$ of $\mathcal{E}_{\kappa}$ satisfies

$$
\left\{\begin{array}{l|l}
\frac{1}{\kappa^{2}} \Delta f_{\kappa}=\frac{1}{2} G_{f}^{\prime}\left(f_{\kappa}, \mathbf{Q}_{\kappa}\right) & \text { on } \Omega  \tag{4.1}\\
-\operatorname{curl}\left(\operatorname{curl} \mathbf{Q}_{\kappa}\right)=\frac{1}{2} G_{\mathbf{Q}}^{\prime}\left(f_{\kappa}, \mathbf{Q}_{\kappa}\right) & \text { on } \\
\frac{\partial_{n} f_{\kappa}}{\kappa^{2}}=0 & \text { on } \partial \Omega \\
\operatorname{curl} \mathbf{Q}_{\kappa}=H_{0} &
\end{array}\right.
$$

which implies $H_{\kappa}=\operatorname{curl} \mathbf{Q}_{\kappa}$ satisfies

$$
\left\{\begin{array}{l}
\nabla \cdot\left(\frac{\nabla H_{\kappa}}{f_{\kappa}^{2}}\right)-H_{\kappa}=0 \quad \text { in } \Omega  \tag{4.2}\\
H_{\kappa}=H_{0} \quad \text { on } \partial \Omega
\end{array}\right.
$$

with $\mathbf{Q}_{\kappa}$ given by the inverse formula

$$
\mathbf{Q}_{\kappa}=-\frac{\operatorname{curl} H_{\kappa}}{f_{\kappa}^{2}}
$$

We are interested in the solutions of (4.1) in $\operatorname{Int}\left(K_{\delta_{0}}\right)$. Theorem 3.1 claims the uniqueness of these solutions (when they exist). Then we have the following a priori estimates as $\kappa \rightarrow+\infty$ (which imply Proposition 2.6 ).

Proposition 4.1. $\forall \delta_{0}>0, \exists \kappa_{0}=\kappa_{0}\left(\delta_{0}\right)>0$ such that $\forall M>1 \forall \theta \in$ $(0,1), \exists C_{\theta}=C_{\theta}\left(\delta_{0}, M\right)>0$ such that $\forall H_{0} \in\left[0, H_{\delta_{0}}^{*}\right] \forall \kappa \geq \kappa_{0}$ for all solutions $\left(f_{\kappa}, \mathbf{Q}_{\kappa}\right) \in K_{\delta_{0}}^{M}$ of (4.1), we have

$$
\left.\begin{array}{l}
\left|f_{\kappa}-f_{\infty}\right|_{C^{0, \theta}(\bar{\Omega})} \\
\left|\mathbf{Q}_{\kappa}-\mathbf{Q}_{\infty}\right|_{C^{0, \theta}(\bar{\Omega})} \\
\left|H_{\kappa}-H_{\infty}\right|_{C^{1, \theta}(\bar{\Omega})}
\end{array}\right\} \leq \frac{C_{\theta}}{\kappa^{\frac{1}{2}-\theta}}
$$

and

$$
\left|\nabla\left(f_{\kappa}-f_{\infty}\right)\right|_{L^{2}}=O\left(\frac{1}{\kappa^{\frac{1}{2}}}\right)
$$

Remark 4.2. Here $C_{\theta}$ depends only on $\theta, \Omega$ and on $\max \left(M, \frac{1}{\delta_{0}}\right)$.
Motivation. The essential difficulty as $\kappa \rightarrow+\infty$ is the singular perturbation of $f$ resulting from the highest order derivatives in the equation $\frac{1}{\kappa^{2}} \Delta f=\frac{1}{2} G_{f}^{\prime}$ vanishing in the limit. The limiting solution, $f=f_{\infty}$, does not satisfy the boundary condition $\left(\partial_{n} f_{\infty} \neq 0\right)$, and there is a boundary layer of width $1 / \kappa$. If $(s, n)$ are coordinates tangential and normal to $\partial \Omega$, respectively, then rescaling $n=\bar{n} / \kappa$ in the boundary layer we find that

$$
f \sim f_{\infty}(s, 0)+\frac{1}{\kappa}\left(\partial_{n} f_{\infty}(s, 0) \bar{n}+\frac{\partial_{n} f_{\infty}(s, 0)}{\sqrt{2} f_{\infty}(s, 0)} e^{-\sqrt{2} f_{\infty}(s, 0) \bar{n}}\right)
$$

there. Thus a good approximation to $f$ both in the bulk and in the boundary layer region is

$$
\begin{equation*}
f_{\infty}(x)+\frac{1}{\kappa} \frac{\partial_{n} f_{\infty}(y)}{\sqrt{2} f_{\infty}(y)} e^{-\sqrt{2} f_{\infty}(y) \kappa d(x, \partial \Omega)} \tag{4.3}
\end{equation*}
$$

where $y \in \partial \Omega$ is such that $d(x, \partial \Omega)=|x-y|$.

Now let $f_{\infty}^{\kappa}$ be any approximation to $f_{\infty}$ which takes into account the boundary layer, i.e., is such that

$$
\begin{equation*}
\partial_{n} f_{\infty}^{\kappa}=0 \text { on } \partial \Omega \tag{4.4}
\end{equation*}
$$

Write $\bar{f}=f_{\kappa}-f_{\infty}^{\kappa}, \overline{\mathbf{Q}}=\mathbf{Q}_{\kappa}-\mathbf{Q}_{\infty}, \bar{H}=H_{\kappa}-H_{\infty}$. Recall that $\forall H_{0} \in\left[0, H_{\delta_{0}}^{*}\right]$, $\left(f_{\infty}, \mathbf{Q}_{\infty}\right) \in K_{\delta_{0}}$. Then under the assumption of Proposition 4.1 and (4.4) we have the following lemma.

Lemma 4.3. For $1<p<+\infty \forall H_{0} \in\left[0, H_{\delta_{0}}^{*}\right], \exists C=C\left(\delta_{0}, M, p\right)>0$ such that if $\left(f_{\infty}^{\kappa}, \mathbf{Q}_{\infty}\right) \in K_{\frac{\delta_{0}}{2}}$ then for every solution $\left(f_{\kappa}, \mathbf{Q}_{\kappa}\right) \in K_{\delta_{0}}^{M}$ of (4.1) we have

$$
\left.\begin{array}{l}
|\bar{f}|_{L^{2}}  \tag{4.5}\\
\frac{1}{\kappa}|\nabla \bar{f}|_{L^{2}} \\
|\overline{\mathbf{Q}}|_{L^{2}} \\
|\operatorname{curl} \overline{\mathbf{Q}}|_{L^{2}}
\end{array}\right\} \leq C\left\{\left|\frac{\Delta f_{\infty}^{\kappa}}{\kappa^{2}}-\frac{1}{2}\left[G_{f}^{\prime}\right]_{f_{\infty}, \mathbf{Q}_{\infty}}^{f_{\infty}^{\kappa}, \mathbf{Q}_{\infty}}\right|_{L^{2}}+\left|\frac{1}{2}\left[G_{\mathbf{Q}}^{\prime}\right]_{f_{\infty}, \mathbf{Q}_{\infty}}^{f_{\infty}^{\kappa}, \mathbf{Q}_{\infty}}\right|_{L^{2}}\right\}
$$

$$
\begin{equation*}
\frac{|\Delta \bar{f}|_{L^{2}}}{\kappa^{2}} \leq\left|\frac{\Delta f_{\infty}^{\kappa}}{\kappa^{2}}-\frac{1}{2}\left[G_{f}^{\prime}\right]_{f_{\infty}, \mathbf{Q}_{\infty}}^{f_{\infty}^{\kappa}, \mathbf{Q}_{\infty}}\right|_{L^{2}}+\left|\frac{1}{2}\left[G_{f}^{\prime}\right]_{f_{\infty}, \mathbf{Q}_{\infty}}^{f_{\kappa}, \mathbf{Q}_{\kappa}}\right|_{L^{2}} \tag{4.6}
\end{equation*}
$$

$\left.\begin{array}{l}\left|D^{2} \bar{H}\right|_{L^{p}} \\ |\nabla \bar{H}|_{L^{p}} \\ |\bar{H}|_{L^{p}}\end{array}\right\} \leq C\left(1+|\bar{H}|_{L^{\infty}}+|\nabla \bar{H}|_{L^{\infty}}\right)\left\{|\bar{f}|_{L^{p}}+|\nabla \bar{f}|_{L^{p}}+\left|f_{\infty}^{\kappa}-f_{\infty}\right|_{L^{p}}+\left|\nabla\left(f_{\infty}^{\kappa}-f_{\infty}\right)\right|_{L^{p}}\right\}$.

The proof of Lemma 4.3 will follow the proof of Proposition 4.1.
Remark 4.4. We note that under the assumption of Proposition 4.1 the quantities $\left|\frac{1}{2}\left[G^{\prime}\right]_{f_{\infty}, \mathbf{Q}_{\infty}}^{f_{\infty}^{\kappa}, \mathbf{Q}_{\infty}}\right|_{L^{2}}$ are bounded by a constant times $\left|f_{\infty}^{\kappa}-f_{\infty}\right|_{L^{2}}$. For

$$
f_{\infty}^{\kappa}-f_{\infty}=\frac{1}{\kappa} \frac{\partial_{n} f_{\infty}(y)}{\sqrt{2} f_{\infty}(y)} e^{-\sqrt{2} f_{\infty}(y) \kappa d(x, \partial \Omega)}
$$

we have $\left|f_{\infty}^{\kappa}-f_{\infty}\right|_{L^{2}} \sim C / \kappa^{\frac{3}{2}}$ which is therefore heuristically the best estimate of $\left|f_{\kappa}-f_{\infty}\right|_{L^{2}}$ that we can hope for.

Rather than using the exponential correction (4.3) we choose a linear function times a cut off, which makes it easier to obtain the necessary estimates. Precisely, our choice is

$$
f_{\infty}^{\kappa}=f_{\infty}-\chi_{\kappa} \psi_{f_{\infty}}
$$

where $\psi_{f_{\infty}}(x)=d(x, \partial \Omega) \cdot \partial_{n} f_{\infty}(y)$ where $y \in \partial \Omega$ satisfies $d(x, \partial \Omega)=|x-y|$, and where $\chi_{\kappa}(x)=\chi_{0}(\kappa d(x, \partial \Omega))$, with $\chi_{0}$ a smooth nonincreasing function which satisfies $\chi_{0} \geq 0$ on $\left[0,+\infty\left[, \chi_{0}=1\right.\right.$ on $\left[0, \frac{1}{2}\right], \chi_{0}=0$ on $[1,+\infty[$. We assume that $\partial \Omega \in$ $C^{2, \alpha}$; then in particular $\chi_{\kappa} \psi_{f_{\infty}} \in C^{1, \alpha}$. With this definition we have $\partial_{n} f_{\infty}^{\kappa}=0$ and (compare with Remark 4.4)

$$
\left|f_{\infty}^{\kappa}-f_{\infty}\right|_{L^{2}}=O\left(\frac{1}{\kappa^{\frac{3}{2}}}\right)
$$

More general estimates on $f_{\infty}^{\kappa}-f_{\infty}$ are put together in the following lemma.

Lemma 4.5. For $1 \leq p<+\infty, \theta \in(0,1)$, we have

$$
\begin{aligned}
\left|f_{\infty}^{\kappa}-f_{\infty}\right|_{L^{p}} & =O\left(\frac{1}{\kappa^{1+\frac{1}{p}}}\right) \\
\left|\nabla\left(f_{\infty}^{\kappa}-f_{\infty}\right)\right|_{L^{p}} & =O\left(\frac{1}{\kappa^{\frac{1}{p}}}\right) \\
\left|f_{\infty}^{\kappa}-f_{\infty}\right|_{C^{0, \theta}} & =O\left(\frac{1}{\kappa^{1-\theta}}\right)
\end{aligned}
$$

Proof. The calculation is straightforward.
Remark 4.6. If $\partial \Omega \in C^{3, \alpha}$, then $\chi_{\kappa} \psi_{f_{\infty}} \in C^{2, \alpha}$ in which case $\Delta\left(f_{\infty}^{\kappa}-f_{\infty}\right)$ makes sense and we have $\left|\Delta\left(f_{\infty}^{\kappa}-f_{\infty}\right)\right|_{L^{2}}=O(\sqrt{\kappa})$.

Then we deduce the following lemma.
LEMMA 4.7. $\exists \kappa_{0}=\kappa_{0}\left(\delta_{0}\right)>0$ such that $\forall \kappa \geq \kappa_{0}$, for every solution $\left(f_{\kappa}, \mathbf{Q}_{\kappa}\right) \in$ $K_{\delta_{0}}^{M}$ of (4.1) we have

$$
\begin{gather*}
|\bar{f}|_{L^{2}},|\overline{\mathbf{Q}}|_{L^{2}},|\operatorname{curl} \overline{\mathbf{Q}}|_{L^{2}}=O\left(\frac{1}{\kappa^{\frac{3}{2}}}\right), \quad|\nabla \bar{f}|_{L^{2}}=O\left(\frac{1}{\kappa^{\frac{1}{2}}}\right)  \tag{4.8}\\
|\Delta \bar{f}|_{L^{2}}=O(\sqrt{\kappa}) \tag{4.9}
\end{gather*}
$$

and for $1<p<+\infty$

$$
\begin{equation*}
\left|D^{2} \bar{H}\right|_{L^{p}},|\nabla \bar{H}|_{L^{p}},|\bar{H}|_{L^{p}}=O\left(\frac{1}{\kappa^{\frac{1}{p}}}+|\bar{f}|_{L^{p}}+|\nabla \bar{f}|_{L^{p}}\right) \tag{4.10}
\end{equation*}
$$

Proof of Lemma 4.7. For $\kappa$ larger than some $\kappa_{0}$, for every $H_{0} \in\left[0, H_{\delta_{0}}^{*}\right]$, we obtain $\left(f_{\infty}^{\kappa}, Q_{\infty}\right) \in K_{\frac{\delta_{0}}{2}}$, and then Lemma 4.3 can be used. The estimates (4.8) and (4.9) are directly deduced from Lemmas 4.3 and 4.5 . To deduce (4.10) it is sufficient to remark that $\mathbf{Q}_{\kappa}=-\frac{\operatorname{curl} H_{\kappa}}{f_{\kappa}^{2}}$ and then $\left|\nabla H_{\kappa}\right|_{L^{\infty}} \leq\left|\mathbf{Q}_{\kappa}\right|_{L^{\infty}}\left|f_{\kappa}^{2}\right|_{L^{\infty}} \leq C$ because $\left(f_{\kappa}, \mathbf{Q}_{\kappa}\right) \in K_{\delta_{0}}^{M}$. Moreover $|\bar{H}|_{L^{2}}=|\operatorname{curl} \overline{\mathbf{Q}}|_{L^{2}}=O\left(1 / \kappa^{\frac{3}{2}}\right)$, and therefore $|H|_{L^{\infty}} \leq$ $C$, and $|\bar{H}|_{L^{\infty}},|\nabla \bar{H}|_{L^{\infty}} \leq C$, and we deduce (4.10), which ends the proof of the lemma.

As we have already mentioned in the introduction, we have an $L^{\infty}$ constraint on the solution, while the natural spaces and estimates are $L^{p}$. Thus we need to use Gagliardo-Nirenberg inequalities (see [12]). The proof of Proposition 4.1 uses these inequalities many times, and for the convenience of the reader we recall them here for a bounded open set $\Omega \subset \mathbb{R}^{n}$.

Gagliardo-Nirenberg inequalities. Let $1 \leq q, r \leq+\infty, 0 \leq j<m$, and $q^{\prime}>0$. Then

$$
\left|D^{j} u\right|_{p} \leq C\left\{\left|D^{m} u\right|_{r}^{a}|u|_{q}^{1-a}+|u|_{q^{\prime}}\right\}
$$

where

$$
\frac{1}{p}=\frac{j}{n}+a\left(\frac{1}{r}-\frac{m}{n}\right)+(1-a) \frac{1}{q}
$$

for $\frac{j}{m} \leq a \leq 1$, and only for $\frac{j}{m} \leq a<1$ if $m-j-\frac{n}{r} \in \mathbb{N}$ and $1<r<+\infty$. Here $D^{s} u$ symbolizes the set of all partial derivatives of total order $s$, and for $-\infty<1 / p<+\infty$, we use the definition

$$
|v|_{p}=\left\{\begin{array}{l}
\left(\int_{\Omega}|v|^{p}\right)^{\frac{1}{p}} \text { if } 0<\frac{1}{p}<+\infty, \\
\sup _{x \in \Omega}|v(x)| \text { if } \frac{1}{p}=0, \\
{\left[D^{s} v\right]_{\alpha}=\sup _{x, x^{\prime} \in \Omega, x \neq x^{\prime}} \frac{\left|D^{s} v\left(x^{\prime}\right)-D^{s} v(x)\right|}{\left|x^{\prime}-x\right| \alpha}} \\
\quad \text { if }-\infty<\frac{1}{p}<0, s=\left[-\frac{n}{p}\right], \alpha=\left(-\frac{n}{p}\right)-s .
\end{array}\right.
$$

End of the proof of Proposition 4.1. We use various inequalities of GagliardoNirenberg.

From the inequality

$$
|\bar{f}|_{L^{\infty}} \leq C\left\{\left|D^{2} \bar{f}\right|_{L^{2}}^{\frac{1}{2}}|\bar{f}|_{L^{2}}^{\frac{1}{2}}+|\bar{f}|_{L^{2}}\right\} ; n=2
$$

we deduce that

$$
\begin{equation*}
|\bar{f}|_{L^{\infty}}=O\left(\kappa^{-\frac{1}{2}}\right) . \tag{4.11}
\end{equation*}
$$

From the inequality

$$
[\bar{f}]_{2 a-1} \leq C\left\{\left|D^{2} \bar{f}\right|_{L^{2}}^{a}|\bar{f}|_{L^{2}}^{1-a}+|\bar{f}|_{L^{2}}\right\} ; n=2, \frac{1}{2}<a<1
$$

we deduce $[\bar{f}]_{2 a-1}=O\left(\kappa^{2\left(a-\frac{3}{4}\right)}\right)$. With $\theta=2 a-1$ this implies that $\forall \theta \in(0,1),|\bar{f}|_{C^{0, \theta}}=$ $O\left(1 / \kappa^{\frac{1}{2}-\theta}\right)$, and from Lemma 4.5 we deduce that

$$
\forall \theta \in(0,1),\left|f_{\kappa}-f_{\infty}\right|_{C^{0}, \theta}=O\left(\frac{1}{\kappa^{\frac{1}{2}-\theta}}\right) .
$$

From the inequality

$$
|\nabla \bar{f}|_{L^{p}} \leq C\left\{\left|D^{2} \bar{f}\right|_{L^{2}}^{a}|\bar{f}|_{L^{2}}^{1-a}+|\bar{f}|_{L^{2}}\right\} ; n=2, \frac{1}{p}=1-a, \frac{1}{2} \leq a<1
$$

we deduce $|\nabla \bar{f}|_{L^{p}}=O\left(1 / \kappa^{\frac{2}{p}-\frac{1}{2}}\right) ; 2 \leq p<+\infty$. In particular from Lemma 4.5 we deduce

$$
\left|\nabla\left(f_{\kappa}-f_{\infty}\right)\right|_{L^{2}}=O\left(\frac{1}{\kappa^{\frac{1}{2}}}\right) .
$$

Moreover, from (4.11), we get $|\bar{f}|_{L^{p}}=O\left(1 / \kappa^{\frac{1}{2}}\right)$ obviously for $2 \leq p<+\infty$; and (4.10) gives $\left|D^{2} \bar{H}\right|_{L^{p}},|\nabla \bar{H}|_{L^{p}},|\bar{H}|_{L^{p}}=O\left(1 / \kappa^{\frac{2}{p}-\frac{1}{2}}\right) ; 2 \leq p<+\infty$. From the inequality

$$
\begin{gathered}
|\nabla \bar{H}|_{L^{\bar{p}}} \leq C\left\{\left|D^{2} \bar{H}\right|_{L^{p}}^{a}|\bar{H}|_{L^{2}}^{1-a}+|\bar{H}|_{L^{2}}\right\} ; n=2,-\frac{n}{\bar{p}}=a\left(3-\frac{2}{p}\right)-2 ; \\
\frac{1}{2} \leq a<1 \text { if } p=2 ; \frac{1}{2} \leq a \leq 1 \text { if } 2<p<+\infty ;
\end{gathered}
$$

we deduce with $\theta=1-\frac{2}{p}, a=1,2<p<+\infty$, that $\forall \theta \in(0,1),[\nabla \bar{H}]_{\theta}=O\left(1 / \kappa^{\frac{1}{2}-\theta}\right)$. In the limit case $\theta=0$, we have $|\nabla \bar{H}|_{L^{\infty}} \leq \frac{C_{\eta}}{\kappa^{\frac{1}{2}-\eta}}$ where $\eta$ is arbitrarily small.

Therefore $\forall \theta \in(0,1),|\nabla \bar{H}|_{C^{0, \theta}}=O\left(1 / \kappa^{\frac{1}{2}-\theta}\right)$. In particular because $|\bar{H}|_{L^{2}}=O\left(1 / \kappa^{\frac{3}{2}}\right)$ we deduce that $|\bar{H}|_{L^{\infty}}=O\left(1 / \kappa^{\frac{1}{2}-\theta}\right)$; thus

$$
\forall \theta \in(0,1),|\bar{H}|_{C^{1, \theta}}=O\left(\frac{1}{\kappa^{\frac{1}{2}-\theta}}\right)
$$

Moreover

$$
\overline{\mathbf{Q}}=\mathbf{Q}_{\kappa}-\mathbf{Q}_{\infty}=-\frac{\operatorname{curl} \bar{H}}{f^{2}}+\left(\operatorname{curl} H_{\infty}\right)\left(\frac{1}{f_{\infty}^{2}}-\frac{1}{f_{\kappa}^{2}}\right)
$$

Thus using $\left|f_{\infty}^{\kappa}-f_{\infty}\right|_{C^{0, \theta}}=O\left(1 / \kappa^{1-\theta}\right)$ from Lemma 4.5, we deduce that

$$
\forall \theta \in(0,1), \quad|\overline{\mathbf{Q}}|_{C^{0, \theta}}=O\left(\frac{1}{\kappa^{\frac{1}{2}-\theta}}\right)
$$

which ends the proof of Proposition 4.1.
Proof of Lemma 4.3. From (4.1) we get

$$
\left\{\left.\begin{array}{l}
\frac{1}{\kappa^{2}} \Delta \bar{f}=\frac{1}{2}\left\{\left[G_{f}^{\prime}\right]_{f_{\infty}^{\prime}, \mathbf{Q}_{\infty}}^{f_{\kappa}, \mathbf{Q}_{\kappa}}+\left[G_{f}^{\prime}\right]_{f_{\infty}, \mathbf{Q}_{\infty}}^{f_{\infty}^{\kappa}, \mathbf{Q}_{\infty}}\right\}-\frac{\Delta f_{\infty}^{\kappa}}{\kappa^{2}}  \tag{4.12}\\
-\operatorname{curl}(\operatorname{curl} \overline{\mathbf{Q}})=\frac{1}{2}\left\{\left[G_{\mathbf{Q}}^{\prime}\right]_{f_{\infty}^{\prime}, \mathbf{Q}_{\infty}}^{f_{\kappa}^{\prime},,_{\infty}}+\left[G_{\mathbf{Q}}^{\prime}\right]_{f_{\infty}, \mathbf{Q}_{\infty}}^{f_{\infty}^{\kappa}, \mathbf{Q}_{\infty}}\right\}
\end{array} \right\rvert\, \text { on } \Omega,\right.
$$

The first equation gives the inequality (4.6). To obtain the inequality (4.5), we multiply the first equation of (4.12) (resp., the second equation of (4.12)) by $\bar{f}$ (resp., $\overline{\mathbf{Q}}$ ) and integrate by parts. Then we obtain

$$
\int_{\Omega} \frac{|\nabla \bar{f}|^{2}}{\kappa^{2}}+|\operatorname{curl} \overline{\mathbf{Q}}|^{2}+\frac{1}{2}\left[G^{\prime}\right]_{f^{\kappa}, \mathbf{Q}^{*}}^{f, \mathbf{Q}} \cdot\left(\frac{\bar{f}}{\mathbf{Q}}\right)=\int_{\Omega}\left(\frac{\Delta f^{\kappa}}{\kappa^{2}}-\frac{1}{2}\left[G_{f}^{\prime}\right]_{f^{*}, \mathbf{Q}^{*}}^{f^{\kappa}, \mathbf{Q}^{*}}\right) \bar{f}-\frac{1}{2}\left[G_{\mathbf{Q}}^{\prime}\right]_{f^{*}, \mathbf{Q}^{*}}^{f^{\kappa}, \mathbf{Q}^{*}} \cdot \overline{\mathbf{Q}} .
$$

Using the inequality of convexity because $\left(f_{\infty}^{\kappa}, \mathbf{Q}_{\infty}\right) \in K_{\frac{\delta_{0}}{2}}$, we get for $c=c\left(\frac{\delta_{0}}{2}\right)$

$$
\frac{1}{2}\left[G^{\prime}\right]_{f_{\infty}^{\prime}, \mathbf{Q}_{\infty}}^{f_{\kappa}, \mathbf{Q}_{\kappa}} \cdot\binom{\bar{f}}{\overline{\mathbf{Q}}} \geq c\left(\bar{f}^{2}+\overline{\mathbf{Q}}^{2}\right)
$$

and we find the inequality (4.5).
From (4.2) we have

$$
\left\{\begin{array}{l}
\nabla \cdot\left(\frac{\nabla \overline{\bar{H}}}{f_{\infty}^{\infty}}\right)-\bar{H}=-g \\
\bar{H}=0
\end{array}\right.
$$

where
$g=\nabla \cdot\left(\left(\nabla H_{\kappa}\right)\left(\frac{1}{f_{\kappa}^{2}}-\frac{1}{\left(f_{\infty}\right)^{2}}\right)\right)=\left(\Delta H_{\kappa}\right)\left(\frac{1}{f_{\kappa}^{2}}-\frac{1}{\left(f_{\infty}\right)^{2}}\right)-2\left(\nabla H_{\kappa}\right)\left(\frac{\nabla f_{\kappa}}{f_{\kappa}^{3}}-\frac{\nabla f_{\infty}}{\left(f_{\infty}\right)^{3}}\right)$,
but from (4.2) we obtain $\Delta H_{\kappa}=f_{\kappa}^{2} H_{\kappa}+2 \nabla H_{\kappa} \cdot \frac{\nabla f_{\kappa}}{f_{\kappa}}$ and then

$$
g=\frac{H_{\kappa}}{\left(f_{\infty}\right)^{2}}\left(\left(f_{\infty}\right)^{2}-f_{\kappa}^{2}\right)+2 \frac{\nabla H_{\kappa}}{\left(f_{\infty}\right)^{2}}\left(\frac{\nabla f_{\infty}}{f_{\infty}}-\frac{\nabla f_{\kappa}}{f_{\kappa}}\right)
$$

Then $|g|_{L^{p}} \leq C\left(|H|_{L^{\infty}}+|\nabla H|_{L^{\infty}}\right)\left(\left|f_{\kappa}-f_{\infty}\right|_{L^{p}}+\left|\nabla\left(f_{\kappa}-f_{\infty}\right)\right|_{L^{p}}\right)$. On another hand we have the standard elliptic $L^{p}$-estimate, $|\bar{H}|_{W^{2, p}} \leq C|g|_{L^{p}}$. Consequently we obtain the inequality (4.7), and the lemma is proved.
4.2. Local existence of the Meissner solution. We aim to find by perturbation from a known solution some solutions $(f, \mathbf{Q})$ of (4.1), that is, solutions $(f, \tilde{H})$ of the system

$$
\left\{\begin{array}{l}
\frac{1}{\kappa^{2}} \Delta f=\frac{1}{2} G_{f}^{\prime}\left(f,-\frac{\operatorname{curl} \tilde{H}}{f^{2}}\right)  \tag{4.13}\\
\partial_{n} f=0 \\
\nabla \cdot\left(\frac{\nabla \tilde{H}}{f^{2}}\right)-\tilde{H}=H_{0} \\
\tilde{H}=0
\end{array}\right.
$$

where we have introduced the notation $\tilde{H}=H-H_{0}$ to obtain homogeneous boundary conditions. We will perturb using $H_{0}$. On the other hand, we are interested only in the solutions $(f, \mathbf{Q}) \in \operatorname{Int}\left(K_{0}\right)$, i.e., $(f, \tilde{H})$ in the open set

$$
\mathcal{U}=\left\{(f, \tilde{H}): \text { for } \mathbf{Q}=-\frac{\operatorname{curl} \tilde{H}}{f^{2}},(f, \mathbf{Q}) \in \operatorname{Int}\left(K_{0}\right)\right\}
$$

Then it is natural to introduce the operator

$$
\mathcal{A}(f, \tilde{H})=\left\{\begin{array}{l}
\frac{1}{\kappa^{2}} \Delta f-\frac{1}{2} G_{f}^{\prime}\left(f,-\frac{\operatorname{curl} \tilde{H}}{f^{2}}\right) \\
\nabla \cdot\left(\frac{\nabla \tilde{H}}{f^{2}}\right)-\tilde{H}
\end{array}\right.
$$

We want to apply an inverse function theorem in Hölder spaces, which is possible because the solutions $(f, \tilde{H})$ are in fact regular (see Proposition 3.2). Define the spaces

$$
\begin{gathered}
X_{0}^{m, \alpha}=\left\{f, \tilde{H} \in C^{m, \alpha}(\bar{\Omega}), \partial_{n} f=0, \tilde{H}=0 \text { on } \partial \Omega\right\} \\
X^{m, \alpha}=\left\{f, \tilde{H} \in C^{m, \alpha}(\bar{\Omega})\right\}
\end{gathered}
$$

We will work in the space of minimal regularity $X_{0}^{2, \alpha}$. In particular we assume that $\partial \Omega \in C^{2, \alpha}$. Then $\mathcal{A}: \mathcal{U}_{0}=\mathcal{U} \cap X_{0}^{2, \alpha} \rightarrow X^{0, \alpha}$ is a regular map. We want to solve

$$
\mathcal{A}(f, \tilde{H})=\binom{0}{H_{0}}
$$

We start with the particular solution

$$
\mathcal{A}(1,0)=\binom{0}{0}, \text { where }(1,0) \in \mathcal{U}_{0}
$$

Proof of Proposition 2.5. We have

$$
D_{(f, \tilde{H})} \mathcal{A}(f, \tilde{H}) \cdot(\phi, \tilde{h})=\left\{\begin{array}{l}
\frac{1}{\kappa^{2}} \Delta \phi-3\left(f^{2}-\frac{|\nabla \tilde{H}|^{2}}{f^{4}}-\frac{1}{3}\right) \phi-2 \frac{(\operatorname{curl} \tilde{H}) \cdot(\operatorname{curl} \tilde{h})}{f^{3}}, \\
\nabla \cdot\left(\frac{\nabla \tilde{h}}{f^{2}}-2 \frac{\nabla \tilde{H}}{f^{3}} \phi\right)-\tilde{h}
\end{array}\right.
$$

We denote $\chi=f^{2}-\frac{|\nabla \tilde{H}|^{2}}{f^{4}}-\frac{1}{3}$, and we consider the equation

$$
D_{(f, \tilde{H})} \mathcal{A}(f, \tilde{H}) \cdot(\phi, \tilde{h})=\left\{\begin{array}{l}
\phi_{0}  \tag{4.14}\\
\tilde{h}_{0}
\end{array} \in X^{0, \alpha}\right.
$$

We remark that if $(\phi, \tilde{h}) \in \operatorname{Ker} D \mathcal{A}(f, \tilde{H})$, then multiplying the first equation by $\phi$ and the second by $\tilde{h}$, and integrating by parts we obtain (with the cancellation of two terms $\operatorname{curl} \tilde{H} \cdot \operatorname{curl} \tilde{h}-\nabla \tilde{H} \cdot \nabla \tilde{h}=0)$

$$
\int_{\Omega} \frac{|\nabla \phi|^{2}}{\kappa^{2}}+3 \chi \phi^{2}+\frac{|\nabla \tilde{h}|}{f^{2}}+\tilde{h}^{2}=0
$$

But if $(f, \tilde{H}) \in \mathcal{U}_{0}$ then there exists some $\eta_{0}>0$ such that $\chi>\eta_{0}>0$. Therefore $\phi=\tilde{h}=0$ and $\operatorname{Ker} D \mathcal{A}(f, \tilde{H})=\{0\}$.
We establish the surjectivity of $D \mathcal{A}(f, \tilde{H})$ with the help of Fredholm theory. In fact (4.14) can be written

$$
\left\{\begin{array}{l}
\frac{1}{\kappa^{2}} \Delta \phi-3 \chi \phi-2 \frac{\nabla \tilde{H} \cdot \nabla \tilde{h}}{f^{3}}=\phi_{0}, \\
\Delta \tilde{h}-2 \frac{\nabla f \cdot \nabla \tilde{H}}{f}-2 f^{2} \nabla \cdot\left(\frac{\nabla \tilde{H} \phi}{f^{3}}\right)-f^{2} \tilde{h}=f^{2} \tilde{h}_{0} .
\end{array}\right.
$$

Here the terms of second derivatives are decoupled in $\phi$ and $\tilde{h}$, and we can write these equations as a compact perturbation of the identity. If we introduce (for example) the two well-known isomorphisms

$$
\begin{aligned}
A_{1}: & \left\{\phi \in C^{2, \alpha}, \partial_{n} \phi=0\right\} \quad \rightarrow C^{0, \alpha} \\
& \phi \longmapsto \Delta \phi-\phi \\
A_{2}: & \left\{\tilde{h} \in C^{2, \alpha}, \tilde{h}=0\right\} \quad \rightarrow C^{0, \alpha} \\
& \tilde{h} \longmapsto \Delta \tilde{h}-\tilde{h}
\end{aligned}
$$

then (4.14) can be written

$$
(\operatorname{Id}+T)(\phi, \tilde{h})=\left(\phi_{1}, \tilde{h}_{1}\right)
$$

where

$$
\begin{aligned}
& \phi_{1}=A_{1}^{-1}\left(\kappa^{2} \phi_{0}\right), \\
& \tilde{h}_{1}=A_{2}^{-1}\left(f^{2} \tilde{h}_{0}\right),
\end{aligned}
$$

and

$$
T(\phi, \tilde{h})=\left\{\begin{array}{l}
A_{1}^{-1}\left(\left(1-3 \kappa^{2} \chi\right) \phi-2 \kappa^{2} \frac{\nabla \tilde{H} \cdot \nabla \tilde{h}}{f^{3}}\right), \\
A_{2}^{-1}\left(\left(1-f^{2}\right) \tilde{h}-2 \frac{\nabla \cdot \nabla \tilde{h}}{f}-2 f^{2} \nabla \cdot\left(\frac{\phi \nabla \tilde{H}}{f^{3}}\right)\right)
\end{array}\right.
$$

Then $T: X_{0}^{0, \alpha} \rightarrow X_{0}^{0, \alpha}$ is clearly compact, and then

$$
\operatorname{Ind}(\operatorname{Id}+T)=\operatorname{Ind}(\operatorname{Id})
$$

However, $\operatorname{Ind}(\operatorname{Id}+T)=\operatorname{dimKer}(\operatorname{Id}+T)-\operatorname{codim} \operatorname{Im}(\operatorname{Id}+T)$ and $\operatorname{Ind}(\operatorname{Id})=0$, $\operatorname{dim} \operatorname{Ker}(\operatorname{Id}+T)=0$, so that $\operatorname{Id}+T$ is surjective and $D \mathcal{A}(f, \tilde{H})$ is surjective. Therefore $D \mathcal{A}(f, \tilde{H}): X_{0}^{2, \alpha} \rightarrow X^{0, \alpha}$ is invertible and the inverse function theorem applies, which proves Proposition 2.5.

## 5. Global and local minimizers.

5.1. A minimizing sequence. We start with the existence of a minimizing sequence for $\mathcal{E}_{\infty}$. Recall that

$$
V=\left\{(f, \mathbf{Q}) \in L^{\infty} \times L^{\infty}, \quad \nabla f \in L^{2}, \operatorname{curl} \mathbf{Q} \in L^{2}\right\}
$$

Proposition 5.1. (i) For any $H_{0} \geq 0$,

$$
\inf _{(f, \mathbf{Q}) \in V} \mathcal{E}_{\infty}(f, \boldsymbol{Q})=0
$$

The minimizing sequence can be chosen in $C^{\infty}$.
(ii) For $H_{0}>0$ there is no global minimizer of $\mathcal{E}_{\infty}$.

Proof of Proposition 5.1. We remark that zero is the absolute minimum of $\mathcal{E}_{\infty}$, whose density is nonnegative. Assuming that the first part of the theorem holds, a global minimizer should satisfy almost everywhere (a.e.)

$$
f^{2}|\boldsymbol{Q}|^{2}+\frac{\left(f^{2}-1\right)^{2}}{2}+\left(\operatorname{curl} \boldsymbol{Q}-H_{0}\right)^{2}=0
$$

Then we have a.e. in $\Omega: f=1, \boldsymbol{Q}=0$ and $\operatorname{curl} \boldsymbol{Q}=H_{0}$. Then the distributional derivative of $\mathbf{Q}$ is zero and therefore $H_{0}=0$.

The minimizing sequence. The problem is somewhat analogous to the problem of minimizing the functional

$$
\int_{-1}^{1}\left(\left(F^{\prime}\right)^{2}-1\right)^{2}+F^{2} d x
$$

There it is well known that a minimizing sequence is furnished by the sawtooth function

$$
F_{n}=\left\{\begin{array}{ll}
x-\frac{2 j+1 / 2}{n} & x \in\left[\frac{2 j}{n}, \frac{2 j+1}{n}\right) \\
-x+\frac{2 j+3 / 2}{n} & x \in\left(\frac{2 j+1}{n}, \frac{2 j+2}{n}\right]
\end{array} \quad j \in \mathbf{Z}\right.
$$

Thus we have that $\left(F^{\prime}\right)^{2}-1$ is identically zero, while the derivative $F_{n}^{\prime}$ switches between the values -1 and +1 increasingly rapidly as $n \rightarrow \infty$ so that $F$ itself stays small.

In the present case we need to satisfy curl $\boldsymbol{Q}=H_{0}$ while keeping $\boldsymbol{Q}$ small. If we take the second component of $\boldsymbol{Q}$ to be a sawtooth function

$$
Q_{2}^{(n)}=H_{0}\left(x-\frac{j+1 / 2}{n}\right) \quad x \in\left[\frac{j}{n}, \frac{j+1}{n}\right), \quad j \in \mathbf{Z}
$$

then the jumps in $Q_{2}^{(n)}$ will create $\delta$-function spikes in the first component at the points $x=j / n$. However, we can neutralize the effect on the energy of these spikes by simply dropping $f$ down to zero locally.

We now construct a $C^{\infty}$ minimizing sequence which is a smooth version of that described above. Let $\psi$ be a real $C^{\infty}$ function, $0 \leq \psi \leq 1$ such that

$$
\begin{aligned}
& \psi(x) \equiv 0 \text { for }|x| \geq 2 \\
& \psi(x) \equiv 1 \text { for }|x| \leq 1
\end{aligned}
$$

We introduce

$$
g_{n}(x, y)=1-\sum_{k=-\infty}^{\infty} \psi\left(n^{2}\left(x-\frac{k}{n}\right)\right) .
$$

The function $g_{n}$ is a sum of $C^{\infty}$ functions with compact supports $\left\{\frac{k}{n}-\frac{2}{n^{2}} \leq x \leq\right.$ $\left.\frac{k}{n}+\frac{2}{n^{2}}\right\}$. Now let $\chi_{\epsilon}$ be an approximation of the identity in $\mathbb{R}$ (a nonnegative real $C^{\infty}$ function with support in $(-\epsilon, \epsilon)$ and mass $\int \chi_{\epsilon}=1$ ). Let $[x]$ denote the integral part of $x$ (i.e., $[x]=\max \{n \in \mathbb{N}, n \leq x\}$ ). We define $h_{n}$ as the convolution

$$
h_{n}(x)=\left(x-\frac{[n x]}{n}\right) * \chi_{\frac{1}{2 n^{2}}} .
$$

We then define the functional

$$
\boldsymbol{P}_{\boldsymbol{n}}(x, y)=\left(y\left(h_{n}^{\prime}(x)-1\right), h_{n}(x)\right),
$$

and compute curl $\boldsymbol{P}_{\boldsymbol{n}}=h_{n}^{\prime}(x)-\left(h_{n}^{\prime}(x)-1\right)=1$. We then construct a sequence $\left(f_{n}, \boldsymbol{Q}_{\boldsymbol{n}}\right)$ as

$$
\left\{\begin{array}{l}
f_{n}=g_{n \mid \Omega},  \tag{5.1}\\
\boldsymbol{Q}_{\boldsymbol{n}}=H_{0} \boldsymbol{P}_{\boldsymbol{n} \mid \Omega} .
\end{array}\right.
$$

Let us consider the sets $B_{j}^{n}=\Omega \bigcap \bigcup_{k=-\infty}^{+\infty}\left\{(x, y),\left\{\frac{k}{n}-\frac{j}{n^{2}} \leq x \leq \frac{k}{n}+\frac{j}{n^{2}}\right\}\right.$ for $j=1,2$. The sequence ( $f_{n}, \boldsymbol{Q}_{\boldsymbol{n}}$ ) is such that

$$
\begin{cases}\operatorname{curl} \boldsymbol{Q}_{\boldsymbol{n}}=H_{0} & \text { in } \Omega, \\ 0 \leq f_{n} \leq 1 & \text { in } \Omega, \\ f_{n}=1 & \text { in } \Omega \backslash B_{2}^{n}, \\ \left|\boldsymbol{Q}_{n}\right|=H_{0} h_{n}(x) \leq \frac{H_{0}}{n} & \text { in } \Omega \backslash B_{1}^{n}, \\ f_{n}=0 & \text { in } B_{1}^{n} .\end{cases}
$$

We remark that meas $\left(B_{j}^{n}\right) \leq 2 \frac{j}{n}(\operatorname{diam}(\Omega))^{2}$. Therefore, if we estimate the energy on $\Omega \backslash B_{2}^{n}, B_{2}^{n} \backslash B_{1}^{n}$ and $B_{1}^{n}$, we obtain

$$
\mathcal{E}_{\infty}\left(f_{n}, \boldsymbol{Q}_{\boldsymbol{n}}\right) \leq \frac{C}{n} .
$$

Consequently, $\inf \mathcal{E}_{\infty}=0$ and $\left(f_{n}, \boldsymbol{Q}_{\boldsymbol{n}}\right)$ is a minimizing sequence. This completes the proof of Proposition 5.1.

From the construction above, we notice that

$$
\mathcal{E}_{\kappa}\left(f_{n}, \boldsymbol{Q}_{\boldsymbol{n}}\right) \leq \frac{C}{n}+C^{\prime} \frac{n^{3}}{\kappa^{2}} .
$$

Therefore, for $n=\sqrt{\kappa}$, we deduce Theorem 2.4.
5.2. Properties of local minimizers. Here we present some properties of local minimizers (see Definition 2.1).

Proposition 5.2. For $\kappa \in(0,+\infty)$, if $(f, \mathbf{Q})$ is a local minimizer in $V$ of $\mathcal{E}_{\kappa}$, then $\exists \epsilon>0$ such that either $\epsilon \leq f \leq 1-\epsilon$ or $f \equiv 0$ or $f \equiv 1$.

Remark 5.3. If $f \equiv 1$, then $\mathbf{Q} \equiv 0$, but curl $\mathbf{Q}=H_{0}$ on $\partial \Omega$, and so $H_{0}=0$.

Proof of Proposition 5.2. Let us first remark that if $(f, \mathbf{Q})$ is a global minimizer, then $\mathcal{E}_{\kappa}(\min (f, 1), \mathbf{Q}) \leq \mathcal{E}_{\kappa}(f, \mathbf{Q})$ and therefore $0 \leq f \leq 1$. If $(f, \mathbf{Q})$ is a local minimizer, then let $\bar{f}=\left(f-\left(\sup _{\Omega} f-\epsilon\right)\right)^{+}$. If $\sup _{\Omega} f>1$, then for $\epsilon$ small enough, $\mathcal{E}_{\kappa}(f-\bar{f}, \mathbf{Q})<\mathcal{E}_{\kappa}(f, \mathbf{Q})$, which is impossible, therefore $0 \leq f \leq 1$.
Now

$$
\left\{\begin{array}{l}
\frac{1}{\kappa^{2}} \Delta f=f\left(f^{2}+|\mathbf{Q}|^{2}-1\right) \\
f \geq 0
\end{array}\right.
$$

Then, by the strong maximum principle, either $f \equiv 0$ or $f>0$ on $\Omega$. Since $\partial_{n} f=0$, by the Hopf lemma we deduce that $\inf _{\Omega} f>0$, and then $\inf _{\bar{\Omega}} f>0$.

Now let $v=1-f$, then

$$
\left\{\begin{array}{l}
\frac{1}{\kappa^{2}} \Delta v-f(f+1) v=-f|\mathbf{Q}|^{2} \leq 0 \\
v \geq 0
\end{array}\right.
$$

Then, as previously, we deduce that either $v=0 \operatorname{or~inf}_{\bar{\Omega}} v>0$, and therefore $\sup _{\bar{\Omega}} f<$ 1 , and the proposition is proved.

Proposition 5.4. If $(f, \mathbf{Q})$ is a critical point and there exists $\delta_{0}>0$ such that $f^{2}-|\mathbf{Q}|^{2}-\frac{1}{3}>\delta_{0}$, then $(f, \mathbf{Q})$ is a local minimizer of $\mathcal{E}_{\kappa}$ (for finite or infinite $\kappa$ ).

Proof of Proposition 5.4. This follows immediately from Lemma 3.3.
COROLLARY 5.5. For $\kappa=+\infty$, if $\left(\mathbf{Q}_{\infty}\right)^{2}<\frac{1}{3}-\delta_{0}$ and $f_{\infty}>0$, then every critical point $\left(f_{\infty}, \mathbf{Q}_{\infty}\right)$ is a local minimizer of $\mathcal{E}_{\infty}$.

Proposition 5.6. For $\kappa=+\infty$, if $(f, \mathbf{Q}) \in V$ is a critical point of $\mathcal{E}_{\infty}$ such that

$$
\exists x_{0} \in \Omega,\left|\mathbf{Q}\left(x_{0}\right)\right|^{2}>\frac{1}{3} \text { and } f\left(x_{0}\right)>0
$$

and $(f, \mathbf{Q})$ is continuous at $x_{0} \in \Omega$, then $(f, \mathbf{Q})$ is not a local minimizer of $\mathcal{E}_{\infty}$.
Proof of Proposition 5.6. Let us first consider the general case $\kappa \in(0,+\infty]$. Without loss of generality we take $x_{0}$ to be the origin, and we choose the coordinates $(x, y)$ in $\mathbb{R}^{2}$ such that $\mathbf{Q}(0)=|\mathbf{Q}(0)| e_{x}$. We consider the following function:

$$
\phi(x, y)=\chi(y) \cos (\alpha x) 1_{\left\{\alpha x \in\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]\right\}}
$$

where for $\lambda, \mu>0$,

$$
\chi(y)=\left\{\begin{array}{l}
0 \text { if }|y|>\frac{\lambda+\mu}{\alpha}, \\
1 \text { if }|y| \leq \frac{\lambda}{\alpha}, \\
\text { continuous and linear on }\left[-\frac{\lambda+\mu}{\alpha},-\frac{\lambda}{\alpha}\right] \cup\left[\frac{\lambda}{\alpha}, \frac{\lambda+\mu}{\alpha}\right] .
\end{array}\right.
$$

Consider

$$
\left\{\begin{array}{l}
\overline{\mathbf{Q}}=\nabla \phi, \\
\bar{f}=-\Lambda \partial_{x} \phi
\end{array}\right.
$$

Then

$$
\mathcal{E}_{\kappa}(f+t \bar{f}, \mathbf{Q}+t \overline{\mathbf{Q}})=\mathcal{E}_{\kappa}(f, \mathbf{Q})+t \mathcal{E}_{\kappa}^{\prime}(f, \mathbf{Q}) \cdot(\bar{f}, \overline{\mathbf{Q}})+\frac{t^{2}}{2} \mathcal{E}_{\kappa}^{\prime \prime}(f, \mathbf{Q}) \cdot(\bar{f}, \overline{\mathbf{Q}})^{2}+O\left(t^{3}\right)
$$

Suppose that $(f, \mathbf{Q})$ is a local minimizer. Then $\mathcal{E}_{\kappa}^{\prime}(f, \mathbf{Q}) \cdot(\bar{f}, \overline{\mathbf{Q}})=0$, and it remains only to examine the sign of the quantity

$$
\begin{aligned}
J & =\frac{1}{2} \mathcal{E}_{\kappa}^{\prime \prime}(f, \mathbf{Q}) \cdot(\bar{f}, \overline{\mathbf{Q}})^{2} \\
& =\int_{\Omega} \frac{2}{\kappa^{2}}|\nabla \bar{f}|^{2}+2|\mathbf{\operatorname { c u r l }} \overline{\mathbf{Q}}|^{2}+(f \overline{\mathbf{Q}}+2 \bar{f} \mathbf{Q})^{2}+3 \bar{f}^{2}\left(f^{2}-|\mathbf{Q}|^{2}-\frac{1}{3}\right) \\
& =\int_{\Omega} \frac{2 \Lambda^{2}}{\kappa^{2}}\left|\nabla \partial_{x} \phi\right|^{2}-3 \Lambda^{2}\left(\partial_{x} \phi\right)^{2}\left(\frac{1}{3}-f^{2}+|\mathbf{Q}|^{2}\right) \\
& +\left(\partial_{x} \phi\right)^{2}\left(f-2 \Lambda \mathbf{Q}_{1}\right)^{2}+\left(f \partial_{y} \phi-2 \Lambda \mathbf{Q}_{2} \partial_{x} \phi\right)^{2} .
\end{aligned}
$$

Now, if we choose

$$
\Lambda=\frac{f(0)}{2\left|\mathbf{Q}_{1}(0)\right|},
$$

let $\omega=\operatorname{supp} \phi, \delta=\inf _{\omega}\left(\frac{1}{3}-f^{2}+|\mathbf{Q}|^{2}\right)$, and $R=\sup _{\omega}\left(\left|\mathbf{Q}_{2}\right| \Lambda,\left|f-2 \Lambda \mathbf{Q}_{1}\right|\right)$, we find (using the fact that $0 \leq f \leq 1$ )

$$
J \leq \frac{2 \Lambda^{2}}{\kappa^{2}}\left|\nabla \partial_{x} \phi\right|_{L^{2}}^{2}+2\left|\partial_{y} \phi\right|_{L^{2}}^{2}-\left|\partial_{x} \phi\right|_{L^{2}}^{2}\left\{3 \Lambda^{2} \delta-C^{\prime} R^{2}\right\} .
$$

Moreover

$$
\begin{aligned}
\left|\partial_{x} \phi\right|_{L^{2}}^{2} & =\pi\left(\lambda+\frac{\mu}{3}\right) \\
\left|\partial_{y} \phi\right|_{L^{2}}^{2} & =\frac{\pi}{\mu} \\
\left|\nabla \partial_{x} \phi\right|_{L^{2}}^{2} & =\alpha^{2}\left(\left|\partial_{x} \phi\right|_{L^{2}}^{2}+\left|\partial_{y} \phi\right|_{L^{2}}^{2}\right)=\alpha^{2} \pi\left(\lambda+\frac{\mu}{3}+\frac{1}{\mu}\right) .
\end{aligned}
$$

Then if we take $\lambda=1, \mu=\sqrt{\alpha}$, then $\left|\partial_{y} \phi\right|_{L^{2}} \rightarrow 0,\left|\partial_{x} \phi\right|_{L^{2}} \rightarrow+\infty$ and $R \rightarrow 0$ as $\alpha \rightarrow+\infty$, and in particular for $\kappa=+\infty$ we find $\delta>0$ (because $f^{2}+|\mathbf{Q}|^{2}=1$ ). Then we obtain $J<0$ which gives a contradiction. Consequently $(f, \mathbf{Q})$ is not a local minimizer, and Proposition 5.6 is proved.

Remark 5.7.
Large but finite $\boldsymbol{\kappa}$. For large but finite $\kappa$ we can see heuristically the condition for ( $f, \mathbf{Q}$ ) not to be a local minimizer should be

$$
\begin{equation*}
\left|\left(f^{2}-|\mathbf{Q}|^{2}-\frac{1}{3}\right)^{-}\right|_{L^{2}(\omega)} \geq O\left(\frac{1}{\kappa}\right) . \tag{5.2}
\end{equation*}
$$

The argument goes as follows. We first remark that for finite $\kappa$ if $(f, \mathbf{Q}) \in V$ is a local minimizer with $f \not \equiv 0$ and $\mathbf{Q} \not \equiv 0$, then $(f, \mathbf{Q})$ is analytic, and then if $f\left(x_{0}\right)=0$ or $\mathbf{Q}\left(x_{0}\right)=0$, we can chose another point $x_{0}$ arbitrarily closed to the first one such that $f\left(x_{0}\right) \neq 0$ and $\mathbf{Q}\left(x_{0}\right) \neq 0$.

Then, in the previous calculation let $L=|(f, \mathbf{Q})|_{C^{1}(\omega)}$ and $r^{2}=\left(\frac{\pi}{2 \alpha}\right)^{2}+\left(\frac{\lambda+\mu}{\alpha}\right)^{2}$. Then $R^{2} \leq C L^{2} r^{2}\left(1+\Lambda^{2}\right)$. Then, for $\lambda=1$ we obtain

$$
\frac{J}{\pi} \leq \frac{2 \Lambda^{2}}{\kappa^{2}} \alpha^{2}\left(1+\frac{\mu}{3}+\frac{1}{\mu}\right)+\frac{2}{\mu}-\left(1+\frac{\mu}{3}\right)\left\{3 \Lambda^{2} \delta-C^{\prime \prime} \frac{L^{2}}{\alpha^{2}}\left(1+\mu^{2}\right)\left(1+\Lambda^{2}\right)\right\}
$$

Heuristically, if $\delta \simeq 0$, then (for $\kappa$ large enough) $\Lambda \simeq \Lambda_{\infty}=f_{\infty} /\left(2\left|\mathbf{Q}_{\infty}\right|\right)=1 / \sqrt{2}$ (since $f_{\infty}^{2}+\mathbf{Q}_{\infty}^{2}=1$ ). Then $\Lambda^{2} \delta \leq 1$. Let us choose $\mu=O(1 / \delta), \alpha=O(\kappa \sqrt{\delta})$, and $\kappa \geq L / \delta^{\frac{5}{2}}$. Then $J<0$, so that ( $f, \mathbf{Q}$ ) is not a local minimizer (and (5.2) is satisfied).
5.3. On the critical field at $\kappa=+\infty$. We consider here the field $H_{0}^{*}$ at which (for $\kappa=+\infty$ ) the solution $\left|\boldsymbol{Q}_{\infty}\right|$ first reaches $1 / \sqrt{3}$. In one dimension there is an explicit solution for the infinite- $\kappa$ Ginzburg-Landau equations on a halfspace $]-\infty, a]$ (see [3]), namely $H(x)=-\sqrt{2} \sinh x / \cosh ^{2} x, H(a)=H_{0}$, and $H^{\prime}=\left(1-Q^{2}\right) Q$. Then $Q(a)=1 / \sqrt{3}$ when $H_{0}=\sqrt{5 / 18}=H_{0}^{*}$, and $Q(a)=1$ when $H_{0}=1 / \sqrt{2}$. For more general domains, we have the following comparison theorem.

Proposition 5.8. For $1 / R \in \mathbb{R}$ let $B_{R}=\{|x|<R\}$ if $R>0, B_{\infty}=$ $\left\{\left(x_{1}, x_{2}\right), x_{1}>0\right\}$ if $1 / R=0, B_{R}=\{|x|>|R|\}$ if $R<0$. Let $K_{+}=\max _{x \in \partial \Omega} \operatorname{curv}(x)$ (with $K_{+}>0$ for a disk), $K_{-}=\min _{x \in \partial \Omega} \operatorname{curv}(x)$. Then

$$
H_{0}^{*}\left(B_{\frac{1}{K_{-}}}\right) \leq H_{0}^{*}(\Omega) \leq H_{0}^{*}\left(B_{\frac{1}{K_{+}}}\right) .
$$

In particular if $\Omega$ is convex then $H_{0}^{*}(\Omega) \geq \sqrt{5 / 18}$.
Proof of Proposition 5.8. This is straightforward using sub- and supersolutions.
6. Conclusion. We have been concerned with the Meissner solution of the Ginzburg-Landau model, that is, the superconducting solution for which there are no vortices and the modulus of the order parameter is strictly positive. We have demonstrated the existence of this solution for values of the applied field $H_{0}$ less than a critical value $H_{0}^{*}$, and (under an additional convexity assumption) its uniqueness. We have shown that in the limit as the Ginzburg-Landau parameter $\kappa \rightarrow \infty$ the Meissner solution approaches the solution of the limiting problem formulated in $[3,1]$, which is a local minimizer of the limiting Ginzburg-Landau energy $\mathcal{E}_{\infty}$. Moreover, we have shown that the Meissner solution is only a local minimizer of the Ginzburg-Landau energy $\mathcal{E}_{\kappa}$, and not a global minimizer, for large enough $\kappa$.

The minimizing sequence we constructed for the energy $\mathcal{E}_{\infty}$ corresponds to filling the material with vortex sheets, and is in some sense comparable to the solution of the vortex density model in [5] in which the domain contains a uniform vortex density equal to the applied magnetic field. Indeed, since

$$
\boldsymbol{Q} \sim \frac{1}{r} e_{\theta}
$$

at a vortex, a vortex may be thought of as generating a $\delta$-function in $\operatorname{curl} \boldsymbol{Q}$, and thus a natural way to define the Ginzburg-Landau energy for $\kappa=+\infty$ in the presence of vortices is

$$
\mathcal{E}_{\infty}(f, \mathbf{Q})=\int_{\Omega}\left|\operatorname{curl} \mathbf{Q}+\omega-H_{0}\right|^{2}+G(f, \mathbf{Q}),
$$

where $\omega$ is the vortex density. In this case the minimizer is clearly $\boldsymbol{Q} \equiv \mathbf{0}, f \equiv 1$, $\omega \equiv H_{0}$. It is interesting that this solution is somehow found by the minimizing sequence, even when the details of the vortex cores have been ignored completely.
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#### Abstract

We investigate viscous shock profiles of the Riemann problem for systems of hyperbolic balance laws. Even strictly hyperbolic flux terms together with a nonoscillating kinetic part can lead to oscillating viscous shock profiles. They appear near a Hopf-like bifurcation point of the traveling wave equation.
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1. Introduction. Searching for viscous shock profiles of the Riemann problem, we consider systems of hyperbolic balance laws of the form

$$
\begin{equation*}
u_{t}+f(u)_{x}=\epsilon^{-1} g(u)+\epsilon \delta u_{x x} \tag{1.1}
\end{equation*}
$$

with $u=\left(u_{0}, u_{1}, \ldots, u_{N}\right) \in \mathbb{R}^{N+1}, f \in C^{3}, g \in C^{2}, \delta>0$, and with real time $t$ and space $x$. We assume strict hyperbolicity, that is, the Jacobian $A(u)=f^{\prime}(u)$ possesses simple real distinct eigenvalues

$$
\begin{equation*}
\sigma_{0}, \sigma_{1}, \ldots, \sigma_{N} \in \operatorname{spec} A(u) \tag{1.2}
\end{equation*}
$$

The case of conservation laws, $g \equiv 0$, has been studied extensively. See, for example, [8] for a background. Viscous profiles are traveling wave solutions of the form

$$
\begin{equation*}
u=u\left(\frac{x-s t}{\epsilon}\right) \tag{1.3}
\end{equation*}
$$

with wave speed $s$. Here (1.3) provides a solution of (1.1) if

$$
\begin{equation*}
-s \dot{u}+A(u) \dot{u}=g(u)+\delta \ddot{u} . \tag{1.4}
\end{equation*}
$$

Here $A(u)=f^{\prime}(u)$ denotes the Jacobian and $\cdot=\frac{d}{d \tau}$ with $\tau=(x-s t) / \epsilon$. Note that (1.4) is independent of $\epsilon>0$. Any solution of system (1.4) for which

$$
\begin{equation*}
\lim _{\tau \rightarrow \pm \infty} u(\tau)=u^{ \pm} \tag{1.5}
\end{equation*}
$$

exists gives rise, for $\epsilon \searrow 0$, to a solution of the Riemann problem of (1.1) with values $u=u^{ \pm}$connected by a shock traveling with shock speed $s$. We call solutions $u(\cdot)$ of (1.4), (1.5) viscous profiles.

[^66]We rewrite the viscous profile equation (1.4) as a second order system

$$
\begin{align*}
\dot{u} & =v  \tag{1.6}\\
\delta \dot{v} & =-g(u)+(A(u)-s) v
\end{align*}
$$

Note that any viscous profile must satisfy

$$
\begin{equation*}
g\left(u^{ \pm}\right)=0 \tag{1.7}
\end{equation*}
$$

In other words, the asymptotic states $u^{ \pm}$must be equilibria of the reaction term $g(u)$. In the conservation law case, $g \equiv 0$, this condition does not impose any constraint on the Riemann values $u^{ \pm}$. In the other extreme of a reaction term $g$ with unique equilibrium, we obtain $u^{+}=u^{-}$and traveling shock profiles of Riemann type do not exist. In the case of one conservation law mixed with $N$ balance laws, one expects curves of equilibria $g\left(u^{ \pm}\right)=0$. For example, reaction terms $g(u)$ typically depend on concentrations or temperature, but not on velocity.

Addressing a simple case, for demonstration purposes, we therefore assume that the $u_{0}$-component does not contribute to the reaction terms and still all that reaction components vanish, say at $u=0$. Specifically, we assume throughout this paper that

$$
g=g\left(u_{1}, \ldots, u_{N}\right)=\left(\begin{array}{c}
g_{0}  \tag{1.8}\\
g_{1} \\
\vdots \\
g_{N}
\end{array}\right)
$$

is independent of $u_{0}$ and satisfies

$$
\begin{equation*}
g(0)=0 \tag{1.9}
\end{equation*}
$$

This gives rise to a line of equilibria

$$
\begin{equation*}
u_{0} \in \mathbb{R}, \quad u_{1}=\cdots=u_{N}=0, \quad v=0 \tag{1.10}
\end{equation*}
$$

of our viscous profile system (1.6).
The asymptotic behavior of viscous profiles $u(\tau)$ for $\tau \rightarrow \pm \infty$ depends on the linearization $L$ of (1.6) at $u=u_{ \pm}, v=0$. In block matrix notation corresponding to coordinates $(u, v)$ we have

$$
L=\left(\begin{array}{cc}
0 & \mathrm{id}  \tag{1.11}\\
-\delta^{-1} g^{\prime} & \delta^{-1}(A-s)
\end{array}\right)
$$

Here $A=A(u)$, and $g^{\prime}=g^{\prime}(u)$ describes the Jacobi matrix of the reaction term $g$ at $u=u^{ \pm}$. In (1.11) we write $s$ rather than $s \cdot$ id for brevity. In the case $g \equiv 0$ of pure conservation laws, the linearization $L$ possesses an $(N+1)$-dimensional kernel corresponding to the then arbitrary choice of the equilibrium $u \in \mathbb{R}^{N+1}, v=0$. Normal hyperbolicity of this family of equilibria, in the sense of dynamical systems [5], [2], [9], is ensured for wave speeds $s$ not in the spectrum of the strictly hyperbolic Jacobian $A(u)$ :

$$
\begin{equation*}
s \notin \operatorname{spec} A(u)=\left\{\sigma_{0}, \ldots, \sigma_{N}\right\} \tag{1.12}
\end{equation*}
$$

Indeed, (1.12) ensures that additional zeros do not arise in the real spectrum

$$
\begin{equation*}
\operatorname{spec} L=\{0\} \cup \delta^{-1} \operatorname{spec}(A(u)-s) \tag{1.13}
\end{equation*}
$$

In the present paper we investigate the failure of normal hyperbolicity of $L$ along the line of equilibria $u=\left(u_{0}, 0, \ldots, 0\right), v=0$, given by (1.10). Although our method applies in complete generality, we present just a simple specific example for which purely imaginary eigenvalues of $L$ arise when $\delta>0$ is fixed small enough. Specifically, we consider three-dimensional systems, $N=2$, satisfying

$$
\begin{align*}
A\left(u_{0}, 0,0\right) & =A_{0}+u_{0} \cdot A_{1} \\
A_{0} & =\left(\begin{array}{ccc}
\alpha & & \\
& 1 & \\
& & -1
\end{array}\right), \quad \alpha \neq 0, \quad A_{1} \text { symmetric }  \tag{1.14}\\
g^{\prime}(0) & =\left(\begin{array}{lll}
0 & & \\
& \gamma & 1 \\
& 1 & \gamma
\end{array}\right), \quad|\gamma|<1
\end{align*}
$$

with omitted entries being zero. Note that these data can arise from flux functions $f$ which are gradient vector fields, still giving rise to purely imaginary eigenvalues. At the end of this paper we present a specific example where the reaction terms $\dot{u}=g(u)$ alone, likewise, do not support even transient oscillatory behavior; see (3.12). The interaction of flux and reaction, in contrast, is able to produce purely imaginary eigenvalues of the linearization $L$, as follows.

Proposition 1.1. Consider the linearization $L=L\left(u_{0}\right)$ along the line $u_{0} \in$ $\mathbb{R}, u_{1}=u_{2}=0$ of equilibria of the viscous profile system (1.6) in $\mathbb{R}^{3}$; see (1.11). Assume (1.14) holds.

For $\delta \searrow 0$ and small $|s|,\left|u_{0}\right|$, the spectrum of $L$ then decouples into two parts:
(i) an unboundedly growing part $\operatorname{spec}_{\infty}(L)=\delta^{-1} \operatorname{spec}(A-s)+O(1)$,
(ii) a bounded part $\operatorname{spec}_{b d}(L)=\operatorname{spec}\left((A-s)^{-1} g^{\prime}\right)+O(\delta)$.

Here $A, g$ are evaluated at $u=\left(u_{0}, 0,0\right)$.
For $\delta=0, s=0,|\gamma|<1$, the bounded part $\operatorname{spec}_{b d}(L)$ at $u_{0}=0$ limits onto simple eigenvalues $\mu_{0} \in\left\{0, \pm i \omega_{0}\right\}, \omega_{0}=\sqrt{1-\gamma^{2}}$ with eigenvectors $\binom{\tilde{u}}{\tilde{v}}$ given by $\tilde{v}=\mu_{0} \tilde{u}$ and

$$
\begin{array}{ll}
\tilde{u}=\left(\begin{array}{l}
1 \\
0 \\
0
\end{array}\right) & \text { for } \mu_{0}=0, \\
\tilde{u}=\left(\begin{array}{c}
0 \\
-\gamma-i \omega_{0} \\
1
\end{array}\right) & \text { for } \mu_{0}=+i \omega_{0} . \tag{1.15}
\end{array}
$$

Proof. Regular perturbation theory applies to the scaled block matrix

$$
\delta L=\left(\begin{array}{rl}
0 & 0  \tag{1.16}\\
-g^{\prime} & A-s
\end{array}\right)+\delta\left(\begin{array}{ll}
0 & \mathrm{id} \\
0 & 0
\end{array}\right)
$$

which becomes lower triangular for $\delta=0$. This provides us with the unbounded part $\operatorname{spec}_{\infty}(L)$ of the spectrum, generated in $v$-space alone with $u=0$.

Moreover, $\delta L$ possesses three-dimensional kernel, at $\delta=0$, given by

$$
\begin{equation*}
g^{\prime} u=(A-s) v \tag{1.17}
\end{equation*}
$$

On this kernel, the eigenvalue problem for $L$ reduces to

$$
\begin{equation*}
\mu_{0} u=v=(A-s)^{-1} g^{\prime} u \tag{1.18}
\end{equation*}
$$

The characteristic polynomial of (1.18) at $u_{0}=0$ is given by

$$
\begin{equation*}
p_{0}(\mu)=\left(\mu^{2}-\frac{2 \gamma s}{1-s^{2}} \mu+\frac{1-\gamma^{2}}{1-s^{2}}\right) \mu \tag{1.19}
\end{equation*}
$$

Direct calculation completes the proof.
Note that our choices of $A_{0}$ and $g^{\prime}(0)$ are normalized, such that the bifurcation occurs at a shock speed $s=0$. For more general systems the Hopf point may occur at nonzero values of the shock speed parameter.

For explicit calculations here and below, we have used and recommend assistance by symbolic packages like Mathematica, Maple, etc.

Bifurcations from lines of equilibria in absence of parameters have been investigated in [6], [3] from a theoretical view point. We briefly recall that result for convenience. Consider $C^{5}$ vector fields

$$
\begin{equation*}
\dot{\mathbf{u}}=F(\mathbf{u}) \tag{1.20}
\end{equation*}
$$

with $\mathbf{u}=\left(u_{0}, u_{1}, \ldots, u_{n}\right) \in \mathbb{R}^{n+1}$. We assume a line of equilibria

$$
\begin{equation*}
0=F\left(u_{0}, 0, \ldots, 0\right) \tag{1.21}
\end{equation*}
$$

along the $u_{0}$-axis. At $u_{0}=0$, we assume the Jacobi matrix $F^{\prime}\left(u_{0}, 0, \ldots, 0\right)$ to be hyperbolic, except for a trivial kernel vector along the $u_{0}$-axis and a complex conjugate pair of simple, purely imaginary, nonzero eigenvalues $\mu\left(u_{0}\right), \overline{\mu\left(u_{0}\right)}$ crossing the imaginary axis transversely as $u_{0}$ increases through $u_{0}=0$ :

$$
\begin{align*}
\mu(0) & =i \omega(0), \quad \omega(0)>0 \\
\operatorname{Re} \mu^{\prime}(0) & \neq 0 \tag{1.22}
\end{align*}
$$

Let $Z$ be the two-dimensional real eigenspace of $F^{\prime}(0)$ associated to $\pm i \omega(0)$. By $\Delta_{Z}$ we denote the Laplacian with respect to variations of $u$ in the eigenspace $Z$. Coordinates in $Z$ are chosen as coefficients of the real and imaginary parts of the complex eigenvector associated to $i \omega(0)$. Note that the linearization acts as a rotation with respect to these not necessarily orthogonal coordinates. Let $P_{0}$ be the one-dimensional eigenprojection onto the trivial kernel along the $u_{0}$-axis. Our final nondegeneracy assumption then reads

$$
\begin{equation*}
\Delta_{Z} P_{0} F(0) \neq 0 \tag{1.23}
\end{equation*}
$$

Fixing orientation along the positive $u_{0}$-axis, we can consider $\Delta_{Z} P_{0} F(0)$ as a real number. Depending on the sign

$$
\begin{equation*}
\eta:=\operatorname{sign}\left(\operatorname{Re} \mu^{\prime}(0)\right) \cdot \operatorname{sign}\left(\Delta_{Z} P_{0} F(0)\right) \tag{1.24}
\end{equation*}
$$

we call the "bifurcation" point $u_{0}=0$ elliptic if $\eta=-1$ and hyperbolic for $\eta=+1$.
The following result from [3] investigates the qualitative behavior of solutions in a normally hyperbolic three-dimensional center manifold to $\mathbf{u}=0$.

The results for the hyperbolic case $\eta=+1$ are based on normal form theory and a spherical blow-up construction inside the center manifold. The elliptic case $\eta=-1$


Case (a): hyperbolic, $\eta=+1$.


Case (b): elliptic, $\eta=-1$.

Fig. 1.1. Dynamics near Hopf bifurcation from lines of equilibria.
is based on Neishtadt's theorem on exponential elimination of rapidly rotating phases [7]. For a related application to binary oscillators in discretized systems of hyperbolic balance laws see [4]. For an application to square rings of additively coupled oscillators see [1].

THEOREM 1.2. Let assumptions (1.21)-(1.23) hold for the $C^{5}$ vector field $\dot{\mathbf{u}}=$ $F(\mathbf{u})$. Then the following holds true in a neighborhood $U$ of $\mathbf{u}=0$ within a threedimensional center manifold to $\mathbf{u}=0$.

In the hyperbolic case, $\eta=+1$, all nonequilibrium trajectories leave the neighborhood $U$ in positive or negative time direction (possibly both). The stable and unstable sets of $\mathbf{u}=0$, respectively, form cones around the positive/negative $u_{0}$-axis, with asymptotically elliptic cross section near their tips at $\mathbf{u}=0$. These cones separate regions with different convergence behavior. See Figure 1.1 (a).

In the elliptic case all nonequilibrium trajectories starting in $U$ are heteroclinic between equilibria $\mathbf{u}^{ \pm}=\left(u_{0}^{ \pm}, 0, \ldots, 0\right)$ on opposite sides of $u_{0}=0$. If $F(\mathbf{u})$ is real analytic near $\mathbf{u}=0$, then the two-dimensional strong stable and strong unstable manifolds of $\mathbf{u}^{ \pm}$within the center manifold intersect at an angle which possesses an exponentially small upper bound in terms of $\left|\mathbf{u}^{ \pm}\right|$. See Figure 1.1 (b).

In the present paper, we apply Theorem 1.2 to the problem of zero speed viscous profiles of systems of hyperbolic balance laws near Hopf points as in Proposition 1.1. Nonzero shock speeds can be treated completely analogously, absorbing them into the flux term.

THEOREM 1.3. Consider the problem (1.5)-(1.7) of finding viscous profiles with shock speed $s=0$ to hyperbolic balance laws (1.1). Let assumptions (1.8)-(1.10), (1.14) hold, so that a pair of purely imaginary simple eigenvalues occurs for the linearization $L$, in the limit $\delta \rightarrow 0$.

Then there exist nonlinearities $A(u)=f^{\prime}(u)$ and $g(u)$, compatible with the above assumptions, such that the assumptions and conclusions of Theorem 1.2 are valid for the viscous profile system (1.6). Both the elliptic and the hyperbolic cases occur; see Figure 1.1.

Since both conditions are open, the results persist, in particular, for small nonzero shock speeds $s$, even when $f, g$ remain fixed.

Specific choices of flux $f(u)$ and reaction terms $g(u)$ are presented in Corollary 3.3; see (3.12). In the elliptic case $\eta=-1$, we nevertheless observe (at least) pairs of weak shocks with oscillatory tails, connecting $u_{-}$and $u_{+}$. In the hyperbolic case $\eta=+1$, viscous profiles leave the neighborhood $U$ and thus represent large shocks. At $u_{0}=0$, their profiles change discontinuously and the role of the $u_{0}$-axis switches from providing the left to providing the right asymptotic state with oscillatory tail.

This paper is organized as follows. In section 2 we check transversality condition (1.22) for the purely imaginary eigenvalues. We also compute an expansion in terms of $\delta$ for the eigenprojection $P_{0}$ onto the trivial kernel along the $u_{0}$-axis. In section 3 , we check nondegeneracy condition (1.23) for $\Delta_{Z} P_{0} F(0)$, in the limit $\delta \searrow 0$, completing the proof of Theorem 1.3 by reduction to Theorem 1.2.
2. Linearization and transverse eigenvalue crossing. In this section we continue our analysis of the linearization

$$
L^{\delta}\left(u_{0}\right)=\left(\begin{array}{cc}
0 & \mathrm{id}  \tag{2.1}\\
-\delta^{-1} g^{\prime} & \delta^{-1} A
\end{array}\right)
$$

with $A=A(u), g^{\prime}=g^{\prime}(u)$ evaluated along the line of equilibria $u=\left(u_{0}, 0,0\right)$. See (1.11) with $s=0$ and Proposition 1.1. In the limit $\delta \searrow 0$, we address the issue of transverse crossing of purely imaginary eigenvalues in Lemma 2.1. In Lemma 2.2, we explicitly compute the one-dimensional eigenprojection $P_{0}^{\delta}$ onto the trivial kernel of $L^{\delta}(0)$.

Throughout this section we fix the notation

$$
A\left(u_{0}, 0,0\right)=A_{0}+u_{0} A_{1}=\left(\begin{array}{ccc}
\alpha & &  \tag{2.2}\\
& 1 & \\
& & -1
\end{array}\right)+u_{0} \cdot\left(a_{j k}^{1}\right)_{0 \leq j, k \leq 2}
$$

with $a_{j k}^{1}=a_{k j}^{1}$ symmetric; see (1.14). We also assume that the linearized reaction term

$$
g^{\prime}\left(u_{0}, 0,0\right)=g^{\prime}(0)=\left(\begin{array}{ccc}
0 & &  \tag{2.3}\\
& \gamma & 1 \\
& 1 & \gamma
\end{array}\right), \quad|\gamma|<1
$$

which is independent of $u_{0}$ by assumption (1.8), possesses a vanishing $g_{0}$-component.
By Proposition 1.1, purely imaginary eigenvalues of $L^{\delta}\left(u_{0}\right)$ arise from an $O(\delta)$ perturbation of the matrix

$$
\begin{equation*}
A^{-1} g^{\prime}=\left(A_{0}+u_{0} A_{1}\right)^{-1} g^{\prime}(0) \tag{2.4}
\end{equation*}
$$

with spectrum $\operatorname{spec}_{b d}(L)$. Let

$$
\begin{equation*}
\mu\left(u_{0}\right), \quad \bar{\mu}\left(u_{0}\right) \tag{2.5}
\end{equation*}
$$

denote the continuation of the simple, purely imaginary eigenvalues

$$
\mu(0)=i \omega_{0}, \quad \bar{\mu}(0)=-i \omega_{0}
$$

with $u_{0}$-derivatives $\mu^{\prime}\left(u_{0}\right), \bar{\mu}^{\prime}\left(u_{0}\right)$.
Lemma 2.1. In the above setting and notation,

$$
\begin{equation*}
\operatorname{Re} \mu^{\prime}(0)=-\frac{\gamma}{2}\left(a_{11}^{1}+a_{22}^{1}\right)+a_{12}^{1} \tag{2.6}
\end{equation*}
$$

Proof. Since the unit vector $e_{0}$ in $u_{0}$-direction is a trivial kernel vector of $g^{\prime}(0)$ and since the remaining eigenvalues of $A^{-1} g^{\prime}$ remain conjugate complex for small $\left|u_{0}\right|$, we have

$$
\begin{equation*}
\operatorname{Re} \mu\left(u_{0}\right)=\frac{1}{2} \operatorname{trace}\left(A^{-1} g^{\prime}\right) \tag{2.7}
\end{equation*}
$$

In particular, trace $A_{0}^{-1} g^{\prime}=0$. With the $u_{0}$-expansion

$$
\begin{equation*}
A^{-1}=\left(A_{0}+u_{0} A_{1}\right)^{-1}=A_{0}^{-1}-u_{0} A_{0}^{-1} A_{1} A_{0}^{-1}+\cdots \tag{2.8}
\end{equation*}
$$

we immediately obtain

$$
\begin{equation*}
\operatorname{Re} \mu^{\prime}\left(u_{0}\right)=-\frac{1}{2} \operatorname{trace}\left(A_{0}^{-1} A_{1} A_{0}^{-1} g^{\prime}\right) \tag{2.9}
\end{equation*}
$$

Inserting $A_{0}, A_{1}, g^{\prime}$ proves the lemma.
By regular perturbation of $\operatorname{spec}_{b d}(L)$, the result $\operatorname{Re} \mu^{\prime}(0) \neq 0$ of Lemma 2.1 extends to small positive $\delta$.

We now turn to an expansion for the eigenprojection $P_{0}^{\delta}$ onto the one-dimensional kernel of the $6 \times 6$-matrix $L^{\delta}\left(u_{0}\right)$ at $u_{0}=0$; see (2.1)-(2.3). Aligning the notations of Proposition 1.1 and of Theorem 1.2, we decompose

$$
\mathbf{u}=(u, v) \in \mathbb{R}^{6}=\mathbb{R}^{3} \times \mathbb{R}^{3}
$$

Again, $e_{0}^{T}=(1,0,0)$ denotes the first unit vector in $\mathbb{R}^{3}$ and $\mathbf{e}_{0}^{T}=\left(e_{0}^{T}, 0\right)$ the first unit vector in $\mathbb{R}^{6}$.

LEmma 2.2. In the above setting and notation

$$
\begin{align*}
P_{0}^{\delta} & =\mathbf{e}_{0} \cdot \mathbf{e}_{\delta}^{T}, \quad \text { with }  \tag{2.10}\\
\mathbf{e}_{\delta}^{T} & =\left(1+\left(\frac{\delta}{\alpha}\right)^{2}\right)^{-1 / 2}\left(e_{0}^{T},-\frac{\delta}{\alpha} e_{0}^{T}\right)
\end{align*}
$$

Proof. Kernel and cokernel of $L^{\delta}\left(u_{0}\right)$ are one-dimensional, corresponding to the simple zero eigenvalue of $L^{\delta}\left(u_{0}\right)$. Obviously

$$
\begin{equation*}
\operatorname{ker} L^{\delta}\left(u_{0}\right)=\mathbf{e}_{0}, \tag{2.11}
\end{equation*}
$$

because $g^{\prime}\left(u_{0}, 0,0\right) e_{0}=0$. At $u_{0}=0$, the cokernel of $L^{\delta}\left(u_{0}\right)$ is given by

$$
0=\mathbf{e}_{\delta}^{T} \cdot\left(\begin{array}{cc}
0 & \mathrm{id}  \tag{2.12}\\
-\delta^{-1} g^{\prime} & \delta^{-1} A_{0}
\end{array}\right)
$$

Inserting $A_{0}$ from (2.2) and $g^{\prime}$ from (2.3) proves the lemma.
3. Higher order nondegeneracy. In this section we complete the proof of Theorem 1.3. In view of Theorem 1.2, we have already checked transverse crossing of purely imaginary eigenvalues, assumption (1.22), in Lemma 2.1. Letting

$$
\begin{equation*}
F(\mathbf{u})=F(u, v)=\binom{v}{-\delta^{-1} g(u)+\delta^{-1} A(u) v} \tag{3.1}
\end{equation*}
$$

it remains to check the nondegeneracy assumption $\Delta_{Z} P_{0} F \neq 0$; see (1.23). In Lemma 3.1, we check this assumption in the limit $\delta \searrow 0$. In Corollary 3.2, we provide explicit
expressions for the type determining sign $\eta= \pm 1$ defined in (1.24). In particular, we show in Corollary 3.3 that both the hyperbolic case $\eta=+1$ and the elliptic case $\eta=-1$ can be realized by our nonlinear hyperbolic balance laws, even with gradient flux terms. This then completes the proof of Theorem 1.3.

To check nondegeneracy condition (1.23) on $\Delta_{Z} P_{0} F$ in the limit $\delta \searrow 0$, we use the following notation. By transverse eigenvalue crossing at $\delta=0$, Lemma 2.1, we also obtain purely imaginary eigenvalues $\pm i \omega^{\delta}$ at equilibria $\mathbf{u}^{\delta}=\left(u_{0}^{\delta}, 0, \ldots, 0\right)=\left(u^{\delta}, 0\right)$ on the $u_{0}$-axis, for small $\delta>0$. Let $Z^{\delta}$ denote the corresponding eigenspace. We recall our expression for the eigenprojection $P_{0}^{\delta}$ onto the trivial kernel,

$$
\begin{equation*}
P_{0}^{\delta}=\left(1+\left(\frac{\delta}{\alpha}\right)^{2}\right)^{-1 / 2} \mathbf{e}_{0} \cdot\left(e_{0}^{T},-\frac{\delta}{\alpha} e_{0}^{T}\right) \tag{3.2}
\end{equation*}
$$

with $\mathbf{e}_{0}=\left(e_{0}^{T}, 0\right)^{T}$, see Lemma 2.2. Note that $\mathbf{u}^{\delta}, \omega^{\delta}, P_{0}^{\delta}$, and $Z^{\delta}$ vary differentiably with $\delta$.

Lemma 3.1. In the above setting and notation we have

$$
\begin{equation*}
\Delta_{Z^{\delta}} P_{0}^{\delta} F\left(\mathbf{u}^{\delta}\right)=\left(1+\left(\frac{\delta}{\alpha}\right)^{2}\right)^{-1 / 2} \frac{1}{\alpha} g_{0}^{\prime \prime}\left(u^{\delta}\right)\left[\tilde{u}^{\delta}, \overline{\tilde{u}}^{\delta}\right] \mathbf{e}_{0} \tag{3.3}
\end{equation*}
$$

at the Hopf point $\mathbf{u}^{\delta}=\left(u^{\delta}, 0\right)$ with complex eigenvector $\left(\tilde{u}^{\delta}, \tilde{v}^{\delta}\right)$ of $i \omega^{\delta}$.
Consider, in particular, quadratic forms $g_{0}^{\prime \prime}(0)$, which are strictly positive/negative definite on $\left(u_{1}, u_{2}\right)$-space, with $\Gamma= \pm 1$ indicating the sign of definiteness. Then

$$
\begin{equation*}
\operatorname{sign} \Delta_{Z^{\delta}} P_{0}^{\delta} F\left(\mathbf{u}^{\delta}\right)=\Gamma \cdot \operatorname{sign} \alpha \tag{3.4}
\end{equation*}
$$

for all small $\delta>0$.
Proof. By Lemma 2.2 we have

$$
\begin{equation*}
\left(1+\left(\frac{\delta}{\alpha}\right)^{2}\right)^{1 / 2} P_{0}^{\delta}=\mathbf{e}_{0} \cdot \mathbf{e}_{0}^{T}-\frac{\delta}{\alpha} \mathbf{e}_{0} \cdot\left(0, e_{0}^{T}\right) \tag{3.5}
\end{equation*}
$$

The explicit form (3.1) of the nonlinearity $F$ implies

$$
\begin{equation*}
\Delta_{Z^{\delta}} P_{0}^{0} F\left(\mathbf{u}^{\delta}\right)=\mathbf{e}_{0} \Delta_{Z^{\delta}} v_{0}=0 \tag{3.6}
\end{equation*}
$$

on any subspace $Z^{\delta}$ and for any $\mathbf{u}^{\delta}$, simply because the $u$-component of $F$ is linear. With $P_{0}^{\delta}$ instead of $P_{0}^{0}$ we obtain more generally

$$
\begin{align*}
\left(1+\left(\frac{\delta}{\alpha}\right)^{2}\right)^{1 / 2} \mathbf{e}_{0}^{T} \Delta_{Z^{\delta}} P_{0}^{\delta} F(\mathbf{u}) & =-\Delta_{Z^{\delta}}\left(0,-\frac{\delta}{\alpha} e_{0}^{T} \delta^{-1}(-g(u)+A(u) v)\right)  \tag{3.7}\\
& =-\frac{1}{\alpha} \Delta_{Z^{\delta}}\left(-g_{0}(u)+(A(u) v)_{0}\right)
\end{align*}
$$

Here $(A(u) v)_{0}$ denotes the zero-component of $A(u) v$. We treat this term first, using the notation

$$
\begin{equation*}
\tilde{\mathbf{u}}^{\delta}=\binom{\tilde{u}^{\delta}}{\tilde{v}^{\delta}} \tag{3.8}
\end{equation*}
$$

for the complex eigenvector of the purely imaginary Hopf eigenvalue $\mu^{\delta}=i \omega^{\delta}$ at $u=u^{\delta}, v=0$. Then $Z^{\delta}=\operatorname{span}\left\{\operatorname{Re} \tilde{\mathbf{u}}^{\delta}, \operatorname{Im} \tilde{\mathbf{u}}^{\delta}\right\}$. Denoting by $\Delta_{\beta}=\partial_{\beta_{1}}^{2}+\partial_{\beta_{2}}^{2}$ the standard Laplacian, evaluated at $\beta=0$, and inserting $\tilde{v}^{\delta}=\mu^{\delta} \tilde{u}^{\delta}$ yields

$$
\begin{align*}
\Delta_{Z^{\delta}}(A(u) v)_{0} & =\Delta_{\beta}\left(A\left(u^{\delta}+\beta_{1} \operatorname{Re} \tilde{u}^{\delta}+\beta_{2} \operatorname{Im} \tilde{u}^{\delta}\right)\left(\beta_{1} \operatorname{Re} \tilde{v}^{\delta}+\beta_{2} \operatorname{Im} \tilde{v}^{\delta}\right)\right)_{0} \\
& =2\left(\left(A^{\prime}\left(u^{\delta}\right) \operatorname{Re} \tilde{u}^{\delta}\right) \operatorname{Re} \tilde{v}^{\delta}+\left(A^{\prime}\left(u^{\delta}\right) \operatorname{Im} \tilde{u}^{\delta}\right) \operatorname{Im} \tilde{v}^{\delta}\right)_{0} \\
& =2 \operatorname{Re}\left(\left(A^{\prime}\left(u^{\delta}\right) \tilde{u}^{\delta}\right) \overline{\tilde{v}}^{\delta}\right)_{0}  \tag{3.9}\\
& =2 \operatorname{Re}\left(\bar{\mu}^{\delta}\right)\left(f^{\prime \prime}\left(u^{\delta}\right)\left[\tilde{u}^{\delta}, \overline{\tilde{u}}^{\delta}\right]\right)_{0} \\
& =2 \operatorname{Re}\left(\mu^{\delta}\right) f_{0}^{\prime \prime}\left(u^{\delta}\right)\left[\tilde{u}^{\delta}, \overline{\tilde{u}}^{\delta}\right]=0
\end{align*}
$$

all along the Hopf curve $u=u^{\delta}, v=0$. Here we have used $A(u)=f^{\prime}(u)$ for the flux function and the fact that the Hessian matrix $f_{0}^{\prime \prime}(0)$ is symmetric.

Therefore, we can conclude from (3.7), (3.9) that

$$
\begin{equation*}
\left(1+\left(\frac{\delta}{\alpha}\right)^{2}\right)^{1 / 2} \mathbf{e}_{0}^{T} \Delta_{Z^{\delta}} P_{0}^{\delta} F\left(\mathbf{u}^{\delta}\right)=\frac{1}{\alpha} \Delta_{Z^{\delta}} g_{0}(u)=\frac{1}{\alpha} g_{0}^{\prime \prime}\left(u^{\delta}\right)\left[\tilde{u}^{\delta}, \bar{u}^{\delta}\right] . \tag{3.10}
\end{equation*}
$$

This proves (3.3) and the lemma.
Corollary 3.2. Combining Lemmas 2.1 and 3.1, the sign $\eta= \pm 1$ distinguishing elliptic from hyperbolic Hopf bifurcation along our line of equilibria is given explicitly by

$$
\begin{align*}
\eta & =\operatorname{sign} \operatorname{Re} \mu^{\prime}(0) \cdot \operatorname{sign} \Delta_{Z} P_{0} F(0) \\
& =\operatorname{sign}\left(a_{12}^{1}-\frac{\gamma}{2}\left(a_{11}^{1}+a_{22}^{1}\right)\right) \cdot \operatorname{sign} \alpha \cdot \Gamma, \tag{3.11}
\end{align*}
$$

for $\delta>0$ small enough. Here derivatives are evaluated at $u=0$ and are assumed to be chosen such that $\eta \neq 0$. The sign $\Gamma= \pm 1$ indicates positive/negative definiteness of $g_{0}^{\prime \prime}(0)$ on ( $u_{1}, u_{2}$ )-space. Obviously, both signs of $\eta$ can be realized.

Corollary 3.3. Theorems 1.2, 1.3 hold true for $\eta= \pm 1$ with the following specific choices of a gradient flux term $f(u)=\nabla \Phi(u)$ and a reaction term $g(u)$ :

$$
\begin{align*}
& g(u)=\left(\begin{array}{rcc}
u_{1}^{2} & + & u_{2}^{2} \\
-\frac{1}{2} u_{1} & + & u_{2} \\
u_{1} & - & \frac{1}{2} u_{2}
\end{array}\right),  \tag{3.12}\\
& \Phi(u)=u_{0}^{2}+\frac{1}{2}\left(u_{1}^{2}-u_{2}^{2}\right)+\eta u_{0} u_{1}^{2} .
\end{align*}
$$

These choices correspond to $\alpha=2, \gamma=-\frac{1}{2}, \Gamma=+1$.
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